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It is expected that the shrinkage methods described in this report will be useful in analyzing the data produced by the Health Insurance Study, which is being conducted by Rand and sponsored by the Department of Health, Education, and Welfare.
A Bayesian formulation of the canonical form of the standard regression model is used to compare various Stein-type estimators and the ridge estimator of regression coefficients. A particular ("constant prior") Stein-type estimator having the same pattern of shrinkage as the ridge estimator is recommended for use.
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1. INTRODUCTION

For estimating the regression coefficients in linear regression, the practice of shrinking the least-squares estimates of the coefficients toward a point, or more generally toward a subspace, has received increasing attention. Two particularly popular approaches to estimating regression coefficients are the ridge estimator of Hoerl and Kennard [8] and the Stein-type estimators derived from the estimation methods given in the original papers by Stein [15] and by James and Stein [9]. The ridge estimator was designed as a method to improve on the unsatisfactory characteristics of the least-squares estimator when there is multicollinearity present—when $\hat{X}^T \hat{X}$ is badly conditioned. Stein-type estimators are frequently recommended because they reduce mean-square error and they can be regarded as empirical Bayes estimators [5]. Section 2 gives the standard regression model in canonical form, while Section 3 expresses both ridge and Stein-type estimators in canonical form. Here a Bayesian approach is used to exhibit the relationship between various Stein-type estimators and the ridge estimator. Translating some desirable properties of Stein-type estimators from canonical form to the standard regression model leads to the recommendation of a particular ("constant prior") Stein-type estimator that has the same pattern of shrinkage as the ridge estimator, but uses an empirical Bayes estimate of the degree of shrinkage. Section 4 covers the case of unknown error variance, partial shrinkage, and a purely Bayesian approach to the problem. It is hoped that this expository report will contribute to a better understanding of the relationship between ridge estimators and Stein-type estimators.

Several other shrinkage estimators for regression that are not described here but which deserve mention include methods of independent variable selection, such as stepwise regression, which make the shrinkage factor either zero or one. Another recent method of choosing shrinkage factors is the cross-validatory approach of Geisser [6] and Stone [17]. The formulation and treatment of shrinkage estimators in
the canonical form of the standard regression problem by Dempster [3] and by Goldstein and Smith [7] are similar to this presentation, but do not focus on the identity between the constant prior Stein-type estimators and empirical Bayes ridge estimators.

2. CANONICAL FORM

Consider the standard regression model,

$$\widetilde{Y} = \widetilde{X} \beta + \varepsilon,$$  \hspace{1cm} (2.1)

where $\widetilde{Y}$ is an $n \times 1$ response vector, $\widetilde{X}$ is a fixed $n \times p$ matrix of rank $p$, $\varepsilon$ is a $p \times 1$ vector, and $\varepsilon$ is an $n \times 1$ vector of independent $\mathcal{N}(0, \sigma^2)$ observations. For convenience, I assume that the independent variables are scaled so that $\widetilde{X}^T \widetilde{X}$ is in correlation form. Usually the expected value of $\widetilde{Y}$ in (2.1) is written $\mu \bar{X} + \bar{X} \beta$. To keep notation simple, I omit the constant term $\mu$. Since the interest is in estimating $\beta$, the constant term can be left out in an approximate analysis if $\bar{Y}$ and $\bar{X}$ are taken to be the deviations from sample means. Alternatively, the constant can be included by taking the first column of the $\bar{X}$ matrix to be all ones, the remainder being deviations from the sample mean. In this situation, the notion of partial shrinkage given in Section 4.2 applies.

It will be convenient to reexpress the above model in canonical form so that (2.1) becomes

$$\widetilde{Y}^* = \widetilde{X}^* \alpha + \varepsilon^*,$$  \hspace{1cm} (2.2)

where $\widetilde{Y}^* = D \widetilde{Y}$, $\widetilde{X}^* = D \widetilde{X}$, $\alpha = C \beta$, and $\varepsilon^* = D \varepsilon$, with $C$ and $D$ being $p \times p$ and $n \times n$ orthogonal matrices satisfying

$$C \widetilde{X}^T \widetilde{X} C^T = \text{diag} (\lambda_1, \ldots, \lambda_p),$$  \hspace{1cm} (2.3)

and

$$\widetilde{X}^* = \widetilde{X} C^T = [\text{diag} (\sqrt{\lambda_1}, \ldots, \sqrt{\lambda_p})].$$
Note that (2.2) simplifies to

\[ Y_i^* \overset{\text{ind}}{\sim} N(\sqrt{\lambda_i}a_i, \sigma^2) \quad \text{if } i = 1, \ldots, p, \]

and

\[ Y_i^* \overset{\text{ind}}{\sim} N(0, \sigma^2) \quad \text{if } i = p + 1, \ldots, n, \]

where "\overset{\text{ind}}{\sim}" means "independently distributed as."

The least-squares estimator of \( \hat{\beta} \) is

\[ \hat{b} = (X'X)^{-1}X'Y, \]

and since orthogonal transformations preserve distances, the least-squares estimator of \( \hat{\beta} \), \( \hat{a} = C\hat{b} \), has the same dispersion about \( \hat{a} \) as \( \hat{b} \) does about \( \hat{\beta} \). Note that \( \hat{b} = C^T\hat{a} \). The components \( a_1 = Y_1^*/\sqrt{\lambda_1}, \ldots, a_p = Y_p^*/\sqrt{\lambda_p} \) are independent normally distributed random variables with means \( \alpha_1, \ldots, \alpha_p \) and variances \( \sigma^2/\lambda_1, \ldots, \sigma^2/\lambda_p \). Since estimators will be judged relative to a quadratic loss function, and since orthogonal transformations leave quadratic loss unchanged, we will estimate \( \hat{\alpha} \) and then multiply by \( C^T \) to transform back to the original problem (2.1) to estimate \( \hat{\beta} \).

3. STEIN-TYPE ESTIMATORS

Assuming that \( \sigma^2 \) is known, the problem is to simultaneously estimate \( p \) means, \( \alpha_1, \ldots, \alpha_p \), from \( p \) independent normally distributed random variables, \( Y_1^*/\sqrt{\lambda_1}, \ldots, Y_p^*/\sqrt{\lambda_p} \), with known variances \( \sigma^2/\lambda_1, \ldots, \sigma^2/\lambda_p \), respectively. A useful way of deriving Stein-type estimates of \( \hat{\alpha} \) is to formally take a Bayes approach. The prior distribution on \( \alpha_i \) is assumed to be

\[ \alpha_i \overset{\text{ind}}{\sim} N(0, \rho_iA), \quad i = 1, \ldots, p, \quad (3.1) \]
where $\rho_1, \ldots, \rho_p$ are known constants scaled so that $\Sigma \rho_i = p$. The prior mean being zero in (3.1) corresponds to the ridge regression estimator given below. Section 4.2 describes how this analysis carries through for a prior distribution with an arbitrary mean. The posterior distribution of $\alpha_i$ given $Y^*$ is

$$
\alpha_i | Y^*_i \overset{\text{iid}}{\sim} N\{(1 - B_i)Y^*_i / \sqrt{\lambda_i}, (1 - B_i)\sigma^2 / \lambda_i\},
$$

(3.2)

where

$$
B_i = \frac{\sigma^2 / \lambda_i}{\sigma^2 / \lambda_i + \rho_i A} = \frac{\sigma^2}{\sigma^2 + \lambda_i \rho_i A}.
$$

The usual Bayes estimator for a quadratic loss function is the mean of the posterior distribution

$$
\alpha_i^* = (1 - B_i)Y^*_i / \sqrt{\lambda_i}.
$$

(3.3)

Stein-type estimates can be regarded as empirical Bayes estimates by taking the parameter $A$ of the prior distribution as unknown, estimating $A$ or equivalently $B_i$ from the sample, and using (3.3) with $B_i$ replaced by an estimate $\hat{B}_i$ (see [5]). The "positive part" James-Stein estimate [5] occurs when $\rho_i \equiv 1, \lambda_i \equiv 1$, so that

$$
B_i \equiv B = \frac{\sigma^2}{\sigma^2 + A} \quad \text{and} \quad \hat{B} = \min \left\{1, \frac{(p - 2)\sigma^2}{\sum Y^2_i / \lambda_i} \right\}.
$$

Then the positive part James-Stein estimator of $\alpha_i$ is

$$
\hat{\alpha}_i = (1 - \hat{B})Y^*_i / \sqrt{\lambda_i}.
$$

(3.4)

This situation occurs in orthogonal regression where $\hat{\sum}_Y^TY = I$, so that $\lambda_i \equiv 1$. Thus the corresponding empirical Bayes estimator of $\hat{\lambda}$ is
\[
\hat{\beta} = C^T \hat{\omega} = (1 - \hat{\beta}) b.
\] (3.5)

Since \( \Sigma Y_i^2 / \lambda_i = \Sigma b_i^2 \), \( \hat{\beta} = \min \{ 1, (p - 2) \sigma^2 / \Sigma b_i^2 \} \). Sclove \{12\} essentially uses (3.5) for orthogonal regression.

This "Stein-type" estimator used by most authors in regression problems \((\lambda_i \neq \lambda)\), \([1], [3], [7], [16]\), corresponds to using a prior distribution on \( \alpha_i \), where \( \rho_i = m \omega^2 / \lambda_i \). The posterior distribution (3.2) then has \( B_i = B = 1 / (1 + mA) \), so that the corresponding empirical Bayes estimator uses the common value of \( B_i \) in (3.3) as

\[
\hat{B} = \min \left\{ 1, \frac{(p - 2) \sigma^2}{\Sigma Y_i^2} \right\}.
\] (3.6)

This follows from applying the equal variance James-Stein estimator (3.4) to the variables \( Y_i \). From (2.2) the estimator (3.6) of \( B \) yields the estimator

\[
\hat{\beta} = (1 - \hat{\beta}) b,
\] (3.7)

where \( \hat{\beta} = \min \{ 1, (p - 2) \sigma^2 / \tilde{b}^T \tilde{X}^T \tilde{X} b \} \). The above estimate with \( (p - 2) \sigma^2 / \tilde{b}^T \tilde{X}^T \tilde{X} b \) instead of \( \hat{\beta} \) in (3.7) is referred to as a James-Stein estimator by Dempster \{3\}, Goldstein and Smith \{7\}, and Sclove \{12\}. An unappealing property of (3.7) is that all coefficient estimates \( b_i \) are shrunk by the same amount. As in \{2\}, I will refer to (3.7) as a proportional prior Stein-type estimator because the variance of the prior distribution is proportional to the sampling variance \( \sigma^2 / \lambda_i \).

An appealing choice is to take \( \rho_i = 1 \) so that all components (regression coefficients) have a constant prior variance. Under this assumption, the posterior distribution of \( \alpha_i \) given \( Y_i^2 / \sqrt{\lambda_i} \) has mean \([1 - \{ \sigma^2 / (\sigma^2 + \lambda_i A) \} Y_i^2 / \sqrt{\lambda_i}] \) and variance \( \lambda_i A / (\sigma^2 + \lambda_i A) \). To transform the Bayes estimator \( [1 - \{ \sigma^2 / (\sigma^2 + \lambda_i A) \} Y_i^2 / \sqrt{\lambda_i}] \) of \( \alpha_i \) into a Bayes estimator of \( \beta_i \), observe from (2.2) and (2.3) that

\[
\hat{\alpha}^* = [C(X^T X + (\sigma^2 / A) I_p) C^T]^{-1} C X D Y^* \hat{\omega},
\]
and hence, after some rearrangement,

\[ \hat{\beta}_1^* = \hat{c}_1 \hat{\alpha}_1 \hat{\alpha}_1 = (\hat{X}_1^T \hat{X}_1 + (\sigma^2/A)I_p)^{-1} \hat{X}_1^T Y. \]  

(3.8)

If \( \sigma^2/A \) is replaced by \( k \) in (3.8), and \( k \) is chosen in the appropriate judgmental way, the resulting estimator is the ridge estimator of Hoerl and Kennard [8]. Alternatively, an empirical Bayes approach can be used so that \( k = \sigma^2/A \) is estimated from the data and that estimate is substituted into (3.8), giving a Stein-type estimator of \( \hat{\beta}_1 \).

To choose an empirical Bayes Stein-type estimator of \( \hat{\beta}_1 \), consider the problem of finding a Stein-type estimator of \( \hat{\alpha}_1 \). That is, find an estimator of \( B_1 = (\sigma^2/\lambda_1)/(\sigma^2/\lambda_1 + A) \) to use the formula

\[ \hat{\alpha}_1^* = (1 - B_1) \bar{y}_1 / \sqrt{\lambda_1}. \]  

(3.9)

There are several methods that have been used to derive Stein-type estimators. Defining \( S(A) = \Sigma \{ a_i^2/(A + \sigma^2/\lambda_i) \} \), Carter and Rolph [2] choose \( \hat{A} \) so that \( S(\hat{A}) = p \), since \( p \) is the expected value of \( S(A) \). Then \( \hat{\alpha}_1 \) is estimated by

\[ \hat{\alpha}_1 = (1 - \hat{B}_1) a_1, \]  

(3.10)

where

\[ \hat{B}_1 = \min \left[ 1, \frac{(p - 2)\sigma^2}{\lambda_1 S(\hat{A}) + (p - 2)\sigma^2 \{ 1 - (\lambda_1/p) \Sigma (1/\lambda_j) \}} \right]. \]

In the equal variance case, where \( \lambda_1 \equiv \lambda \) for all \( i \), (3.10) reduces to the usual positive part of the James-Stein estimator (3.4). Dempster [3] uses \( p \) rather than \( p - 2 \) in (3.10) to get what he designates a "ridge estimator." Efron and Morris [5] give an alternative to (3.10) that also reduces to the James-Stein estimator in the equal variance case. All of these estimators seem to differ very little and will be called
constant prior Stein-type estimators. Our estimate of the regression coefficients \( \hat{\beta} \) is then

\[
\hat{\beta} = \gamma^T \hat{\alpha},
\]

(3.11)

where \( \hat{\alpha} \) is defined in (3.10).

Constant prior estimates such as (3.11) are usually preferable to the proportional prior estimates given by (3.7). Empirical work by Hoerl and Kennard [8] shows that ridge estimates yield substantial savings over ordinary least squares. Their ridge estimators differ from (3.11) in that \( \hat{\alpha} \) in (3.10) is estimated judgmentally. More recently, Dempster and his colleagues [3] have found in a simulation study that that the constant prior Stein-type estimators dominate proportional prior Stein-type estimators for two different quadratic loss functions in a variety of realistic regression situations. On the analytical side, Goldstein and Smith [7] have proved that for any parameter value \( \alpha \), there exists a value of \( k = \sigma^2 / \lambda \) in (3.8), so that the resulting estimators have smaller expected squared error than the least-squares estimators \( \hat{y}_i \) in every component. Thus, with a good estimator of \( k \), one can hope to improve on least squares for every coefficient rather than just reduce the expected sum of the squared errors as Stein [15] and James and Stein [9] first guaranteed.

4. APPLICATIONS

4.1 Unknown Variance

In most realistic regression situations, the error variance \( \sigma^2 \) is unknown. The usual point estimator of \( \sigma^2 \) is the residual mean square

\[
S^2 = \frac{1}{n - p} (Y - \bar{X}b)^T (Y - \bar{X}b).
\]

(4.1)

Rather than to substitute (4.1) in place of \( \sigma^2 \) in the Stein-type rules described thus far, we will use
\[ V = \frac{1}{n - p + 2} (Y - X\beta)^T (Y - X\beta), \quad (4.2) \]

which turns out to give an estimator with smaller mean-squared error in the equal variance case. In the equal variance case where \( \rho_1 = 1 \) and \( \lambda_1 = 1 \), the estimate of \( \tilde{\beta} \) in (3.5) becomes

\[ \left[ 1 - \min\left\{ 1, \frac{(p - 2)\nu}{\Sigma b_i^2} \right\} \right] \beta. \quad (4.3) \]

Similarly, the proportional prior estimator of \( \tilde{\beta} \) given in (3.7) becomes

\[ \left[ 1 - \min\left\{ 1, \frac{(p - 2)\nu}{b_i^T X \Sigma X b_i} \right\} \right] \beta. \quad (4.4) \]

The constant prior estimate of \( \tilde{\beta} \) is given by (3.10) and (3.11), where \( \nu \) replaces \( \sigma^2 \). In most situations where \( \sigma^2 \) is unknown, this is a sensible choice of an estimator of \( \tilde{\beta} \).

4.2. Partial Shrinkage

Regression coefficients need not all be pulled toward the origin. Efron and Morris [5], Sclove [12], Stein [13], and others present Stein-type estimators in which either the least-squares estimators are pulled toward a subspace rather than the single point 0 or, equivalently, only a prespecified subset of the components (say, regression coefficients) are pulled toward zero.

Sclove [12] gives an extensive discussion of Stein-type estimation for a subset containing \( r \) regression coefficients and compares this procedure with that of first testing the hypothesis that the \( r \) coefficients are zero and then using a regression model with either \( p - r \) or all \( p \) coefficients, depending on whether the test accepts or rejects the hypothesis, respectively. A common situation is one in which the least-squares estimator is pulled toward the one-dimensional subspace, where all the coefficients are equal (i.e., the mean).
In the canonical form of the problem with equal variances and \( \rho_i \equiv 1 \), D. V. Lindley (in his discussion of [14]) and others suggest pulling the components toward their average value rather than toward the origin. For the unequal variance case, in canonical form, Carter and Rolph [2] give the constant prior analogue of (3.10), using this suggestion of pulling toward the average. In the regression situation, this estimator is preferable if one a priori suspects that the regression coefficients are approximately equal but not necessarily zero. This corresponds to testing the hypothesis that all coefficients are equal and then estimating accordingly. In Bayesian terms, shrinking toward the average corresponds to the case in which the prior distribution on \( \alpha_i \) is \( N(m, A) \) rather than \( N(0, A) \). Thus, in an empirical Bayes approach, one must estimate \( m \) as well as \( A \) from the data [2]. A detailed description of several applications of Stein-type estimators is given by Efron and Morris [4].

4.3. Discussion

Rather than to use the estimators of \( B_i \) in (3.3) as an empirical Bayes method to produce Stein-type estimators, a full-blown Bayesian approach can be taken, as in Lindley and Smith [11] and in Leonard [10]. For the equal variance case for shrinking toward the average, Leonard's Bayesian analogue of (3.4) is

\[
\tilde{\alpha}_i = \tilde{B} \overline{a} + (1 - \tilde{B})a_i,
\]

where

\[
\tilde{B} = \frac{1}{y} \frac{\Gamma(q + 1, y)}{\Gamma(q, y)}, \quad a_i^* = \frac{y_i^*}{\sqrt{\lambda}_i},
\]

\[
q = \frac{1}{2} (p - 3), \quad y = \frac{\sum (a_i - \overline{a})^2}{2\sigma^2},
\]
and

\[ \Gamma(q, y) = \int_0^y u^{q-1} e^{-u} \, du. \]

This contrasts to Lindley's modification of the James-Stein estimator, which is

\[ \hat{a}_i = \hat{\beta} \bar{a} + (1 - \hat{\beta}) a_i, \]

where \( \hat{\beta} = q/y \). From the properties of the incomplete gamma function \( \Gamma(q, y) \), it is easily seen that the shrinkage of \( \hat{a}_i \) is less using the Bayesian estimator \( \hat{\beta} \) and that, furthermore, \( \hat{\beta} \) is strictly between 0 and 1, obviating the need to truncate \( \beta \) to [0, 1]. Leonard's estimator (4.5) can be calculated for the unequal variance case to give an analogue to the constant prior estimator (3.10), but the computations become considerably more involved than (4.5), so we omit them. Because of some of its attractive properties, like admissibility, one might wish to use a constant prior Bayes estimator in preference to Hoerl and Kennard's ridge estimator or the Stein-type constant prior estimator given by (3.10). In the equal variance case, Efron and Morris [5] show that there is very little difference in the risk functions using quadratic loss between the James-Stein estimator (3.4) and an estimator due to Strawderman [18], which is the same as Leonard's (4.5). Thus one can expect very little difference in the unequal variance constant prior case between our recommended estimator (3.10) and the analogue to Leonard's (4.5) estimator.

* * *

The purpose of this report has been to point out the relationship between two apparently different shrinkage estimators in regression problems: ridge estimators and Stein-type estimators. Unequal variance constant prior Stein-type estimators yield the same shrinkage pattern
as ridge estimators, but the shrinking constant k is estimated from a statistical model rather than chosen in the more judgmental way that Hoerl and Kennard [8] recommend. Thus the constant prior Stein-type estimator seems to be an improvement over both the ridge estimator and the proportional prior Stein-type estimator, which shrinks all the least-squares coefficients the same amount even if their variances are unequal.
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