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INTRODUCTION

The U.S. Army has a growing need to control access to its systems in times of both war and peace. In wartime, the Army’s dependence on information as a tactical and strategic asset requires the Army to carefully control its battlefield networks. From logistics flows to intelligence on enemy forces, the Army depends on confining access to its data to authorized personnel. This need for access control is also critical at the weapon system level.

Access control issues are important to the peacetime Army because improving the efficiency of peacetime operations, including controlling access to facilities, computer systems, and classified information, depends on fast and accurate identification. The Army also operates a vast set of human resource services involving health care, retiree and dependent benefits, and troop support services. These services create the need for positive identification to prevent fraud and abuse.

The use of biometrics has been proposed as a solution to these many needs. Biometrics are physical characteristics or personal traits of a person that can be measured and used to recognize that person either by identification or verification. Identification occurs when the biometric system identifies a person from the entire enrolled population by searching a database for a match. This process is sometimes called “one-to-many” matching. Verification occurs when the biometric system authenticates a person’s claimed identity from his previously enrolled pattern. This is called “one-to-one” matching.
The potential of biometrics, combined with increased policymaker interest, has led the Army to undertake an intense assessment of biometric technologies. The Army is studying how it can use biometric applications to improve security, efficiency, and convenience, as well as whether it should establish an Army biometric center that could serve as a central data repository for biometric information and perform research, development, test, and evaluation (RDT&E) functions. Because interest in biometrics in the federal government is widespread, the Army is also examining the role a center could play in supporting a national biometrics program.

At the direction of Lieutenant General William H. Campbell, Director of Information Systems, Command, Control, Communications, and Computers (DISCOM) and the Army’s Chief Information Officer, RAND examined the legal, sociological, and ethical issues associated with the U.S. Army’s use of biometrics and the establishment of an Army biometric center. RAND assembled an interdisciplinary team of researchers who reviewed literature and interviewed technologists, program managers, lawyers, ethicists, and privacy experts to identify issues and methods to address them. To test its conclusions, RAND conducted a workshop with a number of experts in mid-December 1999. The research, which focused on the United States, had the following four objectives:

- Provide an overview of biometric technologies.
- Identify sociocultural (meaning sociological, legal, and ethical) concerns that might be raised by Army use of biometrics and suggest solutions to mitigate these concerns.
- Analyze the feasibility of an Army biometric program, including a national biometric center and national data repository.
- Provide implementation recommendations for the Army, including suggested areas for further research.

OVERVIEW OF BIOMETRIC TECHNOLOGIES

In the context of this report, “biometrics” refer to commercially viable automated methods of identifying, or verifying the identity of, a living person in real time based on a physical characteristic or personal trait of the individual. This is commonly done by comparing a
stored template (defined as a type of file record of a characteristic or trait) against a template of the live image captured through a sensor. While many possible biometrics exist, at least eight mainstream biometric authentication technologies have been deployed or pilot-tested in commercial applications in the public and private sectors. They are fingerprint, hand/finger geometry, facial recognition, voice recognition, iris scan, retinal scan, dynamic signature verification, and keystroke dynamics.

RAND researchers compared these eight mainstream biometrics by interviewing technologists, vendors, and program managers, as well as studying the technical literature. They discovered that the utility and effectiveness of a biometric depends largely on the specific purposes for which it is used. Biometrics also vary widely in terms of intrusiveness, robustness, and distinctiveness.

WHAT SOCIOCULTURAL CONCERNS ARE RAISED BY USING BIOMETRICS?

As with all identification techniques, biometrics carry the potential to reduce the anonymity of our actions. In the United States, privacy has a great deal of value for our society and culture, and this importance is reflected in our laws. Hence, a feasibility assessment of Army use of biometrics and the establishment of a biometrics center must take into account the sociocultural issues that such use might raise.

We identified three major categories of concerns associated with biometrics: informational privacy, physical privacy, and religious objections.

Informational Privacy

Informational privacy, or an individual’s ability to control information about himself, dominated the concerns of the experts interviewed. Specific informational privacy issues include

- function creep,
- tracking of individuals’ activities, and,
• misuse of data, including identity theft.

**Function Creep**, in the context of biometrics, means that biometric data originally collected for one purpose are used for other purposes. Although using data for other secondary purposes might be worthwhile, sociocultural issues arise when individuals are not informed of these new purposes and have not given their consent to the new use.

**Tracking** refers to the specific function creep involved when biometrics are used to monitor an individual’s actions or to search databases containing information about these actions. If a person must use the same standardized biometric to participate in life’s everyday activities, he leaves a detailed record behind. This concern raises the question of whether using biometrics increases the ability to track individuals, possibly without their knowledge or consent.

**Misuse of Information**, in the form of data representing an individual’s biometric, is also a potential problem. For example, using a biometric identifier, much the way a Social Security number (SSN) is used, to link a person’s medical information with financial data, raises concerns. Misuse also includes concerns about identity theft. Because they are unique identifiers, biometrics should make identity theft more difficult; nonetheless, biometric data can be stolen or copied when used in certain ways.

**Physical Privacy**

Physical privacy concerns include

• stigmatization,

• actual harm, and,

• hygiene.

**Stigmatization** refers to the perception that biometrics carries a stigma. For example, fingerprinting has a strong association with criminal activity. These perceptions vary widely across cultures.

**Actual Harm** refers to the fear of some individuals that biometric technologies will actually do them physical harm. We have found no evidence that biometrics actually cause physical harm.
Hygiene refers to the fact that some object to using biometric devices that require touching a surface, for example, fingerprinting and hand geometry, because doing so might transmit germs from other individuals.

Religious Objections

Religious objections have been raised by certain Christian sects based on the “Mark of the Beast” language in the Book of Revelation. Although the number of these dissenters is small, some members of the Army community may hold similar beliefs. Thus, the Army must be prepared to address such objections.

ARE SUCH SOCIOCULTURAL CONCERNS NEW IN DEALING WITH BIOMETRICS?

Sociocultural concerns about biometrics are both similar and dissimilar to existing concerns regarding other government data collection and management efforts. Moreover, many of these same sociocultural concerns apply to private sector use of biometrics. Function creep, tracking, misuse of information, and identity theft are all longstanding concerns about the collection and storage of personal information. The use of the SSN illustrates the problem of function creep. When the Social Security Act was passed in 1935, promises were made to the American public that the SSN would never be used beyond its stated purpose—that is, to administer social security assistance. Today, despite these early assurances, an individual’s SSN is used for many purposes, both in the public and private sectors.

On the other hand, despite these similarities, biometrics raise some concerns not associated with traditional identifiers, such as a password. Because biometrics are limited in number—humans have one face, 10 fingers, two eyes—concerns arise that if the biometric identification information is stolen, the individual would be unable to replace the identifier, which is relatively simple to do with today’s current personal identification numbers (PINs). In addition, biometric data might contain medical information or indicate changes in medical conditions. While this is not the case for biometrics in use today, the potential is worrisome, because it would change the
information available to organizations using biometrics as well as expand possibilities for misuse. Also, the capability to track individuals is significantly greater with biometrics than with traditional forms of identification. This capability may generate its own demand for use, leading to function creep. For these and other reasons, biometrics could be perceived by some as a qualitatively different means of checking identity.

**HOW CAN THE ARMY MITIGATE THESE SOCIOCULTURAL CONCERNS?**

The Army can rely on existing policies and procedures to address many of these concerns. However, because biometrics involve new technologies and our society increasingly focuses on the impact of information technology on privacy, it would be prudent for the Army to take a broad and integrated approach to managing its response to these sociocultural concerns.

**Relying on Existing Laws and Regulations**

Among the laws and regulations concerning government use of personal information, the Privacy Act of 1974 is most prominent. The Privacy Act regulates the collection, maintenance, use, and dissemination of personal information by federal agencies, including the Department of Defense (DoD) and the Army. Among its provisions, the Act addresses individual concerns related to personal information provided to a government agency. For example, the agency must state the purpose for collecting the data, its intended use of the information, and its authority to collect the information.

As a general rule, the Privacy Act prohibits a federal agency from disclosing personal information without the consent of the individual providing the information. However, the Act contains many exceptions to this rule. While the Privacy Act specifies the legal minimum the Army must do to be in compliance, the Army might want to provide broader privacy protections for its biometrics program. For example, it could take the position that no biometric data in its charge would be shared, similar to the rule DoD has for protecting DNA samples in its human remains identification program.
The Privacy Act also requires federal agencies and officials to protect their databases from unwarranted disclosures. This requirement addresses some of the concerns about misuse of data and identity theft.

The Army has regulations in place to accommodate religious objections. These regulations could be used to address religious objections to the use of biometrics.

In a case that has important implications for the Army, the U.S. Supreme Court has addressed informational privacy from a constitutional perspective. In *Whalen v. Roe*, the Court upheld a New York state law establishing a centralized computer database in which the state recorded and stored the names and addresses of all persons who obtained certain drugs pursuant to a doctor’s prescription. The Supreme Court explained that New York had demonstrated its need for the database as part of its war on drugs and had taken extensive measures to prevent unauthorized disclosure of the data.

Similarly, the judiciary has addressed privacy concerns in related contexts. For example, the courts have consistently upheld federal, state, and local requirements for fingerprinting for employment and licensing, provided a rational basis existed for the requirement. Likewise, when a biometric is needed from an individual for a criminal justice purpose, the Army should be able to satisfy the constitutional requirements.

**Taking a Broader, More Integrated Approach**

No significant legal obstacles to Army use of biometrics in the United States have been identified. While the Army could rely on existing laws and regulations to provide a minimum level of privacy protection, the Army should take additional steps to strengthen privacy protections because it is in its best interest to do so. These additional steps include taking a broader, more integrated approach to mitigating sociocultural concerns. Such an approach includes four elements.

**Step One: Thoroughly Explain Why Biometrics Are the Best Solution to a Particular Problem.** This step requires a detailed statement of the problem, a description and evaluation of possible solutions,
and a comparison of biometric capabilities to those of other potential solutions. This analysis will form the basis for individual and societal decisionmaking, balancing the benefits of biometrics against potential losses of privacy.

**Step Two: Structure a Program and Select Technologies to Minimize the Effects on Privacy.** This step will help prevent privacy concerns from arising. Within the constraints of meeting operational needs, Army decisionmakers should also consider the following:

- **Policies about sharing data** should be carefully designed to avoid perceptions of function creep and the development of tracking capability.
- **Privacy enhancing solutions** should be considered when the Army chooses biometric technologies. Specific examples that may allay privacy concerns about tracking include decentralizing template storage and matching; using nonforensic biometrics; using multiple biometrics; and using verification rather than identification applications. In addition, biometrics that are less intrusive or provide no medical information would likely be preferred by those concerned about privacy.
- **Data repository** choices affect perceptions of security and privacy. Holding template data on a smart card in the possession of the individual or locally with the sensor, rather than in a central repository, makes function creep and tracking less feasible.

**Step Three: Educate the Army Community and the Public About the Purpose and Structure of the Program.** Such an education program should explain what steps the Army has taken to ensure that privacy is protected. A campaign directed at both the Army community and the general public could generate support for the Army’s program. The following questions should be addressed:

- What is the purpose of the biometric program? Who is included in it?
- What information will be available through the biometric?
- How will that information be used and who will have access to it?
- How will that information be protected?
• Who will establish, control, and review these practices?

Step Four: Assign Responsibility Within the Army for Guiding Steps One to Three. This step is important to ensure that sociocultural concerns are adequately addressed as the program is developed and implemented and as issues arise in the future.

WHAT IS THE FEASIBILITY OF AN ARMY OR NATIONAL BIOMETRIC CENTER?

Establishing an Army biometrics center, including both an RDT&E center and a central repository, has a good chance of success if it is based on justifiable program needs and structured to provide meaningful privacy protection. While legal, regulatory, technical, operational, security, and administrative issues affect how such a center could be established and what it could do, these do not impose overwhelming obstacles. However, a center may raise sociocultural concerns about privacy, with particular attention focused on a central repository. Concerns about a repository are likely to be much more sensitive to size, to purpose, and to who is in charge. While establishing a central repository could be justified based on particular purposes, it does not seem critical to the RDT&E effort. A centralized repository could help a test center verify the uniqueness of particular biometrics and algorithms by giving it large numbers of templates to compare, but this is only one of the activities that might be performed at an RDT&E center. In addition, biometric data are electronic records and could be sent relatively easily from one location to another. Thus, in this section, we address the RDT&E center and repository separately.

An RDT&E center could be justified by the need to focus activities in areas of interest to the government and to provide a forum to share information and coordinate activities across a number of organizations. While field or pilot testing and scenario evaluations are costly, they are the only reasonable methods to test a biometric system fully and reliably for deployment. Laboratory testing could be used to test algorithms and as an initial pass/fail test for biometric devices to achieve minimum standards for additional operational testing. An R&D lab could also undertake further development of mathematical and statistical methods for test design and evaluation of biometric
systems. An R&D center could be a source of advice on biometric systems for agencies internal and external to the Army. It could advise other agencies regarding technology considerations and help them develop educational roll-out pieces for their biometric programs. Whether the Army would seek the role of center coordinator depends on the importance biometrics are expected to have in the Army. Whether this should be a truly national center or an Army or DoD center depends on the importance of biometrics to the nation at large.

A **central repository** will raise more sociocultural concerns. The explanation about why such a repository is needed should adhere closely to the points raised earlier about defining the purpose—explaining what the data will be use for, what additional data will be stored with the templates, who can access the data, and how data will be protected—and deciding who oversees these processes. Concerns about the repository are likely to depend on whose biometric identification information is included (e.g., only service members or also Department of the Army civilians, contractors, retirees, dependents, and foreign nationals).

A central repository could be justified by the need to use an identification biometric for the Army rather than simply relying on verification. Or, it may be necessary to have a centralized verification location so that certain identifiers can be used in multiple locations. A centralized repository could also help a test center verify the uniqueness of particular biometrics and algorithms, giving it large numbers of templates to compare.

A **national biometric center** must be justified in the same way by those most interested in having such a center. It is not clear that those most interested in RDT&E will also be most interested in a repository. While the military might want to move the technology forward, perhaps law enforcement or social service agencies will have the greatest interest in establishing some form of national repository for biometric data. These other agencies are probably most interested in comparing data to search for fraud or criminal evidence, activities likely to meet with sociocultural objections. An Army-run national biometric repository might not have such strong interests in sharing data with other agencies, although it would likely be under pressure to do so.
CONCLUSIONS AND RECOMMENDATIONS

Based on our analysis, we have identified no significant legal obstacles preventing the Army from establishing a biometrics program in the United States. Although some sociocultural concerns may arise, particularly with regard to privacy issues, these can be addressed, albeit minimally, by existing Army regulations, particularly those relating to the Privacy Act. To demonstrate its commitment to privacy, the Army should consider providing additional protection for its biometric databases beyond the requirements of the Privacy Act. In particular, the Army might want to place strict requirements on sharing biometric data with other agencies and organizations. If other agencies believe they have a legitimate claim to access to the Army’s data, it might be better for Congress or the White House to decide this issue through the political process.

The Army should provide a detailed analysis of the problems that biometrics can help solve. This should include a detailed description of the problem, a description and evaluation of possible solutions, and a comparison of biometric capabilities to those of other potential solutions. This analysis will form the basis for individual and societal decisions balancing the benefits of biometrics against potential losses of privacy.

Although a central repository may be necessary, it should be justified in the same way as the Army biometric program, by establishing the need for a center based on specific problems to be addressed. The size and functions of this center will contribute to public perceptions and concerns about its purposes and potential threats to individual privacy.

Carefully targeted research could help the Army address sociocultural concerns when implementing its biometrics program. Greater Army participation in the U.S. government’s Biometric Consortium could also assist Army and DoD research interests. As the Army uses biometrics overseas, it must consider international law issues. Moreover, the Army could benefit from research evaluating whether biometric data implicate medical information of any kind.

As this report was being prepared for final publication, Deputy Secretary of Defense Rudy de Leon issued a memorandum on December 27, 2000, consolidating oversight and management of biometric
technology under the recently created DoD Biometrics Management Office (BMO). This memorandum also called for the formal establishment of a DoD Biometrics Fusion Center (BFC) under the BMO. The BFC’s purpose is to acquire, test, evaluate, and integrate biometrics and to develop and implement storage methods for biometrics templates. The BFC is located in Bridgeport, West Virginia.

This memorandum derived from Public Law 106-246, signed by President Clinton on July 13, 2000, which included the following provision: “To ensure the availability of biometrics technologies in the Department of Defense, the Secretary of the Army shall be the Executive Agent to lead, consolidate, and coordinate all biometrics information assurance programs of the Department of Defense.”

As the DoD BMO and the Army, as executive agent, continue to assess biometrics, they must carefully consider the sociocultural concerns biometrics raise, along with technical, operational, security, bureaucratic, and administrative issues.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAFES</td>
<td>Army and Air Force Exchange Service</td>
</tr>
<tr>
<td>AFDC</td>
<td>Aid to Families with Dependent Children</td>
</tr>
<tr>
<td>AFIRM</td>
<td>Automated Fingerprint Image Reporting and Match</td>
</tr>
<tr>
<td>AFIS</td>
<td>Automated Finger Imaging system</td>
</tr>
<tr>
<td>BC</td>
<td>Biometric Consortium</td>
</tr>
<tr>
<td>BFC</td>
<td>Biometrics Fusion Center</td>
</tr>
<tr>
<td>BIOS</td>
<td>Basic input/output system</td>
</tr>
<tr>
<td>BMO</td>
<td>Biometrics Management Office</td>
</tr>
<tr>
<td>BPP</td>
<td>Bankruptcy petition preparer</td>
</tr>
<tr>
<td>CJIS</td>
<td>Criminal Justice Information Services (Division)</td>
</tr>
<tr>
<td>DCSPERS</td>
<td>Deputy Chief of Staff for Personnel (Army)</td>
</tr>
<tr>
<td>DEERS</td>
<td>Defense Enrollment Eligibility Reporting System</td>
</tr>
<tr>
<td>DFAS</td>
<td>Defense Finance and Accounting Service</td>
</tr>
<tr>
<td>DISCA</td>
<td>Director of Information Systems, Command, Control, Communications, and Computers</td>
</tr>
<tr>
<td>DMDC</td>
<td>Defense Manpower Data Center</td>
</tr>
<tr>
<td>DMV</td>
<td>Department of Motor Vehicles</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>DPSS</td>
<td>Department of Public Social Services (Los Angeles)</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>EBT</td>
<td>Electronic benefit transfer</td>
</tr>
<tr>
<td>FMR</td>
<td>False match rate</td>
</tr>
<tr>
<td>FNMR</td>
<td>False nonmatch rate</td>
</tr>
<tr>
<td>FOIA</td>
<td>Freedom of Information Act</td>
</tr>
<tr>
<td>GAO</td>
<td>General Accounting Office</td>
</tr>
<tr>
<td>GSA</td>
<td>General Services Administration</td>
</tr>
<tr>
<td>IAFIS</td>
<td>Integrated Automated Fingerprint Identification System</td>
</tr>
<tr>
<td>INS</td>
<td>Immigration and Naturalization Service</td>
</tr>
<tr>
<td>INSPASS</td>
<td>INS Passenger Accelerated Service System</td>
</tr>
<tr>
<td>MISC</td>
<td>Military Identification Smart Card</td>
</tr>
<tr>
<td>NAC</td>
<td>National Agency Check</td>
</tr>
<tr>
<td>NBTC</td>
<td>National Biometric Test Center</td>
</tr>
<tr>
<td>NCIS</td>
<td>Naval Criminal Investigative Service</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NPL</td>
<td>National Physical Laboratory</td>
</tr>
<tr>
<td>NSA</td>
<td>National Security Agency</td>
</tr>
<tr>
<td>OGC</td>
<td>Office of the General Counsel (FBI)</td>
</tr>
<tr>
<td>OMB</td>
<td>Office of Management and Budget</td>
</tr>
<tr>
<td>PCMCIA</td>
<td>Personal Computer Memory Card International Association</td>
</tr>
<tr>
<td>PIN</td>
<td>Personal identification number</td>
</tr>
<tr>
<td>RDT&amp;E</td>
<td>Research, development, test, and evaluation</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio frequency identification device</td>
</tr>
<tr>
<td>SLC</td>
<td>Special Latent Cognizant</td>
</tr>
<tr>
<td>SSN</td>
<td>Social Security number</td>
</tr>
<tr>
<td>TANF</td>
<td>Temporary Assistance for Needy Families</td>
</tr>
<tr>
<td>TFA</td>
<td>Temporary Family Assistance</td>
</tr>
<tr>
<td>TRADOC</td>
<td>Training and Doctrine Command (Army)</td>
</tr>
<tr>
<td>UCMJ</td>
<td>Uniform Code of Military Justice</td>
</tr>
</tbody>
</table>
BACKGROUND

The U.S. Army has a growing need to improve access control for its many systems, both in wartime and in peacetime. In wartime, the Army’s dependence on information as a tactical and strategic asset requires it to carefully control its battlefield networks. From information on logistics flows to intelligence on enemy forces, the Army depends on confining access to its data to authorized personnel.

Access control is critical for weapon systems. These systems increasingly consist of physical, logical (computer), and informational components. Army weapon systems are so powerful and often so dominant that unauthorized use of even a single system can have significant adverse consequences. Moreover, if an enemy were to capture an Army weapon system with inadequate access control measures in place, the enemy could use the captured resource to its advantage.

In peacetime, access control issues are also important because improving the effectiveness and efficiency of Army operations depends on fast and accurate identification of authorized users. Examples include controlling access to facilities, computer systems, and classified information. Moreover, the Army operates a vast set of human resource services, involving health care, retiree and dependent benefits, troop support services, and many others. Access control is important in these systems to verify claims for benefits and to reduce fraud.

Biometrics is a possible solution for dealing with the Army’s access control problems. Biometrics use distinctive physical characteristics
or personal traits, such as fingerprints or hand geometry, to make nearly instantaneous verifications of claimed identity or to identify individuals. The push for biometrics is driven by both its technical possibilities and political interest.

From a technical point of view, commercially viable biometric authentication systems are in full-scale operation. Significant optimism has been expressed that technological improvements will lead to better, faster, less costly, and more pervasive systems. Because biometrics are an integral part of human beings or "bar codes for the body," they offer a convenience and efficiency that other identifiers, which must be remembered or produced, do not. For this reason, biometrics are seen as a means of enhancing security for activities currently protected by traditional means of access control—cards, personal identification numbers (PINs), and passwords.

Biometrics can also be used in conjunction with cards and PINs to enhance security. In many applications, a biometric could replace the card or PIN entirely. If there are no cards to lose or numbers to remember, in many cases biometrics will reduce operational and administrative costs and increase user convenience.

Some experts contend that biometrics, if properly used, could enhance privacy, along with security and convenience, by allowing for an individual's identity to be secured by different biometrics.¹ In other words, the use of multiple biometrics is the equivalent of an individual being issued multiple PINs or passwords, with the critical difference being that biometric-based systems provide better security and greater convenience. From the privacy-enhancing perspective, compartmentation, or the separation of personal information into small parts, is best achieved by the use of multiple biometrics.

Many public sector organizations use biometrics widely. For example, the U.S. Immigration and Naturalization Service (INS) currently makes the most extensive use of biometrics of all federal agencies.²

---

¹See, e.g., Wayman, (1998). The use of multiple biometrics is sometimes referred to as "biometric diversity" or "biometric balkanization."

²See Appendix B, Program Reports. See also Wayman (2000). The INS Web site with public information regarding the use of one of its most popular biometric programs, known as the U.S. INS Passenger Accelerated Service System (INSPASS) is available at http://www.ins.usdoj.gov/graphics/howdoisinpass.htm.
Other federal agencies using biometrics include the Federal Bureau of Investigation (FBI), the Federal Aviation Administration (FAA), and the Department of State and the Department of Defense (DoD). State social services programs use biometrics to reduce fraud and to enhance the convenience of these programs. Many state and local law enforcement agencies digitize fingerprints to speed criminal investigations and background checks. President Bill Clinton, in his 2000 State of the Union Address, and other political leaders have expressed interest in so-called “smart gun” technologies. A smart gun could feature a biometric, such as a fingerprint, as an integral part of the firearm to make certain that only the authorized firearm user could fire the weapon. The private sector’s growing interest in biometric applications stems as much from perceptions of increased efficiency and convenience as from increased security. In the Army, as in civilian life, biometrics are expected to be useful in many different applications.

Policymakers are also a driving force for those who view biometrics as a potential solution to the Army’s access control problems. In 1999, Congress included $10 million in the Army’s budget to study biometrics, specifically instructing the Army to conduct:

> An immediate assessment of biometrics sensors and templates repository requirements and for combining and consolidating biometrics security technology and other information assurance technologies to accomplish a more focused and effective information assurance effort. (U.S. Senate, 2000)

---

3See Clinton (2000). President Clinton stated:

Technologies now exist that could lead to guns that can only be fired by the adults who own them. I ask Congress to fund research in smart gun technology. I also call on responsible leaders in the gun industry to work with us on smart guns and other steps to keep guns out of the wrong hands and keep our children safe.

See also LeDuc and Whitlock (2000) (reporting that Maryland Governor Parris Glendening is proposing to spend $3 million over the next three years to fund smart gun research), and Sinatra (2000).

4Public Law No: 106-79, Oct. 25, 1999. See also Byrd (1999), noting that “the Army has exhibited strong leadership in the exploration and development of technologies in the biometrics arena and is a natural leading candidate to be considered as the executive agent in this work for the Department of Defense and perhaps the federal government.”
An important component of determining the feasibility of an Army biometrics program along the lines envisioned by Congress, is understanding what sociocultural (meaning sociological, legal, and ethical) concerns will be raised by Army use of biometrics and how the Army can best respond to these concerns. As with so many government-mandated programs, the use of biometrics requires trade-offs between individual rights and societal needs.

Sociocultural concerns are usually among the first to emerge during periods of change, particularly in response to an emerging technology, such as biometrics. Our societal code of ethics helps us adjust, or not, to the changes and challenges posed by a new technology. In the case of biometrics, many of these sociocultural concerns involve the appropriate protections of individual rights related to informational privacy, physical privacy, and religious beliefs. As the law mirrors the society that creates it, legal responses to such sociocultural concerns follow the sociocultural changes. These responses can include the enactment of new statutes or regulations, changes to existing ones, or the adoption of new codified restraints on behavior.

OBJECTIVES

As part of its response to the congressional directive to evaluate the feasibility of an Army biometrics program and center, Lieutenant General William H. Campbell, the Director for Information Systems, Command, Control, Communications, and Computers (DISCOM) and the Army Chief Information Officer, asked RAND in October 1999 to review current commercially viable biometric applications and assess the sociological, legal, and ethical issues raised by Army use of biometrics, including establishment of a biometrics center.

APPROACH

To review commercially viable biometric applications, the RAND biometrics team consulted numerous paper and on-line publications and Web sites, interviewed more than 50 biometric experts in both the public and private sectors, and participated in several conferences at which a number of biometrics programs were presented. In sum, we reviewed approximately 50 biometric initiatives.
Figure 1.1—Dimensions of the Issues About Army Use of Biometrics

RAND assembled an interdisciplinary team to assess the sociological, legal, and ethical issues associated with biometrics and to develop a set of hypothetical issues that could stem from an Army biometrics program. We noted from the start the overlap among these areas and the important linkages between sociological, legal, and ethical issues. Figure 1.1 illustrates the dimensions of the issues raised and explored during our research.

To answer the many questions initially posed, we interviewed technologists, lawyers, ethicists, and privacy experts about individual rights and the interplay of law and technology. We also studied other biometric programs that would offer insights for how the Army community, consisting of servicemembers, Army civilians, contractors, Army retirees, and dependents, might respond to programs using biometrics. In addition, we used information gleaned during our applications assessment to address some of our questions related to the capabilities of biometric technologies and, hence, the implications of the technologies for individuals and society.

See Appendix B, which discusses a number of programs reviewed by RAND.
To test the results, RAND conducted a workshop in December 1999 with approximately 25 experts, including technologists, lawyers, ethicists, privacy advocates, medical doctors, biometric program managers, research scientists, and law enforcement professionals. The workshop used a scenario approach to explore concerns related to government-mandated compliance with a biometrics program. This approach focused on concerns that an individual might raise as well as measures the Army might take to mitigate these concerns. For example, an individual’s concern about whether his biometric data is protected from unauthorized disclosure could be addressed by a comprehensive plan for database security. The workshop helped establish basic guidelines for designing and implementing a biometrics program, a research development, test, and evaluation (RDT&E) center, and, if necessary, a central repository for biometric data.

SCOPE

Although our approach was thorough, we recognize that our research had some limitations. First, our approach did not fully capture the views of every societal group. Second, our approach did not systematically survey the Army community, all of whom might be included in a biometric program. This issue is addressed again in Chapter Six where we discuss conclusions and recommendations. Third, our research focused primarily on the sociological, legal, and ethical issues of implementing an Army biometrics program in the United States. However, we are aware that foreign cultures and international legal systems will have different and perhaps contentious views of some of the issues we raise. While we briefly discuss European Union privacy laws in our legal assessment (see Appendix C), a systematic survey of the sociocultural concerns of individual nations and regional organizations is beyond the scope of this report. This issue is addressed further in our conclusions and recommendations.

ORGANIZATION OF THE REPORT

Following a brief overview of biometrics in Chapter Two, we use the next three chapters to answer three fundamental questions:
• What sociocultural concerns does the use of biometrics raise and how are these concerns different from those related to the use of other identification methods?

• What actions can the Army take to address these concerns?

• What is the feasibility of a national biometric center?

We finish the report with conclusions and recommendations that draw on our answers to these three questions.

We also include five appendices providing additional background material. Appendix A provides more detail on biometric technologies. Appendix B presents the experiences of some private and public sector biometric programs. Appendix C is a detailed review of the legal issues surrounding Army use of biometrics. Appendix D provides information on the U.S. government’s Biometric Consortium, and Appendix E lists the names of the participants and organizations interviewed for the project.
Chapter Two

A PRIMER ON BIOMETRIC TECHNOLOGY

Here we provide a primer on biometric technology. In particular, this chapter introduces the technical terminology and the major concepts related to biometric applications. We first define the terms, "biometrics" and "biometric authentication." Next, we discuss three universal components present in the operation of all biometric technologies, including the difference between applications that identify, or verify the claimed identity of, an individual. We then discuss some mainstream biometrics and their applications. We conclude with a table comparing salient characteristics of mainstream biometric technologies.

A DEFINITION OF BIOMETRICS AND BIOMETRIC AUTHENTICATION

A biometric is any measurable, robust, distinctive, physical characteristic or personal trait of an individual that can be used to identify, or verify the claimed identity of, that individual.

Measurable means that the characteristic or trait can be easily presented to a sensor and converted into a quantifiable, digital format.

---

1For those interested in a more detailed discussion about biometric technology, see Appendix A. This chapter does not cover standards for interoperability because this subject is tangential to RAND's project. In researching and writing this chapter, the authors relied heavily on the following sources: Hawkes and Hefferman (1999); Wayman (1999c); and Wayman (2000) (an updated version of "Testing and Evaluating Biometric Technologies: What the Customer Needs To Know" originally published in Proceedings of the CardTech/SecurTech Conference '98, May 1998). See also Dunn (1998).
This allows for the automated matching process to occur in a matter of seconds.

The robustness of a biometric is a measure of the extent to which the physical characteristic or personal trait is subject to significant changes over time. Such changes may occur because of the effects of an individual’s exposure to chemicals, aging, or injury. A highly robust biometric is not subject to large changes over time, while a low degree of robustness indicates a biometric that could change considerably over time. For example, iris patterns, which change very little over a lifetime, are more robust than voices.

Distinctiveness is a measure of the variations or differences in the biometric pattern among the general population. The highest degree of distinctiveness implies a unique identifier, while a low degree of distinctiveness indicates a biometric pattern found frequently among the general population. The purpose of the biometric application determines the degree of robustness and distinctiveness required.

Identification differs significantly from verification. Identification is when the device asks and attempts to answer the question, “Who is X?” When biometrics are used to identify an individual, the biometric device reads a sample and compares that sample against every template in the database. This is called a “one-to-many” search (1:N). The device will either find a match and subsequently identify the person or not find a match and fail to identify the person.

Verification is when the device asks and attempts to answer the question, “Is this X?” after the user claims to be X. When biometrics are used to verify the claimed identity of an individual, the biometric device first requires input from the user. For example, the user claims his identity by using a password, token, or user name (or any combination of the three). The device also requires a biometric sample. It then compares the sample against the user-defined template (pointed to by the password, token, and/or user name) in the database. This is called a “one-to-one” search (1:1). The device will either find or not find a match between the two.

In general, there are three different approaches to recognizing an individual for security purposes, known as authentication. Presented in order of least secure and convenient to most secure and
convenient, the first approach uses something you have, such as a token, card, or key. The second approach uses something you know, such as a password or PIN. The third uses something you are, a biometric. Any combination of these three further heightens security, while requiring all three provides the highest level of security.\textsuperscript{2}

Biometric authentication refers to \textit{automated methods of identifying or verifying} the identity of a \textit{living person in real time} based on a \textit{physical characteristic or personal trait}. The phrase, “living person in real time” is used to distinguish biometric authentication from forensics, which does not involve real-time identification of a living individual.

Biometric authentication technologies are used in two ways:

- To prove who you are or who you claim you are.
- To prove who you are not (for example, to resolve a case of mistaken identity).

\textbf{KEY ELEMENTS OF ALL BIOMETRIC SYSTEMS}

All biometric systems consist of three basic elements:

- enrollment,
- templates, and
- matching.

Enrollment is the process of collecting biometric samples from a person and the subsequent generation of a template. Typically, the device takes three samples of the same biometric and then averages them to produce an enrollment template. Templates are the data representing the enrollee’s biometric. They are created by the biometric device, which uses a proprietary algorithm to extract “features” appropriate to that technology from the enrollee’s sam-

\textsuperscript{2}Security also depends on such factors as the care taken to apply security measures properly, insofar as safeguarding tokens and passwords and ensuring that transmissions of biometric data are adequately protected.
samples. These features are also referred to as minutiae points for some technologies, such as fingerprint systems. Because templates are only a record of distinguishing features of a person’s biometric characteristic or trait (and not an image or complete record of the actual fingerprint or voice), the template is usually small and allows for the near-instantaneous processing time characteristic of biometric authentication. The small size of some templates allows for storage on magnetic stripes or bar codes placed on plastic cards or smart cards. An example of the formation of a template for a fingerprint is shown in Figure 2.1.

For any biometric technology, a small percentage of the population will be unable to produce a usable template. This failure to enroll (or acquire) is the failure of the technology to extract adequate distinguishing features appropriate to that technology. For example, a small fraction of the population cannot be fingerprinted either because their prints are not distinctive enough (e.g., no bifurcations that can be picked up by the system) or because of the individual’s occupation or age, which can alter distinguishing features.

Matching is the process of comparing a submitted biometric sample against one (verification) or many (identification) templates in the system’s database.

In general, verification applications provide more security than identification applications because a biometric and at least one other piece of input (e.g., PIN, password, token, user name) are required to match a template. Verification provides a user with control over his own data and over the biometric authentication process, provided

---

3Image files of fingerprints also may be of interest to the Army because of their law enforcement, forensic, and technical applications. In the case of fingerprints, the Army may want to keep both electronic image files of the fingerprints as well as the biometric templates. While the image files are too large to be used for biometric applications, they would be useful for criminal investigation and other forensic purposes. Moreover, the Army might want to store image files to provide greater technical flexibility. For example, if the Army did not keep image files of enrollees, it might have to physically reenroll each individual if the Army decided to change to a different proprietary biometric system. Any image file is also referred to as raw data or the corpus.

4Appendix A includes a detailed discussion about template storage.
Figure 2.1—Example of the Formation of a Template for a Fingerprint
that the template is stored only on a card. That is, such a system would not allow for clandestine, or involuntary, capture of biometric data because the individual would know if he were providing the card. Because the search seeks only a match against one template in the database, verification applications require less processing time, less memory, and less cost than identification applications.

Accuracy and error rates must be examined by the end-user when choosing biometric devices. When discussing errors, we prefer to use the terms, false match rate (FMR), and false nonmatch rate (FNMR). A false match occurs when a sample is incorrectly matched to a template in the database. A false nonmatch occurs when a sample is incorrectly not matched to a truly matching template in the database (i.e., a legitimate match is denied). These two terms are often misnamed “false acceptance rate” and “false rejection rate,” respectively, but these terms are application-dependent in meaning. FMR and FNMR are application-neutral terms to describe the matching process between a live sample and a biometric template.

Identification applications require a highly robust and distinctive biometric, otherwise the error rates falsely matching and nonmatching users’ samples against templates breaches security and inhibits convenience. Applications where the end-user wants to identify criminals (immigration, law enforcement, etc.) or other types of “wolves in sheep’s clothing” must use an identification application. Other types of applications may require a verification application. In many ways, deciding whether to use verification or identification requires a balance between the end-user’s needs for security and convenience.

Template management is an integral component of balancing privacy, security, and convenience issues. All biometric systems face a common issue: The template database must be stored somewhere. Biometric templates must be protected to prevent identity fraud and maintain user privacy. Possible solutions include storage on the biometric device itself, a central computer that is remotely accessed, a plastic card or token with a bar code or magnetic stripe, Radio Frequency Identification Device (RFID) cards and tags, optical memory cards, PCMCIA (Personal Computer Memory Card International Association) cards, and smart cards.
Smart cards are the size of credit cards and have a microchip or microprocessor chip embedded in them. The chip can store a variety of electronic data, including a biometric template that can be protected using biometric authentication. Smart cards come in two types: contact and contactless smart cards. A contact smart card must be inserted into a smart card reader to be used. A contactless smart card need only be placed near an antenna to carry out a transaction.

An important security issue with regard to template database management is whether the database will serve a unique purpose or if it will be used for multiple purposes. For example, a facilities manager might use a fingerprint reader to control building access. He might also want to use the same fingerprint template database to identify employees logging onto their computer network. The manager should consider several important questions, such as should separate databases be used for these different purposes and is it an acceptable risk to access employee fingerprints from a remote location for multiple purposes? The transmission of data across wires to a central database presents risks that the biometric template might be captured or stolen.

An additional privacy and security concern is what additional personal information will be stored about each user with his biometric template and whether his biometric is used to link to other personal information about him.

**MAINSTREAM BIOMETRICS AND THEIR APPLICATIONS**

Of the many possible biometrics, at least eight mainstream biometric authentication technologies have been deployed or pilot-tested in applications in the public and private sectors. These are fingerprint, hand/finger geometry, facial recognition, voice recognition, iris scan, retinal scan, dynamic signature verification, and keystroke dynamics.\(^5\) Each is discussed briefly below.

---

\(^5\) For a comprehensive examination of mainstream biometrics, see Jain, Bolle, and Pankanti (1998).
Fingerprint

The fingerprint biometric is an automated digital version of the old ink-and-paper method used for more than a century for identification, primarily by law enforcement agencies. The biometric device involves a user placing his finger on a platen for the fingerprint to be read. The minutiae are then extracted by the vendor’s particular algorithm to create a template. Fingerprint biometrics have three main application arenas: large-scale Automated Finger Imaging Systems (AFIS) for law enforcement uses, fraud prevention in entitlement programs, and access control for facilities or computers.

Hand/Finger Geometry

Hand or finger geometry is an automated measurement of many dimensions of the hand and fingers. Neither of these methods take prints of the palm or fingers. Rather, only the spatial geometry is examined as the user lays his hand on the sensor’s surface and uses guiding poles between the fingers to place the hand properly and initiate the reading. Finger geometry typically uses two or three fingers. During the 1996 Summer Olympics, hand geometry secured access to the athletes’ dorms at Georgia Tech. Hand geometry is a well-developed technology that has been thoroughly field-tested and is easily accepted by users.

Facial Recognition

Facial recognition is an automated method to record the spatial geometry of distinguishing features of the face. Different methods of facial recognition among various vendors all focus on measures of key features. Noncooperative behavior by the user and environmental factors, such as lighting conditions, can degrade performance for facial recognition technologies. Facial recognition has been used in projects designed to identify card counters in casinos, shoplifters in stores, criminals in targeted urban areas, and terrorists overseas.

Voice Recognition

Voice recognition is an automated method of using vocal characteristics to identify individuals using a pass-phrase. The technology
itself is not well-developed, partly because background noise affects its performance. Additionally, it is unclear whether the technologies actually recognize the voice or just the pronunciation of the passphrase (password) used to identify the user. The telecommunications industry and the National Security Agency (NSA) continue to work to improve voice recognition reliability. A telephone or microphone can serve as a sensor, which makes this a relatively cheap and easily deployable technology.

**Iris Scan**

Iris scanning measures the iris pattern in the colored part of the eye (although the color has nothing to do with the scan). Iris patterns are formed randomly. This means no two iris patterns are the same: the iris pattern of one’s left eye is different from the iris pattern of the right eye. Iris scans can be used for both identification and verification applications. ATMs (“Eye-TMs”), grocery stores (for checking-out), and the Charlotte/Douglas International Airport (physical access) use iris scanning in test applications. During the 1998 Winter Olympic Games in Nagano, Japan, an iris scanning identification system controlled access to the rifles used in the biathlon.

**Retinal Scan**

Retinal scans measure the blood vessel patterns in the back of the eye. The device involves a light source shined into the eye of a user who must stand very still within inches of the device. Because the retina can change with certain medical conditions, such as pregnancy, high blood pressure, and AIDS, this biometric has the potential to reveal more about individuals than only their identity. Because users perceive the technology to be intrusive, retinal scanning has lost popularity with end-users.

**Dynamic Signature Verification**

Dynamic signature verification is an automated method of examining an individual’s signature. It uses a stylus and surface on which a person writes. This technology examines dynamics, such as speed, direction, and pressure of writing; time that the stylus is in and out of
contact with the “paper”; total time of the signature; and where the stylus is raised and lowered onto the “paper.”

**Keystroke Dynamics**

Keystroke dynamics is an automated method of examining an individual’s keystrokes on a keyboard. The technology uses a keyboard compatible with PCs. This technology examines such dynamics as speed and pressure, total time of typing a particular password, and the time a user takes between hitting certain keys. Keystroke dynamics has the potential for continuous authentication of identity while a person is using a computer.

**SALIENT CHARACTERISTICS OF MAINSTREAM BIOMETRICS**

Table 2.1 compares the eight mainstream biometrics in terms of several characteristics, ranging from how robust and distinctive they are to what they can be used for (i.e., identification or verification or verification alone).  

When we compare how mainstream biometrics can be used, we find that about half can be used reliably for either identification or verification purposes. The other half are best only for verification purposes. In particular, hand geometry has only been used for verification applications, such as physical access control and time and attendance. Biometrics that can only be used for verification purposes present fewer privacy concerns because they are not trackable.

The robustness and distinctiveness of biometrics vary considerably. Fingerprinting is moderately robust, and, although it is distinctive, a small percentage of the general population at any given time has unusable prints. While hand/finger geometry is moderate on the

---

6This table is an effort to assist the reader in categorizing biometrics along important dimensions. Because this industry is still establishing standards and the technology is changing rapidly, it is difficult to make unequivocal assessments. The table represents our assessment based on discussions with technologists, vendors, and program managers. This table is compiled from various sources, including Jain, Bolle, and Pankanti (1996) and various presentations made at the SIB Biometrics 99 Workshop, November 9-11, 1999, particularly Hawkes and Hefferman (1999).
robustness scale, it is not very distinctive. Facial recognition is neither highly robust nor distinctive. As for voice recognition, assuming the voice and not the pronunciation is what is being measured, this biometric is moderately robust and distinctive. Iris scans are both highly robust, because they are not susceptible to day-to-day changes or damages, and distinctive, because they are randomly formed. Retinal scans are also fairly robust and very distinctive. Finally, neither dynamic signature verification nor keystroke dynamics are particularly robust or distinctive.

As the table shows, the biometrics vary in terms of how intrusive they are, ranging from those biometrics that require touching to others that can recognize an individual from a distance.

Table 2.1
Comparison of Mainstream Biometrics

<table>
<thead>
<tr>
<th>Biometric</th>
<th>Identify versus Verify</th>
<th>How Robust</th>
<th>How Distinctive</th>
<th>How Intrusive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingerprint</td>
<td>Either</td>
<td>Moderate</td>
<td>High</td>
<td>Touching</td>
</tr>
<tr>
<td>Hand/Finger Geometry</td>
<td>Verify</td>
<td>Moderate</td>
<td>Low</td>
<td>Touching</td>
</tr>
<tr>
<td>Facial Recognition</td>
<td>Either</td>
<td>Moderate</td>
<td>Moderate</td>
<td>12+ inches</td>
</tr>
<tr>
<td>Voice Recognition</td>
<td>Verify</td>
<td>Moderate</td>
<td>Low</td>
<td>Remote</td>
</tr>
<tr>
<td>Iris Scan</td>
<td>Either</td>
<td>High</td>
<td>High</td>
<td>12+ inches</td>
</tr>
<tr>
<td>Retinal Scan</td>
<td>Either</td>
<td>High</td>
<td>High</td>
<td>1-2 inches</td>
</tr>
<tr>
<td>Dynamic Signature</td>
<td>Verify</td>
<td>Low</td>
<td>Moderate</td>
<td>Touching</td>
</tr>
<tr>
<td>Verification</td>
<td>Verify</td>
<td>Low</td>
<td>Low</td>
<td>Touching</td>
</tr>
<tr>
<td>Keystroke Dynamics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Chapter Three

WHAT CONCERNS DO BIOMETRICS RAISE AND HOW DO THEY DIFFER FROM CONCERNS ABOUT OTHER IDENTIFICATION METHODS?

Any biometrics program must be prepared to deal with individuals who cannot or will not participate in the program. Some people, through no fault of their own, cannot provide the chosen biometric because they have unmeasurable fingerprints or eyes, for example. Thus, all biometric systems have a small number of people who simply cannot be enrolled.

Others, however, deliberately choose not to participate in biometric programs because of their individual beliefs. While these individuals constitute a relatively small minority, they are the most likely contingent to voice their concerns. Their criticism will probably not cause a biometric program to collapse or render it ineffective. However, such criticism could inhibi't biometric program's development, implementation, and support. Thus, the Army must bear in mind that biometric technology is not without its critics, and it must take into account current and potential sociological concerns.

In this chapter, we answer the question of what sociocultural concerns biometrics raise and whether these concerns differ from those related to other identification methods. In response to the first part of the question, we identify and briefly discuss three key sociocultural concerns: informational privacy, physical privacy, and reli-

---

1 See, e.g., Garfinkel (2000), discussing privacy concerns of new technologies including biometrics, and Woodward (1997a), surveying the privacy enhancing and privacy threatening aspects of biometrics.
igious objections. With regard to the second part of the question, we find that while similarities exist among the concerns, differences exist between biometrics and other identification methods.  

**Background.** In the United States, the freedom of the individual is perceived to be closely related to his ability to operate somewhat autonomously and anonymously in the eyes of the state as well as other organizations. For example, we cast secret ballots; we have certain legal rights to decisional, informational, and physical privacy; and we have placed constraints on the sharing of personal information about us within the federal government. Although constraints on the sharing of information about us by other organizations are more limited, we, as a society, are grappling with how best to respond to the capabilities information technology affords.

Biometric applications have the potential to further reduce anonymity. In addition, as with any technological innovation, some people will find certain aspects of biometrics discomforting or unacceptable for a variety of sociocultural reasons. Some of these reasons may be recognized by our societal ethics and laws, such as those protecting religious freedom and privacy rights. However, as a society, we acknowledge, and the laws reflect, an expectation that in some cases the needs of society will override individual objections to participating in an Army biometrics program or any other government-mandated biometrics program. If the discomfort with such a program seems to arise from unfamiliarity with a new technology, as opposed to deep-seated moral or religious objections, the decision about whether to force compliance with the new program must weigh the importance of the societal need for the new program against societal concerns for individual rights. In a type of utilitarian calculus, the law also recognizes the necessity to balance the needs of the whole against the rights of the individual.

A review of past and current biometric programs suggests that the use of biometrics in the United States evokes several sociocultural concerns. These concerns may be based on a variety of factors, including fears about the centralization of biometric identification information and the potential for misuse of these data, concerns

---

2 Biometric programs provided important insights to this part of our research. Descriptions of some may be found in Appendix B.
about the physical intrusiveness of the technology, and religious objections to the technology’s use.\footnote{3}

These issues will more fully evolve over time and may change significantly as biometrics are introduced more broadly through private sector and public sector applications. It seems likely that as biometrics become more pervasive, the research community will begin to determine whether these measures can reveal more about a person than only his identity. For example, knowing that certain medical disorders are associated with specific fingerprint abnormalities, researchers might actively investigate such questions as, can fingerprint template patterns be linked to behavioral characteristics, or predispositions to medical conditions? If these questions are answered affirmatively, biometrics might become not only an identifier, but also a source of information about an individual. Such a development would likely have a significant impact on how biometrics are perceived and managed in the United States and abroad.

**KEY SOCIOCULTURAL CONCERNS**

The key sociocultural concerns associated with biometrics fall into three main categories:

- Informational privacy.
- Physical privacy.
- Religious objections.

**Informational Privacy**

The most significant informational privacy concerns relate to the threat of function creep and the tracking capabilities of biometrics. These concerns are addressed below.

**Function Creep.** Function creep, or mission creep, is the process by which the original purpose for obtaining the information is widened.

\footnote{3See Appendix B, Program Reports, Citicorp Clip Card and Security Infrastructure and Columbia Presbyterian Hospital, for examples of privacy concerns raised during program implementation.}
to include purposes other than the one originally stated. Function creep can occur with or without the knowledge or agreement of the person providing the data. Many privacy experts contend that function creep is inevitable.4

Depending on whom it affects and how it affects them, function creep may be seen as desirable or undesirable. For instance, using SSNs to search for a parent who is delinquent with child support payments may be seen as desirable. On the other hand, having a person's digitized state Department of Motor Vehicles (DMV) photograph sold to a commercial firm to create a national photo ID database might be considered unacceptable (Davies, 1994, pp. 61-62).5

Additional purposes can be useful and valuable to society, but ethical concerns arise when biometrics are used beyond their original purpose, without the informed and voluntary consent of the participants. These concerns include whether participants have the right to reassess their participation given the new purpose for the data, the implications of a decision not to cooperate in providing biometric data, and justification of the new purposes, given the program's original intent.

**Tracking.** The use of massive databases containing detailed personal information in both the public and private sectors has raised concerns about an individual's ability to maintain his or her anonymity (Garfinkel, 2000, pp. 1-36). Some people fear a "Big Brother" government able to track every individual. Tracking, which may be thought of as a particular type of function creep, refers to the ability to monitor in real time an individual's actions or to search databases

---

4For example, Simon G. Davies (1994), the Director of Privacy International, has explained:

The history of identification systems throughout the world provides evidence of "function creep"—application to additional purposes not announced, or perhaps even intended, at the commencement of the scheme. . . . The existence of a relatively high-integrity scheme would create irresistible temptations to apply it widely, and interrelate many hitherto separate collections of personal information.

5In fact, South Carolina sold photographs of the state’s drivers to Image Data LLC, a New Hampshire company.
that contain information about these actions. For example, if an individual must use a standard biometric for multiple governmental, business, and leisure transactions of everyday life, it becomes possible that each of these records could be linked through the standardized biometric. This link could allow an entity, such as the government, to compile a comprehensive profile of the individual’s actions. This Big Brother concern has been expressed by privacy expert Roger Clarke (1994, p. 34):

Any high-integrity identifier [like biometrics] represents a threat to civil liberties, because it represents the basis for a ubiquitous identification scheme, and such a scheme provides enormous power over the populace. All human behavior would become transparent to the state, and the scope for non-conformism and dissent would be muted to the point envisaged by the anti-Utopian novelists.

The possibility of clandestine capture of biometric data increases concerns about Big Brother. For example, facial recognition systems can track individuals without the individual’s knowledge or permission. This alone raises ethical concerns. Moreover, the information from tracking can be combined with other personal data, acquired through biometrics or other means, to provide even more insight into an individual’s private life.  

**Misuse of Data.** Misuse of personal information, including the stealing of identities (identity theft), has become more of a threat as information technology, including electronic commerce, has become ubiquitous. Used in certain ways, biometrics provide greater security because the biometric identifier is much harder to steal or counterfeit. As sociologist Amitai Etzioni (1999, p. 125, emphasis added) has explained:

Reliable identifiers could replace the existing patchwork of passwords that are often forgotten, lost, or misappropriated. The same identifiers could be used to ensure that one’s vote is not forged, that one’s credit card is not misused, that one’s checks are not cashed by

---

6Earlier this year, controversy surrounded the disclosure that law enforcement used facial recognition to surreptitiously surveil spectators at the Super Bowl in Tampa, Florida, in an effort to identify would-be criminals and terrorists. See, e.g., Woodward (2001), Piller et al. (2001), and Slevin (2001).
others... In short, reliable universal identifiers—especially biometric ones—could go a long way toward ensuring that people are secure in their identity, thereby allowing others to trust that they are who they claim to be.

On the other hand, where biometrics are authenticated remotely, that is, by transmission of data from a sensor to a centralized data repository, a hacker might be able to steal, copy, or reverse-engineer the biometric. This misappropriation could also come about through insider misuse—e.g., the rogue employee. Without proper safeguards, files could be misappropriated and transactions could be performed using other people’s identities.

**Physical Privacy**

The use of biometrics may raise physical privacy concerns. These concerns are threefold: the stigma associated with some biometrics, such as fingerprints; the possibility of actual harm to the participants by the technology itself; and the concern that the devices used to obtain or "read" the biometric may be unhygienic.

**Stigmatization.** Concerns about stigma vary tremendously in society. In the United States, some individuals and segments of society associate fingerprinting with law enforcement, acts of criminal behavior, and oppressive government (Garfinkel, 2000, pp. 43–44). However, among the voluntary private sector programs we reviewed that used fingerprints (see Appendix B), no program managers cited this stigma as a concern among participants. Stigmatization may be more of an issue for participants in mandatory programs, such as those the Army would implement, as well as biometric applications that have been implemented by state departments of social services. The program managers we spoke with, however, indicated that these objections were easily overcome through education about the protections that would be in place on using and safeguarding biometric data.  

---

7See Appendix B, Program Reports, Fort Sill Program, as an example of concerns over reverse-engineering fingerprints.

8The outreach and public education programs of the state social services departments generally focused on the benefits for social services clients by having a biometric
All service members and applicants for federal employment must provide fingerprints to the FBI as part of a background check. Hence, to this group, fingerprinting is nothing new. Based on our discussions with international privacy experts and program managers, it appears that fingerprinting is more of an issue in other nations and cultures, although several foreign biometric programs use fingerprints and report little concern about social stigma among their populations.

**Actual Harm.** Concerns about actual harm that could be caused by biometric technologies are primarily perceptual. Although the technology is in fact harmless, the perception of harm may cause users to obstruct the implementation of a program or be reluctant to participate in it. For example, we can imagine military pilots, whose careers depend on their eyesight, being greatly concerned about a biometrics program that requires them to look in close proximity at a device to have their retina scanned. Others may be concerned that a dismembered limb could be stolen and used to "fool" a system.

**Hygiene.** Objections to biometrics based on concerns about the cleanliness of sensors is another issue. Much as with concerns of the cleanliness of public restrooms, participants may feel uncomfortable placing their faces against a machine to have their retinas scanned after many others have done so or touching a hand-geometry scanner during flu and cold season. However, we know of no biometric application overturned for hygienic reasons.

The degree to which objections based on physical requirements might arise, if at all, are likely to be correlated with the biometric technology chosen, the size of the group using the biometric, and whether the sensor is shared by many (as with a hand-geometry reader at an airport) or used individually (as with a desktop computer fingerprint sensor).

---

*identifier as an alternative to requiring the clients to produce numerous paper documents. In addition, the education programs emphasized the departments' commitments to keep biometric information from law enforcement officials. Officials found that as clients began using biometrics they realized that it made the process easier. Clients also felt better because they were not always having to prove their identity—often difficult for the poor without drivers' licenses, credit cards, and other standard forms of identification. See Appendix B, Program Reports, Social Services.*
Religious Objections

In the United States, religious objections to biometrics might arise from a variety of different groups. For example, certain Christians interpret biometrics to be a “Mark of the Beast.” The objection is based on language in “Revelation”:

[The Beast] causeth all, both small and great, rich and poor, free and bond, to receive a mark in their right hand, or in their foreheads: And that no man might buy or sell, save that he had the mark, or the name of the beast, or the number of his name.... and his number is six hundred, threescore, and six. (Revelation, 13:16–18.)

Certain Christians consider the biometric to be the brand discussed in Revelation and biometric readers as the only means of viewing these brands. Similarly, M. G. “Pat” Robertson, host of “The 700 Club” and founder of The Christian Broadcasting Network, Inc., observes that the “Bible says the time is going to come when you cannot buy or sell except when a mark is placed on your hand or forehead.” He expresses doubts about biometrics and notes how the technology is proceeding according to Scripture (700 Club, 1995).

Religious objections have arisen when identification programs have been implemented. In Alabama, two people objected to providing an SSN, as required under Alabama law, to apply for a driver’s license. The individuals based their refusal on their sincerely held religious beliefs that prevent them from having an SSN. This case is pending in the Alabama state courts (Alabama Lawsuit, 2000). In the case of biometric identification, religious objections contributed, at least in part, to the failure of Alabama DMV’s fingerprint program. In Alabama, groups including the Christian Coalition, Southern Christian Leadership Conference, and the American Civil Liberties Union, vigorously protested an effort to place a fingerprint biometric on all driver’s licenses. In July 1997, Alabama Governor Fob James, Jr., stopped the proposed program because of these objections (Stamper, 1997). However, five other states—California, Texas, Colorado, Hawaii, and Georgia—successfully require a driver to provide a fingerprint on the driver’s license, without significant public oppo-

---

9See Appendix B, Program Reports, Connecticut Department of Social Services and Fort Sill, Oklahoma.
sition. In West Virginia and the District of Columbia, providing a fingerprint for the license is optional. Moreover, another dozen or so states are considering or planning to use fingerprints on driver’s licenses in the near future (Woodward and Smythe, 2000).

We do not expect religious objections to biometrics to be widespread, but such objections must be taken seriously because of societal and legal emphasis on respect for sincerely held religious beliefs.

BIOMETRICS RAISE SIMILAR YET DIFFERENT CONCERNS

When considering whether sociocultural concerns about biometrics are similar to or different from those raised about the use of other identifiers, we find that many of the concerns are very similar.

Informational privacy concerns are not new. The use of SSNs is a prime example of function creep—an individual’s SSN is used for an array of purposes in the public and private sectors. Tracking issues are also a major concern today in part because the public has been made aware of informational commerce or the profitable use of data as a commodity.\(^{10}\) For example, many retailers currently sell personal information collected from customers to data merchants, who compile and sort data from multiple sources into more comprehensive and marketable databases. At issue is not the loss of your grocery store account number but that all information associated with it, namely your food, beverage, and other purchasing habits, are now known by many unidentified people or organizations.

Religious objections are not unique to biometrics technology. Certain individuals have opposed SSNs on religious grounds.\(^{11}\) In addition, the Army has had to address a variety of other religious accommodation issues, ranging from uniform attire to religious practice.

\(^{10}\)See, e.g., *Economist* (1999). See also O’Harrow, (1999b), noting that Acxiom Corp., an Arkansas company that provides information to marketers, has amassed 135 million consumer telephone numbers, including about 20 million that are unlisted, to help identify and profile people who call toll-free lines to shop or make an inquiry.

However, despite these similarities, biometric technologies raise concerns different from traditional identifiers. The concerns are a product of differences in the biometrics technology itself, the data produced by the technology, and how such data might be used. Theft of a biometric identifier poses a new set of issues. If an individual’s PIN for his ATM is stolen, the bank simply issues the individual another one and cancels transactions under his name made using the old PIN. However, if an individual’s biometric is stolen, there must be a system in place to accept an alternative biometric or means of identification.

In addition, the data that some biometric technologies produce are, or have the potential to be, different from what is produced by traditional identifiers. Some biometric information contains medical information. With technological advancements, medical information may someday be available using biometrics. Because biometrics are inherent to the individual, researchers are likely to try to link medical predispositions, behavioral types, or other characteristics to particular biometric patterns. This possibility makes biometrics different from PINs, passwords, and other generated numbers used to identify an individual.

Finally, biometrics present a greater potential for function creep because biometrics offer an ability to track individuals in a way that current passwords and PINs cannot. When biometrics replace or enhance existing security systems, their role is no different from current techniques that identify an individual or verify that a person is who he or she claims to be. The difference is that unlike other

\[\text{See, e.g., Garfinkel (2000, pp. 62-65).}\]

\[\text{Recent scientific research suggests that fingerprints disclose medical information. Chen (1998, pp. 221-226) states, “Certain chromosomal disorders are known to be associated with characteristic dermatoglyphic abnormalities.” He specifically cites Down’s syndrome, Turner’s syndrome, and Klinefelter’s syndrome as chromosomal disorders that cause unusual fingerprint patterns in a person. DNA is an example of a biometric that contains much more than simple identification information. However, as of 2001, DNA analysis is not sufficiently automated or quick enough to be viable for use in a biometric program.}\]

\[\text{For example, several state social services agencies use biometrics to verify the identity of entitlement recipients as part of their fraud prevention programs. The problem is that some people illegally establish multiple identities and collect multiple entitlement payments, known as “double-dipping.” While procuring fake documentation sufficient to establish an identity is not difficult, use of a biometric identifier}\]
forms of identification, which are specific to particular purposes (generally a transaction of some sort), all individuals provide their biometrics as they go about their daily tasks. Faces, fingerprints, and voices are available for all to see and recognize. As a result, biometric technologies could make it feasible to capture this information and track people without their knowledge or consent. The use of biometrics as an identifier further magnifies this concern, because the biometric is not something that can be changed or discarded. For the reasons discussed above, biometrics may be perceived by some as a qualitatively different means of checking identity. Because the technology is new, however, perceptions are likely to change over time.

would reveal that the multiple identities all use the same biometric: a clear sign of fraud. Similarly, if a credit card were protected by a biometric, a thief could still steal it from the authorized user, but unless the thief could produce the biometrics of the authorized user for the sensor at the point of sale, the card would not be accepted.
Chapter Four

WHAT STEPS CAN THE ARMY TAKE TO ADDRESS THESE CONCERNS?

Given the three major sociocultural concerns associated with the Army's use of biometrics, namely protecting informational privacy, safeguarding physical privacy, and addressing religious objections, this chapter focuses on how the Army can most effectively address these concerns. Because biometrics are similar in many ways to more traditional identifiers, such as photographs, the Army can look to existing laws, regulations, and precedents to address the main sociocultural concerns. This body of law suggests that the Army has a solid framework in place to address sociocultural concerns.

However, in light of the novelty of the technology and the heightened interest among citizens in informational privacy, it may be prudent for the Army to address concerns about biometrics within the context of a broader approach. By doing so, the Army can reassure its community and the American public that it takes the use of biometrics and protection of privacy and religious freedoms seriously, its biometrics program is well-thought-out, it has taken reasonable precautions to protect personal data, and it has made choices about the technologies being used and the structure of the program with consideration for their effect on individuals.

In this chapter, we begin by discussing legal precedents and related policies and procedures the Army might apply to address the specific sociocultural concerns discussed in Chapter Three.1 We conclude by

1 Readers interested in a more detailed legal assessment should refer to Appendix C.
discussing what a comprehensive approach to managing these concerns ought to entail.

**PRIVACY ACT OF 1974: A BASELINE FOR ADDRESSING SOME SOCIOCULTURAL CONCERNS**

Personal information in the hands of the Army is not a new issue. Accordingly, many of the sociocultural concerns raised by the use of biometrics can be addressed through Army policies and procedures established to carry out the requirements of the Privacy Act of 1974. The Privacy Act regulates the collection, maintenance, use, and dissemination of personal information by federal government agencies, including DoD and the Army. Although the Act does not specifically mention biometrics, analysis suggests that many Army biometric programs would fall under this Act, in particular those biometric applications involving “a system of records.”

The Privacy Act gives certain rights to the individual who provides personal information and places certain responsibilities on the agency collecting the personal information. While the Privacy Act addresses informational privacy concerns, it does not address physical privacy and religious freedom concerns.

The Privacy Act’s basic provisions, reflected in both the DoD Privacy Program and the Army Privacy Program, include the following:

- Restricting federal agencies from disclosure of personally identifiable records maintained by the agencies.
- Requiring federal agencies to maintain records with accuracy and diligence.

---

2 The Privacy Act applies to a “record” that is “contained in a system of records.” While the Act’s definition of record includes any “other identifying particular assigned to the individual such as a finger or voice print or a photograph” (see 5 U.S.C. § 552a(a)(4)), not all biometric programs are necessarily contained in a system of records. For example, the Fort Sill test of a biometrically protected smart card (see Appendix B) was not contained in a system of records because the biometric was stored only on the card and not in any central database. The Fort Sill test is an example of a biometric being used to enhance privacy.

3 Unless otherwise indicated, the Privacy Act provisions discussed here apply to DoD and the Army.
Granting individuals increased rights (1) to gain access to records maintained on them by federal agencies and (2) to amend their records provided they show that the records are not accurate, relevant, timely, or complete.

- Requiring federal agencies to establish administrative, technical, and policy safeguards to protect security of records.4

To ensure compliance with the Act, DoD and the Army have established several institutional assets to help oversee policies and procedures related to privacy. For example, DoD has a Defense Privacy Board and supporting staff in the Defense Privacy Office.5

The Act requires those agencies establishing systems of records to publish in the Federal Register information about the systems of records in their charge, give individual notice of the uses to which the data will be put, and safeguard data. The Army now has 249 systems of records for which notice must be published. These systems range from “Official Personnel Folders and General Personnel Files” to “Individual Health” to “Carpool Information/Registration System.”6 As Army use of biometrics will likely lead to the establishment of new systems of records and revisions to old systems, the Army must comply with this Privacy Act Systems of Records Notice requirement.

The Act’s requirement that individuals be given notice addresses many of the concerns raised in Chapter Three. The notice must state the authority sanctioning the solicitation of the information, the purpose for which the information is intended, the routine uses that may be made of the information, whether the data collection effort is voluntary or mandatory, and the implications to the data subject of failing to provide the requested information.7

4See, e.g., Cate (1997, p. 77).
5The Army can draw on the many existing institutional assets who have extensive experience in Privacy Act matters. These assets include the Defense Privacy Board, the Assistant Secretary of Defense (Comptroller), the Defense Privacy Office, the DoD General Counsel, the Army Assistant Chief of Staff for Information Management, the Army General Counsel, the Army Judge Advocate General, the Deputy Chief of Staff for Personnel (DCSPEIRS), OMB, and many others.
6See Department of the Army (2009).
7See 5 U.S.C. § 552a(e)(3)(A) - (D). The authority may be granted by statute or executive order of the President. See 5 U.S.C. § 552a(e)(3)(A).
Although the Act prohibits a federal agency from “disclosing any record without the consent of the individual to whom the record pertains,” it provides for certain disclosure exceptions listed below.¹⁸ These twelve exceptions to the “No Disclosure Without Consent” Rule are:

- the “Intra-Agency Need to Know” Exception,
- the “Required Freedom of Information Act (FOIA) Disclosure” Exception,
- the “Routine Use” Exception,
- the “Bureau of the Census” Exception,
- the “Statistical Research” Exception,
- the “National Archives” Exception,
- the “Law Enforcement Request” Exception,
- the “Individual Health or Safety” Exception,
- the “Congressional” Exception,
- the “General Accounting Office” Exception,
- the “Judicial” Exception, and,
- the “Debt Collection Act” Exception.

Some privacy advocates contend that the routine use exception has been used by federal agencies to justify almost any use of the data (Cate, 1997, p. 78, footnote omitted). For example, the Army has a so-called “law enforcement blanket routine use,” which applies to every record system maintained by the Army, unless specifically stated otherwise. The law enforcement blanket routine use allows the Army to share routinely any record indicating a potential violation of the law with the appropriate federal, state, local, or foreign agency charged with investigating the matter.⁹ Similarly, the Army

¹⁸See 5 U.S.C. § 552a(b).
⁹See e.g., OMB Guidelines. 40 Fed. Reg. at 28,955 (proper routine use is "transfer by a law enforcement agency of protective intelligence information to the Secret Service"). See also 28 U.S.C. § 334 (authorizing Attorney General to exchange criminal records
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routinely discloses any records indicating a possible violation of law, regardless of the purpose for collection, to law enforcement agencies for purposes of investigation and prosecution. On the other hand, the Army can exempt certain programs from this “law enforcement blanket routine use.” For example, it does not apply to the “Armed Forces Repository of Specimen Samples for the Identification of Remains” System of Records, which includes “specimen collections from which a DNA typing can be obtained.”

The Army does not necessarily have the final say over how its data will be used or shared. Congress can always mandate additional new “routine uses” for data. For example, Congress has mandated the establishment of a federal “Parent Locator Service” and requires federal agencies to comply with requests from the Secretary of Health and Human Services for addresses and places of employment of absent parents.

As noted above, the Privacy Act also requires the federal agency to put in place appropriate safeguards to protect information in its databases. Both the agency and the employee responsible for any breach can be found legally liable for a Privacy Act violation, including civil liability for the agency and criminal liability for the individual.

In Whalen v. Roe, the Supreme Court directly addressed informational privacy concerns. Whalen involved the constitutional question of whether the State of New York could record and store, in

with “authorized officials of the Federal Government, the States, cities, and penal and other institutions”).


13The Privacy Act requires the data collector to “establish appropriate administrative, technical, and physical safeguards to insure the security and confidentiality of records.” Similarly, the Act requires the data collector “to protect against any anticipated threats or hazards to their security or integrity which could result in substantial harm, embarrassment, inconvenience, or unfairness to any individual on whom information is maintained.”

a state-run, centralized, computerized database, the names and addresses of anyone who had obtained certain drugs pursuant to a doctor's prescription. The Supreme Court held that the New York database containing massive amounts of sensitive medical information passed constitutional muster. In particular, the Court cited New York's need for the database as part of the state's war against drugs and noted that the New York statute and its related implementation, including extensive database protections, showed "a proper concern with, and protection of, the individual's interest in privacy." The Court, however, reserved for another day consideration of legal questions that could arise from unauthorized disclosures of information from a government database "by a system that did not contain comparable security provisions."\(^\text{15}\)

Concerns about misuse of data and the possibilities of identity theft could be addressed in part by Army procedures already established to respond to Privacy Act requirements. Specifically, the Privacy Act requires the Army to use appropriate data safeguards and carries the threat of civil and criminal sanctions if these requirements are not carried out.

In summary, from the perspective of those concerned about the Army's biometrics program and center, the Privacy Act addresses concerns related to the purpose for which the data will be collected, the notification of individuals that their personal information is needed, and how the information will be used and shared. In addition, the Privacy Act requires government agencies and officials to secure their database.

The Privacy Act permits many exceptions, and the Army could make many routine-use exceptions for biometric identification information. Although additional uses of the data beyond the original purpose for which it was collected must be published in the Federal Register and shown to be compatible with the original use, this is not a serious obstacle to the sharing of data. Thus, it leaves the individual without much firm protection against function creep.

The Army should strive to address function creep concerns through laws, regulations, and policies designed to ensure that biometric data

\(^{15}\text{Whalen v. Roe, 429 U.S. at 605–606.}\)
are used only for purposes explicitly stated and that even marginal changes are reviewed by appropriate policymakers or senior leadership. Protection against function creep will help ensure that the data are not used for tracking unless that is a specifically stated goal.

OTHER MILITARY POLICIES ADDRESS SPECIFIC SOCIOCULTURAL CONCERNS

Beyond the issues raised by the Privacy Act, the Army can rely on other military policies and procedures to further address religious concerns. Precedents found in the case law address intrusiveness concerns.

Religious Objections

The military is no stranger to addressing the religious concerns of its members. The Army’s use of biometrics is likely to be met with objection on religious grounds by a small number of personnel. The Army has an extensive, established policy in place to accommodate religious practices. The Army approves requests for accommodation of religious practices unless the accommodation will have an adverse impact on “military necessity,” which consists of unit and individual readiness, unit cohesion, morale, discipline, safety, and health. As the Army’s primary advisor on matters pertaining to religious accommodation, the Army Chief of Chaplains is an important institutional asset on whom the Army leadership may call for guidance in determining how religious objections to biometric applications should be handled. As the official charged with establishing the Army’s policy on the accommodation of religious practices, the Deputy Chief of Staff for Personnel (DCSPERS) will also have a key role to play.

Physical Privacy

The federal courts have yet to decide any cases involving an individual’s refusal to participate in a biometric program mandated by the federal government. However, the Army can draw parallels to legal

---

16See Army Regulation (600-20, 1999).
challenges brought to fingerprinting in a noncriminal context—when an individual must provide a copy of his fingerprints for employment purposes, for example. The courts have generally upheld federal, state, and municipal requirements for fingerprinting as a condition of employment and licensing, provided the government has a rational basis for the requirement. For example, a union representing some 5,170 utility workers employed at nuclear power plants challenged as unconstitutional that part of a federal statute requiring these workers to be fingerprinted. The federal court disagreed with the union and upheld the fingerprint requirements. The court found that the U.S. government had a rational basis for requiring fingerprinting, namely concern over security at nuclear power plants.

What will happen if the Army wants a specific biometric from a person in a criminal justice context—because it suspects the person of a crime, for example? The Fourth Amendment to the U.S. Constitution governs searches and seizures conducted by government agents. As the amendment makes clear, the Constitution does not forbid all searches and seizures, only “unreasonable” ones. The Supreme Court defines a search as an invasion of a person’s reasonable expectations of privacy. To evaluate whether providing a biometric identifier in a criminal justice context constitutes a search, the judiciary focuses on two factors. First, the Court examines the nature of the intrusion. Actual physical intrusions into the body, such as blood-drawing, breathalyzer testing, and urine analysis, can constitute Fourth Amendment searches. Second, the Court examines the scope of the intrusiveness, paying close attention to the “host of private medical facts” revealed during the search.

In cases where provision of a biometric identifier might be found to constitute a search (as in the hypothetical case of a physically intrusive DNA-based biometric that would reveal extensive medical facts), the ultimate measure of the constitutionality of a governmental search is “reasonableness.” To make this determination, a court must balance the “intrusion on the individual’s Fourth Amendment interests against its promotion of legitimate governmental

---

interests." For a search to be reasonable, in the criminal justice context, the Army must generally show probable cause to believe that the person or place searched is implicated in the crime.

RESPONDING TO SOCIOCULTURAL CONCERNS WITHIN A BROADER APPROACH IS CRITICAL

Our legal assessment has raised no significant obstacles to the Army’s establishment of a biometrics program or center in the United States. In fact, many military regulations and procedures are already in place to help address the concerns that might be raised by a biometrics program and center. By its implementation of the Privacy Act and its own policies on religious accommodation, the Army addresses two of the three major concerns identified with biometrics: concerns about privacy, including fears of government tracking and the collection of additional information or distribution of personal information, and infringement on religious freedoms. Concerns about misuse of data and identity theft are addressed, though less directly, through provisions in the Act related to the obligations of the data collector to protect security. Concerns about physical intrusiveness do not seem to have legal standing for current biometrics although this may change if medical information becomes part of the personal information revealed in a biometric.

These findings do not mean that the Army can avoid responding to perceptions about biometrics. Despite its legal feasibility, biometrics use by the Army could still be overturned by concern in the military or in the larger society about the program. Given these concerns, it is critical for the Army to take additional steps to improve perceptions of its biometrics program. Such an approach includes four steps.

- Thoroughly explain why biometrics are the best solution to a particular problem.
- Structure a program and select technologies to minimize effects on privacy.
- Educate the Army community and the public about the purpose and structure of the Army’s program.

\textsuperscript{20}Id. (quoting Skinner, 489 U.S. at 619) (internal quotation marks omitted).
• Assign responsibility within the Army for guiding these steps.

Thoroughly Explain Why Biometrics Are the Best Solution to a Particular Problem

The Army must be prepared to justify its program by defining a compelling problem and explaining why biometrics (or a specific biometric application) are the preferred solution. The justification should include a detailed description of the problem it intends to address with biometrics. It should describe and evaluate a range of alternative solutions, including biometrics. The criteria for evaluation should be clearly stated. This justification is the basis on which individuals and society will decide whether their concerns about biometrics should be secondary to the common good. Policymakers will base their judgments on these arguments as well.

Many individuals, particularly those in the military, have a high regard for the need to protect information and facilities, and those arguments, if backed by sound analysis, will carry considerable weight with soldiers, civilians, contractors, and families. To many of them, a well-thought-out biometrics program will be a logical improvement to existing security procedures. The threat posed by weaknesses in the current programs and the importance of biometrics to solving this problem will be the basis of decisions made by policymakers and legal counsel with regard to the structure of the program, the importance of enforcing compliance, and the extent of accommodations for legitimate individual concerns.

There are no laws, regulations, or specific procedures in the Army or DoD to ensure that the Army defines a compelling problem and that biometrics are the best solution. Were the Army to be the sole proponent of biometrics, this analysis would come from within as part of the argument for funding a biometrics program. Given pressures from outside DoD to move these activities forward, the problem analysis could be neglected—an oversight that could prove destructive as the program becomes more concrete.\footnote{Moreover, fast-paced commercial developments with the emerging technology could also push the Army in uncomfortable or unexpected ways. For example, if, in the near future, major computer manufacturers, software developers, and Internet
The justification will define the purpose of the biometric program. If the purpose is clearly related to a problem and is narrowly defined, individuals are likely to be less concerned about giving up information (and privacy) than if the purpose is more broad-based. The importance of ensuring a clearly defined purpose is supported by the Supreme Court’s reasoning in its leading case on informational privacy, *Whalen v. Roe*. In *Whalen*, the Court found that the New York statute mandating a computerized database addressed a compelling problem and that the state agency had taken comprehensive measures to protect the database from unwarranted intrusions.

Defining the purpose also provides a context for determining the data to be collected. If the purpose of the program is to verify the identity of individuals for facility or information access control, there would be no need to collect information other than the biometric. If the Army wants to include other data, such as levels of access or a person’s name, it should make the reasons for this clear to the participants and the general public. Because the biometrics currently in use have not been shown to contain medical information, the answer to the question, “What data is provided by the biometric?” would seem to be “None, other than the physical characteristics associated with an individual’s biometric.”

**Structure a Program and Select Technologies to Minimize the Effects on Privacy**

Three issues must be addressed in making decisions about how to design a biometrics program and select technologies:

- Policies about sharing data.
- Privacy enhancing solutions.
- Data repository choices.

Providers embrace biometrics for computer and network access, this commercial development might influence Army commanders to demand the technology for immediate deployment. Instead of having in place a uniform policy for biometrics and their use, the Army might approach biometric use piecemeal, without any comprehensive planning in place. Although experimentation is generally welcome, the Army should have a biometric policy in place that will, at a minimum, address socio-cultural concerns.
Policies about sharing data determine who will have access to the biometric database and for what purposes. From a privacy perspective, policies should be as restrictive as possible to limit the possibilities of function creep and the development of tracking capability. Even if the database contains only biometric information, concerns will arise about the extent to which the information will be shared to serve other purposes and whether and how participants will be notified of these additional purposes. For some purposes, however, other data, such as financial or medical information, might be tied or linked to the biometric.

As noted earlier, decisions the Army makes related to sharing of biometric identification information will be viewed as an important indicator of how seriously the Army takes its privacy protection responsibilities. As the Army considers which exceptions might be requested with respect to biometrics, it might benefit from study of the ongoing FBI experience involving the bureau’s searchable criminal and civil fingerprint databases. In particular, the Army will be interested in the conclusion of the FBI’s Office of General Counsel that the FBI’s use for criminal justice purposes of fingerprint records obtained from service members and federal employees among others is legally unobjectionable. (See Appendix C, FBI Experience.) However, such a use will be a matter of concern to those who would like to limit sharing of personal information between military and law enforcement organizations.

Establishing a board or committee to assess biometric data policies, particularly with respect to data sharing for medical or biometrics-related research could also show a good faith effort to protect individuals’ privacy. Policies regarding the destruction of biometric data will also affect privacy perceptions. Holding biometric data after a person loses access to a particular system or facility or leaves the service will exacerbate perceptions that the Army is collecting these data for purposes other than those stated.

Privacy enhancing solutions should be one of the criteria the Army uses in choosing biometric technologies. The design of data authentication and storage procedures will affect privacy perceptions. In choosing the biometric technology and structuring its program, the Army can address some of the privacy concerns raised about biometrics. Today, verification applications are thought to enhance
privacy more than those using biometrics for identification. At a minimum, biometrics should add a level of protection and, in some cases, are likely to enhance privacy, such as applications using smart cards protected by biometrics (as in the Fort Sill pilot program).

Using less distinctive or robust biometrics for appropriate applications, such as verifying access by a limited group of authorized users, is another way to limit function creep and tracking capabilities. The INS’s INSPASS program used at selected airports as an alternative to waiting in the immigration line is an example of this. Hand geometry is used because the relatively few users are prescreened. Yet hand geometry is probably not distinctive enough to use in an identification application.

Another way to address privacy concerns is to use biometrics with multiple options or “availability,” such as fingers, and to use different biometrics for different programs. This would make it more difficult to engage in tracking and might limit pressure for function creep by reducing the number of templates in any particular technology.

Although use of multiple biometrics for different purposes in the Army might raise concerns that it is building a tracking database using many different features, some privacy experts would take a different view. Some have proposed that use of multiple biometrics protects an individual by ensuring compartmentation. For example, a fingerprint used to gain access to the lab cannot be associated with a facial image used to get into the base exchange. All the biometric can do is ensure that the fingerprint or the image matches templates authorizing access to those facilities. The system does not need to know to whom these images belong or how to connect the purchasing patterns of the scientist with the hours he is in the lab.

Using multiple biometrics depending on the program needs and minimizing use of central repositories will not only help alleviate concerns about tracking, but it will also minimize demands on the Army to share the data, connect databases, and contribute to function creep. Technical obstacles to connecting data as well as policy and procedural practices that limit the purpose and uses of the data will bolster the Army’s position that it is serious about the privacy of
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biometric data. Commitments to avoid biometrics that contain medical information, such as DNA, even if they become commercially viable, might be another policy the Army would want to adopt.

The various experts interviewed repeatedly stressed that careful planning and attention to detail are important components of a successful biometrics program. Detailed planning includes such steps as addressing the accessibility of biometric systems for persons with disabilities, determining whether particular individuals in a facility will object to certain biometric technologies or would be unable to enroll, and realizing that military affiliated personnel and the public at large will have limited tolerance for large-scale biometric programs that do not work or work only for a subset of those enrolled. Planning should not be limited to the performance of the technology but must consider the range of people using the biometric, ensuring that physically impaired people can use the device.

Data repository choices also affect perceptions of privacy and security. One way to enhance security is to use biometrics that do not require templates to be sent to a central repository for matching or to decentralize storage and matching altogether, using a smart card. Systems that send a template to a central repository for comparison run the same risks as other information transmitted “over the wires.” That is, the information transmitted can be intercepted at a number of points, resulting in the theft of either the biometric template or the authorization to accept the stolen or blocked biometric, depending on the purpose of the saboteur. Encryption, use of sequence numbers, time stamps, and other electronic data protection methods can help safeguard these transmissions, but they are not as inherently secure as systems that do not transfer the data. On the other hand, programs protecting access at one location, be it desktop or building or base, can design systems in which all the data is held locally.

**Educate the Army Community and the Public About the Purpose and Structure of the Program**

Openness and education about the program are two ways to address concerns that the biometric data contain additional information or that the data will be used inappropriately. Whether the program is large or small, personnel will need to be informed of the program
and educated about it. The Army's education campaign should address the following questions:

- What is the purpose of the biometric program? Who is included in it?
- What information will be available through the biometric?
- How will that information be used and who will have access to it?
- How will that information be protected?
- Who will establish, control, and review these practices?

Although it is possible to undertake smaller programs with limited publicity, the establishment of a national biometric center would require considerable public education on these topics. Nearly all the program experts, lawyers, and ethicists interviewed for this project noted the importance of an education campaign to build support for any personal information collection program, particularly when a large population will be included. The Army's experience with biometrics includes small- as well as large-scale programs, such as those at Fort Sill or the military's DNA Human Remains Identification program. A critical component of their success has been educating the personnel involved about the purpose and limits of the program, as well as control of the data records.

**Assigning Responsibility in the Army for Guiding These Steps**

The Army has many decisions to make as it develops a larger biometrics program and, potentially, a biometrics data repository and test center. The issue of who guides these decisions initially and in the future is critical to the Army's ability to sustain its biometrics program. Who reviews requests for access to biometric data—be it for medical research or law enforcement purposes? Who ensures that the biometrics program is responsive to privacy concerns?

The Army's choices in implementing its biometrics program, and particularly when establishing a biometrics repository, should be consistent with the need to protect privacy and with its public commitments to do so. Decisions must be made about where to use biometrics, who must be included, and what data will be linked to the biometrics.
As noted in Chapter One, biometrics are a potential solution to Army needs. However, the findings of the previous two chapters indicate the Army must justify its program based on specific problems for which specific biometrics are an appropriate solution. As shown in Chapter Four, the feasibility of a biometrics program rests on how the program is structured and whether its implementation adequately addresses concerns about informational privacy, physical privacy, and religious objections as identified in Chapter Three. The establishment of a biometrics center, to include an RDT&E facility and a repository has a good chance of success if it is justified by program needs and structured and managed to provide the greatest privacy protection possible.1

The question for the Army is what kind of center makes sense for the Army to operate. A center could focus on RDT&E exclusively or include a repository where templates would be stored. Along these lines, the center’s role could range from a very modest RDT&E facility with no template repository that would serve Army needs exclusively to a larger Army-operated center playing the lead role for DoD to a truly national center that would include RDT&E and a template repository that could be the focal point of all the U.S. government’s biometrics work.

---

1 In researching and writing this chapter, the authors relied heavily on the following sources: Newton and Rubenson (1999), Newton and Webb (1999), and Wayman (1998c).
Based on our analysis, we find that unless significant benefits to the Army are associated with running a national biometric repository, taking on this challenge, particularly at the beginning of the Army’s foray into biometrics, runs the risk of raising concerns that could threaten the entire program. However, a biometrics RDT&E center, if warranted by Army needs, could be led by the Army without the sociological, legal, and ethical concerns related to the running of a repository.

In either case, education of the public is critical to success. The establishment of a center, whether for RDT&E or a data repository, is not a program to just be “slipped into” legislation. Particularly in the case of a large-scale data repository, the Army must make a compelling argument for managing such a repository. To do this, it must be able to provide convincing answers to the five questions raised in Chapter Four.

- What is the purpose of the biometric program? Who is included in it?
- What information will be available through the biometric?
- How will that information be used and who has access to it?
- How will that information be protected?
- Who will establish, control, and review these practices?

**BIOMETRIC RDT&E CAPABILITIES**

To evaluate potential RDT&E capabilities of an Army biometrics center, it is helpful to examine the role played by the National Biometric Test Center (NBTC) and the challenges found in testing biometrics. The U.S. government runs the NBTC at San Jose State University in California. James L. Wayman directs the NBTC, which is funded primarily through the NSA. NBTC’s research interests are in application-specific testing of systems and in developing statistical methodologies for testing.²

²One of the reasons for NBTC’s limited research agenda is that NSA is severely limited by law as to which data it can collect from U.S. citizens. See generally Executive Order 12333 (1981).
Commercial vendors and biometric consultants undertake evaluations of biometric devices. However, vendor testing alone fails to provide adequate information. From the perspective of motivation for testing, vendors and end-users have diverging goals. Vendors’ reasons for testing include improving their devices and using the test results to sell their products. End-users seek testing results that will aid them in selecting a device that best fits their needs. Their focus is specific to their application and their enrollees.

Errors that affect biometric authentication devices potentially come from four different sources: variations in the biometric pattern, the presentation of the biometric to the sensor, the sensor, and the transmission process (including noise introduced by compression and expansion). Each of these factors is strongly tied to a specific application. One test environment cannot predict error rates for all applications. Hence, results from laboratory testing (vendor or otherwise) are highly dependent on the testing scenario population and are not necessarily a useful predictor of errors in real-world uses that differ from the testing scenario.\(^3\)

Three important types of testing include algorithm verification, operational testing, and scenario evaluation:

- **Algorithm verification** occurs when testers evaluate algorithms used by a single device employing a database of “standard” samples. The results of this testing determine which algorithms are “good” and which are “poor.” Although these tests are useful and repeatable, the results do not show real-life performance under real field conditions with real enrollee populations.

- **Operational testing** is typically used to evaluate pilot programs. It helps determine how the system will perform as a whole based on a specific application environment and the target population.

- **Scenario evaluation** is used to test the performance of multiple biometric systems in a modeled real-world application of interest to evaluate and compare performance across biometric devices. All devices are tested in the same environment on the
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\(^3\)Vendor or scientific laboratory testing generally presents only one scenario of biometric application: overt, cooperative, habituated, supervised, standard, closed, and private. See Appendix A.
same population. This method allows for comparison of devices of different types. Scenario evaluation helps an end user decide which biometric device will work best for the end user’s needs.⁴

What complicates testing is the fact that samples from thousands to millions of people are needed to test the distinctiveness of a biometric. Testing on these large sample sizes enables researchers to draw conclusions about uniqueness that are statistically significant. Biometrics also “age” or change over time. To acquire samples over any amount of time (from weeks to months or even longer) in any number of contexts from this number of people would be close to impossible, and to do this same testing for the many variables in each type of application would be even more difficult and probably too costly.

James Wayman (1999c) has summarized the three major difficulties in testing biometric devices and systems: “the dependence of measured error rates on the application classification, the need for a large test population that adequately models the target population, and the necessity for a time delay between enrollment and testing.” Operational (e.g., field testing or pilot testing) and scenario evaluations, while expensive, are the only reasonable methods to test a system fully and reliably for deployment. Additionally, laboratory testing can be used to evaluate algorithms and as an initial pass/fail test for a biometric device to pass minimum standards before it is tested further either operationally or in a scenario evaluation.

An Army RDT&E center may also undertake further development of mathematical and statistical methods for test design and evaluation of biometric systems. It could also help develop standards or best practices for template collection, compression, and storage. An RDT&E center could be a source of advice on biometric systems for agencies inside and outside the Army, providing help to develop the educational roll-out piece of another agency’s biometric program.

**A CENTER FOR BIOMETRIC RDT&E SEEMS FEASIBLE**

If the Army decides to pursue biometric technologies, it will likely want to establish a biometric RDT&E center to coordinate various

---

⁴Appendix A also discusses several other types of testing.
biometric activities, evaluate potential technologies, and adapt them to Army needs. As in other such labs, some work might be conducted in-house, but other functions would be contracted to other centers. Because the other armed services are also interested in the potential of biometrics, there may be calls for joining forces in a DoD-wide biometric RDT&E center. Similarly, other federal and state agencies working on biometrics might welcome the Army’s help in creating a national RDT&E center that would serve broader governmental interests. For example, federal law enforcement agencies might eventually be interested in Army biometric data for use in criminal investigations. Furthermore, many federal agencies with whom the Army exchanges data might want to ensure that biometric data are standardized and systems are interoperable. In addition to test and evaluation functions, a larger center would presumably coordinate activities of the various members, ensure that technological developments and test results are shared, and even determine where future research efforts should be focused.

Whether the Army should seek the role of executive agent for a national biometric RDT&E center depends on the importance biometrics are expected to have in the Army. For example, if the success of the digitized Army depends on biometric technologies to protect battlefield intelligence nodes, then biometrics will be a high priority for the Army. If biometrics are one of many possible solutions to this problem, then perhaps the Army might want to retain more flexibility by pursuing biometrics within its own RDT&E structure or within a broader DoD structure.

AN ARMY OR DoD REPOSITORY FOR BIOMETRIC DATA ALSO SEEMS FEASIBLE

Based on our preliminary research, we believe an Army or DoD centralized repository for biometric data is feasible but not necessarily critical to the success of an RDT&E center. However, the feasibility ultimately depends on the purpose of the repository. This section details potential purposes for a repository and identifies the benefits and challenges associated with these purposes.

At a minimum, a central repository could be used to store templates collected for biometric programs. A central repository could play
many useful roles. For example, if local authentication files are cor-
rupted or erased, the central repository would have continuity of
operations files or backup files that could be used. Furthermore,
Army personnel move frequently and on short notice, so it might be
useful to have a central repository for templates that could easily be
transferred between facilities, much as security clearances are.
However, given the ease of regenerating a template, the administra-
tive difficulties of identifying the right template file, and concerns
that old templates might not match the current individual (for bio-
metrics that make adjustments with each use), it seems unlikely that
the Army would rely solely on the repository to replace locally main-
tained templates.

Another reason to store templates is to support quality control and
research at the biometric RDT&E center. Access to large numbers of
biometric templates would help researchers test algorithms. How-
ever, templates would not be helpful in testing integrated systems
because they would not provide such variables as user-sensor inter-
actions and liveliness tests that are critical to the performance results
of biometric systems.\(^5\) Because template data can be transferred
electronically, some might contend that no overwhelming need
exists to co-locate the repository with an RDT&E center. The tem-
plate data could be stored anywhere and simply accessed with a
computer by those authorized to do so.

Finally, the Army may have legitimate reasons to store templates in a
central repository. First, co-location with the RDT&E center could
reduce risks associated with interception of biometric data. Second,
at some point the Army could perform identification searches on the
entire database of templates or on subsets of the database. This type
of searching is likely to become much more feasible with advances in
biometric technologies and computing power (see Appendix C, FBI
Experience). Strengthened identification capabilities would allow
biometrics to be used without accompanying cards or passwords,
which would provide greater convenience to the biometric user.
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\(^5\) Liveliness tests are used in biometric applications to ensure that a person does not
simply make a copy of your biometric, such as a Xerox of a fingerprint or a photograph
of your face, and use this in the biometric sensor.
Concerns About a Centralized Repository

Security concerns about a centralized repository of biometric data are related to the vulnerability of that data as they are transmitted from the biometric reader to the repository and back again. The central repository might represent an attractive “honey pot”—attracting threats from hostile security services, hackers, and others seeking to compromise the integrity and security of network-accessible information. These vulnerabilities are not so different from those for passwords, PINs, or SSNs. Some would argue, however, that this vulnerability reduces the value of using biometrics, at least for remote verification applications. These transmission vulnerabilities can also be an argument for co-location of a test facility and repository, if they have an internal, highly protected network to safeguard the transfer of data.

A central biometric repository will also raise privacy concerns, depending on the purpose of the repository. Individuals will likely be more suspicious of a repository that only collects data than of one that verifies biometrics remotely. Given current computer power, widespread real-time matching against an entire DoD-wide repository seems unlikely to be feasible. However, as noted above, remote verification will raise privacy concerns, because the data are vulnerable to capture and tampering when they are in transmission. For some, storing all biometric data at one location can be more worrisome than having it dispersed because concentration of data lends credence to theories that the data will be used for tracking or purposes other than the ones advertised. A central repository would make sharing data with other organizations easier. At the same time, centralized control can make it easier to protect the data from misuse or function creep because only one staff member must be educated as to the rules for data protection and data-sharing.

Analysis

The issues raised here with respect to an Army biometric data repository are not likely to be significantly different if the repository served all of DoD. Considerable data-sharing exists at present and large amounts of personal data are consolidated in databases managed by the Defense Manpower Data Center, for example. Moreover, the
military’s emphasis on joint operations and other interservice endeavors suggests that the Pentagon might want to take a DoD-wide approach to biometric applications to ensure standardization and interoperability, rather than having each service field its own biometric systems.

Concerns about a repository are also likely to depend on whose biometric templates are included. Keeping service members’ biometric data could account for millions of records, depending on the purpose of the program and the problem being tackled. As the circle is expanded to include Department of the Army or DoD civilian employees, contractors, retirees, dependents, and foreign nationals, more concerns will likely be raised about protection of privacy and purposes of the data and centralized repository. To the extent it is concerned about ensuring data privacy, the Army, by operating a repository serving its own or DoD’s needs, could take the lead in influencing data protection and related policies.

If the Army takes the lead on a DoD repository, its role could expand to become that of the head of a national biometrics repository, serving all of the federal government, for example. It is not clear what the purpose of a national repository would be, and, thus, it is difficult to evaluate the feasibility of establishing such a national center and the value to the Army of running it.

A NATIONAL BIOMETRICS DATA REPOSITORY RAISES SERIOUS FEASIBILITY ISSUES

Based on our research and analysis to date, a national biometric data repository raises serious feasibility issues. While a national repository could serve useful purposes, such a center may provoke concerns for privacy protection.

Among the useful purposes it could serve, a national biometrics repository could provide for efficiency and interoperability. If other federal agencies using biometrics also find it necessary to store templates, and a large repository of data from military personnel already exists, then other federal agencies might want to build on the Army’s expertise and use the Army’s repository for template storage—perhaps on a fee-for-service basis. Congress might also proceed further down the path of data-sharing for law enforcement purposes and
take steps to ensure that biometrics collected for military, federal employment, and licensing requirements are made available to law enforcement authorities under certain conditions. The FBI appears to be considering a move in this direction when automation of fingerprints makes this possible. Such data-sharing might also be envisioned as a method to reduce fraud in social service programs, in much the same way as states have used biometrics to identify double-dippers. Perhaps a national biometrics data repository would be made available to federal and state social service agencies to ensure that only qualified individuals are receiving benefits.

Opponents of such a national biometrics repository will draw comparisons to the ubiquitous use of SSNs as an identification number despite the original assurances by the government that the SSN was not to be used for other purposes. As the population providing biometrics for the repository grows, so too will objections increase. Servicemembers, who already sacrifice many of their freedoms to serve in the military, are likely to be compliant. Similarly, the large circle of people with ties to DoD will also be expected to generally accept the need for a centralized repository. However, expanding the circle of participants to include other federal employees, social service recipients, and people who have had background checks will increase the number of people likely to raise concerns.

While the Army might like to have access to others’ biometric data, such as fingerprints, it is not clear that its need is sufficient to take on the burden of running a national repository. The Army can obtain this information in many ways, such as data-sharing arrangements with other federal and state agencies. For example, if law enforcement purposes are the primary motivation, it would seem that the FBI should administer the national repository. Similarly, if fraud prevention in social service programs is the primary aim, perhaps the Department of Health and Human Services should take the lead.

With a national repository, not only would the possibilities for data-sharing be greater but pressure from various agencies to gain access to others’ data would also increase if the center resided in one location, even if in separate databases. Furthermore, it seems likely that the agency in charge of managing the biometric repository would have access to much more data than any one agency in the federal government currently has.
CONCLUSIONS AND RECOMMENDATIONS

In this chapter, we draw on the discussion in the previous five chapters to present our conclusions and recommendations.

CONCLUSIONS

RAND identified three potential sociocultural concerns with biometrics related to informational privacy, physical privacy, and religious objections.

With respect to informational privacy, laws, such as the Privacy Act of 1974, and regulations, such as the Army Privacy Program, provide a baseline for protecting an individual’s privacy interest in his personal information. The Army has flexibility to either accept these standards as the maximum privacy protection it will give to individuals or provide additional protections beyond the Act’s requirements, particularly with respect to limiting the sharing of biometric data.

As for physical privacy, the courts have generally upheld federal, state, and municipal statutes requiring fingerprinting as a condition of employment and licensure. Accordingly, the Army appears to face no significant legal obstacle in this regard, although it might have practical concerns if biometrics make people so uncomfortable they avoid or sabotage the system or complain to their elected officials, for example.

With respect to religious concerns, the Army already has in place detailed regulations to address conflicts between an individual’s religious practices and Army procedures.
Thus, although the use of biometrics raises sociocultural concerns, based on today’s perceptions of biometrics these concerns present no serious obstacle to proceeding with an Army biometrics program, provided the Army addresses the concerns in accordance with existing laws and regulations.

How the Army addresses these concerns will have an impact on how well its biometrics program is received. Simply following the letter of the law may be sufficient for a narrowly defined biometrics program, such as one designed to protect battlefield intelligence nodes. However, should the Army determine that biometrics are a viable solution for Army, DoD, or national information assurance needs, greater efforts to allay concerns will become important. The larger the population included in the Army’s biometrics program, the larger the likelihood that some will object on informational privacy, physical privacy, or religious grounds.

Finally, as an emerging technology, biometrics are changing rapidly. While biometrics do not currently provide medical information, this might change as new biometrics become commercially viable or researchers begin to test whether certain biometric templates could be somehow linked to particular medical conditions or diseases. For example, DNA analysis may become automated to the point that it becomes feasible to use a DNA-based biometric in the authentication applications discussed in this report. Because of DNA’s close association with medical information, mandated participation in a DNA-based biometric program is likely to be controversial in the Army community and the general public.

Because biometrics are rapidly changing technologies, society’s views of information technology will also develop. The impact on biometrics of increased societal experience with computers, cyberspace, electronic commerce, the digitized world, and the Internet could cut either way, reducing concerns about biometrics or heightening public interest in greater privacy protection. The Army could be forced to address these spillover effects in the future.

RECOMMENDATIONS

As this report was being prepared for final publication, Deputy Secretary of Defense Rudy de Leon issued a memorandum on December
27, 2000, consolidating oversight and management of biometric technology under the recently created DoD Biometrics Management Office (BMO). This memorandum also called for the formal establishment of a DoD Biometrics Fusion Center (BFC) under the BMO. The BFC’s purpose is to acquire, test, evaluate, and integrate biometrics and to develop and implement storage methods for biometrics templates. The BFC is located in Bridgeport, West Virginia.

This memorandum derived from Public Law 106-246, signed by President Clinton on July 13, 2000, which included the following provision: “To ensure the availability of biometrics technologies in the Department of Defense, the Secretary of the Army shall be the Executive Agent to lead, consolidate, and coordinate all biometrics information assurance programs of the Department of Defense.”

As the DoD BMO and the Army, as executive agent, continue to assess biometrics, they must carefully consider the sociocultural concerns biometrics raise, along with technical, operational, security, bureaucratic, and administrative issues. They should specifically consider the following recommendations, which address how the Army (and the BMO) should implement its biometrics program as well as identifying issues that the Army and BMO should explore. We begin by focusing on implementation.

**Incremental Implementation**

Based on current Army use of biometrics, it is not clear that the establishment of a national RDT&E center or a biometric data repository is necessary. The Army’s biometric interests will best be served by an incremental approach to building a biometrics program and establishing a data repository.

This incrementalism need not limit the Army to a few applications or participants. Rather, it suggests that the Army should take a purposive approach, defined as focusing its biometrics efforts on specific problems the Army wants to solve and on specific purposes the Army wants to achieve. A purposive approach suggests that the Army
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might want to try many biometric pilot programs and tests involving different biometric technologies to help it determine what works best for solving a particular problem and achieving a certain purpose. Along these lines, the Army would likely benefit from greater participation in the U.S. government’s Biometric Consortium, the federal focal point for much biometric research and development.2

If this purposive approach generates the need for an RDT&E center or a central repository for biometric data, then the Army will be on firm ground as it moves to establish these activities whether for the Army only or for DoD as a whole. A decision designating the Army as the federal government’s executive agent of a national biometric center should be made only after careful consideration. If made prematurely, such a decision is likely to raise more questions for the Army than the Army is prepared to address as well as tax its bureaucratic resources to answer the questions.

Finally, as the Army implements biometrics programs, it will want to proceed with additional care when expanding the programs to include foreign citizens, whether they are employees on U.S. bases overseas or allies fighting on our side. The sociological and legal issues raised in this context may be more complicated to address than those related to U.S. citizens.

**Privacy Act Implications**

It is not clear that the Army’s broad interests in providing for the nation’s defense are significantly enhanced by sharing biometric information in its charge with other agencies, even if the other agencies’ uses are also in the national interest. We believe the Army can gain much and lose little by taking an approach that protects the privacy of the Army and DoD communities in their biometric data. As a starting point, the Army should place strict limits on the sharing of biometric data. These limits should go beyond the minimum protections of the Privacy Act. The Army’s approach to sharing biometric data should be that such data should not be shared unless the sharing is directly related to the purpose for which the biometric was taken. If other agencies believe it imperative for them to have access

---

2 See Appendix D for a discussion of the Biometric Consortium.
to the Army’s data, they should make their case to Congress or the White House about why they should be able to access it.

**Education**

The Army’s biometrics program—whether it includes a collection of small, discrete programs; an Army-managed RDT&E center; or a centralized data repository—should be discussed publicly. The Army must assure participants, policymakers, and the public that biometrics are necessary to the Army’s needs and that the technology’s benefits outweigh any individual costs.

An education campaign will be important to gaining support from participants in the Army community and protecting the Army’s program from critics on the outside. A comprehensive threat analysis is critical to the education campaign because it will help the Army make its case as to why the Army needs to use biometrics. Additionally, the Army’s education campaign must reflect a thoughtful data-sharing and safeguarding program. If the Army believes it needs to use biometrics on a large scale, then it must work to be a model for the rest of government. It cannot afford to be an example of how not to do a biometrics program.

**Choosing Technologies**

The Army should consider the sociocultural concerns identified in this report when it chooses biometric technologies and designs biometric system architectures. In some cases, the biometric choice and system architecture design, including decisions about where the Army will locate template databases, can be made with the objective of enhancing privacy. A common concern is that locating template databases in a central repository and frequently transferring data from the field increases the system’s vulnerability to hackers. This potential vulnerability may be avoided in part by decentralizing template storage and matching. For example, the Army’s biometrically protected smart card at Fort Sill, where the biometric measured could be found only on the card, provided privacy protection for the participants. Similarly, the use of multiple biometrics or biometric diversity protects privacy because it makes for compartmentation.
The Army's selection of a biometric will be purpose driven. However, the Army will be better off avoiding biometrics that also contain additional information unless the threat analysis demands this type of biometric. Thus, even if a DNA-based biometric becomes commercially viable, we would discourage the Army from deploying it because of the associated concerns it raises about genetic information. In sum, as the Army chooses technologies it will also want to consider their effect on privacy concerns and societal perceptions, as well as their benefits for addressing a particular threat.

**Implementation Oversight**

As the Army pursues biometrics, it might want to establish a board or committee to assist with implementation. Such a board may be useful to screen requests for the sharing of biometric information, to develop data-safeguarding and data-destruction policies, to track biometric use in the Army and DoD communities, and to provide other oversight as required. The Army should develop an institutional asset that monitors Army biometric programs, including pilot programs and experiments. Ensuring procedural consistency would also help address sociocultural concerns. The board would help the Army maintain awareness and attentiveness to new concerns that might be raised about biometrics.

**Additional Issues**

As discussed more fully in Appendix C, the European Union (EU) Data Protection Directive has the potential to raise issues affecting the Army's use of biometrics in EU member states, whether on U.S. military facilities or in different settings. The Army should explore further the directive’s implications and continue to monitor the implementation of the directive’s compliance scheme. In particular, the Army should monitor the implementation of the “safe harbor” principles, which provide U.S. organizations with a means of satisfying the directive’s requirement for “adequate” privacy protection. The Army should also pay close attention to how the directive’s various exceptions and exemptions are interpreted because the scope of these exceptions may affect U.S. interests.
The Army has operations in many foreign countries at any given time. From the international perspective, the Army must be mindful of the sociocultural concerns raised by Army use of biometrics in foreign settings. As Army biometrics applications move overseas, research on the likely sociocultural concerns of foreign countries and regional organizations will need to be done. However, the Army would find the results of such research more useful if it specifies the purpose of the biometric program, the candidate biometrics, the foreign location, and who the Army wants to participate (e.g., foreign military personnel and/or civilians).

Concerns have also been raised about the need for systematic assessment of the Army community to better understand its views on biometrics. Because such assessments depend so much on the specific problem the biometrics are being used to address—i.e., their purpose, methods of using and safeguarding data, and who is to be included in the system—we believe it would not be productive to poll the Army community until a specific application is in mind. However, as part of a purposive approach to biometrics, the Army should use sociological research technologies to test receptivity to biometrics. As biometrics are identified as solutions to particular problems, it would be more useful to engage focus groups to gauge how biometrics will be received and to help educate potential participants.

The Army might support research on whether biometric templates contain medical information, whether they might in the future, and whether the information would be provided inherently in the biometric (as with DNA) or by inference (as with retinal scans that show changes that a medical professional might further research and interpret).

Finally, we stress that all of this analysis depends on the Army’s explanation of its problems and how biometrics can fix these problems. The Army’s explanation must be more than just a statement that the Army needs improved access controls to enhance the security of its informational and physical assets. The Army must explain the weaknesses of the current systems, options to address these weaknesses, and how biometrics can solve the problems. Such an analysis is critical to providing the basis for the Army community, policymakers, and the public to determine whether concerns about biometrics are outweighed by the benefits they bring.
This appendix expands on information presented in Chapter Two. It begins with a definition of biometrics and related terms, and then describes the steps in the biometric authentication process, reviews issues of template management and storage, and addresses testing issues. The appendix concludes with a brief review of mainstream biometric applications.¹

DEFINITIONS

A biometric is any measurable, robust, distinctive physical characteristic or personal trait that can be used to identify, or verify the claimed identity of, an individual. Biometric authentication, in the context of this report, refers to automated methods of identifying, or verifying the identity of, a living person.

The italicized terms above require explanation. Measurable means that the characteristic or trait can be easily presented to a sensor and converted into a quantifiable, digital format. This allows for the automated matching process to occur in a matter of seconds.

The robustness of a biometric is a measure of the extent to which the characteristic or trait is subject to significant changes over time.

¹This primer does not cover standards for interoperability or so-called “plug and play” applications because this subject is tangential to this RAND project. In researching and writing this appendix, the authors relied heavily on the following sources: Hawkes and Hefferman (1999); Newton and Rubenson (1999); and Wayman (1999a, 2000). See also Dunn (1998) and generally, Jain, Bolle, and Pankanti (1998).
These changes can occur as a result of age, injury, illness, occupational use, or chemical exposure. A highly robust biometric does not change significantly over time. A less robust biometric does. For example, the iris, which changes very little over a person's lifetime, is more robust than a voice.

*Distinctiveness* is a measure of the variations or differences in the biometric pattern among the general population. The higher the degree of distinctiveness, the more unique the identifier. The highest degree of distinctiveness implies a unique identifier. A low degree of distinctiveness indicates a biometric pattern found frequently in the general population. The iris and the retina have higher degrees of distinctiveness than hand or finger geometry. The application helps determine the degree of robustness and distinctiveness required.

*Living person* distinguishes biometric authentication from forensics, which does not involve real-time identification of a living individual.

**IDENTIFICATION VERSUS VERIFICATION**

Identification and verification differ significantly. With identification, the biometric system asks and attempts to answer the question, "Who is X?" In an *identification application*, the biometric device reads a sample and compares that sample against every template in the database. This is called a "one-to-many" search (1:N). The device will either make a match and subsequently identify the person or it will not make a match and not be able to identify the person.

Verification is when the biometric system asks and attempts to answer the question, "Is this X?" after the user claims to be X. In a *verification application*, the biometric device requires input from the user, at which time the user claims his identity via a password, token, or user name (or any combination of the three). This user input points the device to a template in the database. The device also requires a biometric sample from the user. It then compares the sample to or against the user-defined template. This is called a "one-to-one" search (1:1). The device will either find or fail to find a match between the two.

Identification applications require a highly robust and distinctive biometric, otherwise the error rates falsely matching and falsely
nonmatching users’ samples against templates cause security problems and inhibit convenience. Identification applications are common where the end-user wants to identify criminals (immigration, law enforcement, etc.) or other “wolves in sheep’s clothing.” Other types of applications may use a verification process. In many ways, deciding whether to use identification or verification requires a trade-off: the end-user’s needs for security versus convenience.

In sum, biometric authentication is used in two ways: to prove who you are or who you claim you are and to prove who you are not (e.g., to resolve a case of mistaken identity).

APPROACHES TO AUTHENTICATION

In general, there are three approaches to authentication. In order of most secure and convenient to least secure and convenient, they are as follows:

- Something you are—a biometric.
- Something you know—PIN, password.
- Something you have—key, token, card.

Any combination of these approaches further heightens security. Requiring all three for an application provides the highest form of security.3

THREE BASIC ELEMENTS TO ALL BIOMETRIC SYSTEMS

All biometric systems consist of three basic elements:

- Enrollment, or the process of collecting biometric samples from an individual, known as the enrollee, and the subsequent generation of his template.
- Templates, or the data representing the enrollee’s biometric.

---

2 See, e.g., Appendix B, Program Reports, Fort Sill Biometrically Protected Smart Card.
3 Security also depends on other factors, such as the care taken to apply security measures properly, insofar as safeguarding tokens and passwords and ensuring that transmissions of biometric data are adequately protected.
- Matching, or the process of comparing a live biometric sample against one or many templates in the system’s database.

**Enrollment**

Enrollment is the crucial first stage for biometric authentication because enrollment generates a template that will be used for all subsequent matching. Typically, the device takes three samples of the same biometric and averages them to produce an enrollment template. Enrollment is complicated by the dependence of the performance of many biometric systems on the users’ familiarity with the biometric device because enrollment is usually the first time the user is exposed to the device.

Environmental conditions also affect enrollment. Enrollment should take place under conditions similar to those expected during the routine matching process. For example, if voice verification is used in an environment where there is background noise, the system’s ability to match voices to enrolled templates depends on capturing these templates in the same environment.\(^4\)

In addition to user and environmental issues, biometrics themselves change over time. Many biometric systems account for these changes by continuously averaging. Templates are averaged and updated each time the user attempts authentication.

**Templates**

As the data representing the enrollee's biometric, templates are created by the biometric device. The device uses a proprietary algorithm to extract “features” appropriate to that biometric from the enrollee’s samples. Templates are only a record of distinguishing features, sometimes called minutiae points, of a person’s biometric characteristic or trait. For example, templates are not an image or record of the actual fingerprint or voice.\(^5\) In basic terms, templates

---

\(^4\)The system’s ability to match the sample to the enrolled template is sometimes referred to as the biometric’s reliability.

\(^5\)Image files of fingerprints may be of interest to the Army because of their law enforcement applications. In the case of fingerprints, the Army may want to keep
are numerical representations of key points taken from a person’s body.

The template is usually small in terms of computer memory use, and this allows for quick processing, which is a hallmark of biometric authentication. The template must be stored somewhere so that subsequent templates, created when a user tries to access the system using a sensor, can be compared. Some biometric experts claim it is impossible to reverse-engineer, or recreate, a person’s print or image from the biometric template.

Matching

Matching is the comparison of two templates, the template produced at the time of enrollment (or at previous sessions, if there is continuous updating) with the one produced “on the spot” as a user tries to gain access by providing a biometric via a sensor.

There are three ways a match can fail:

- Failure to enroll.
- False match.
- False nonmatch.

Failure to enroll (or acquire) is the failure of the technology to extract distinguishing features appropriate to that technology. For example, a small percentage of the population fails to enroll in fingerprint-based biometric authentication systems. Two reasons account for this failure: the individual’s fingerprints are not distinctive enough to be picked up by the system, or the distinguishing characteristics of the individual’s fingerprints have been altered because of the individual’s age or occupation, e.g., an elderly bricklayer.

both electronic image files of the fingerprint as well as the biometric templates. The image files are too large to be used for biometric applications but would be useful for forensic purposes. Moreover, the Army might want to store image files to give it greater technical flexibility. For example, if the Army did not keep image files of enrollees, it might have to physically reenroll each individual if the Army decided to change to a different proprietary biometric system. Image files are also known as raw data or the corpus.
In addition, the possibility of a false match (FM) or a false nonmatch (FNM) exists. These two terms are frequently misnomered “false acceptance” and “false rejection,” respectively, but these terms are application-neutral terms to describe the matching process between a live sample and a biometric template.

A false match occurs when a sample is incorrectly matched to a template in the database (i.e., an imposter is accepted). A false nonmatch occurs when a sample is incorrectly not matched to a truly matching template in the database (i.e., a legitimate match is denied). Rates for FM and FNM are calculated and used to make tradeoffs between security and convenience. For example, a heavy security emphasis errs on the side of denying legitimate matches and does not tolerate acceptance of imposters. A heavy emphasis on user convenience results in little tolerance for denying legitimate matches but will tolerate some acceptance of imposters.

**TEMPLATE MANAGEMENT—STORAGE AND SECURITY**

Template management is critically linked to privacy, security, and convenience issues. All biometric authentication systems face a common issue: Biometric templates must be stored somewhere. Templates must be protected to prevent identity fraud and to protect the privacy of users. A major concern is what additional information will be stored about each user along with his biometric template.

Possible locations for template storage include

- the biometric device itself,
- a central computer that is remotely accessed,
- a plastic card or token via a bar code or magnetic stripe,
- Radio Frequency Identification Device cards and tags,
- optical memory cards,
- Personal Computer Memory Card International Association cards, and
- smart cards.
In general, transmitting biometric data over communications lines reduces system security because the data become vulnerable to the same interception or tampering possible when any data is sent "over the wire." Biometrics are more secure when stored under the control of the authorized user, such as on a smart card, and used in verification applications.

Smart cards are the size of credit cards and have a microchip or microprocessor chip embedded in them. The chip stores electronic data that can be protected using biometrics. There are two types of smart cards: contact and contactless smart cards. A contact smart card must be inserted into a smart card reader to be used. A contactless smart card only has to be placed near an antenna to carry out a transaction.\(^6\)

Another security issue for template database storage is whether the database will have a unique use or if it will be used for multiple security uses. For example, a facilities manager might use a fingerprint reader for physical access control to the building. The manager might also want to use the same fingerprint template database for his employees to access their computer network. Should the manager use separate databases for these different uses, or is he willing to risk accessing employee fingerprints from a remote location for multiple purposes?

In general, verification applications provide more security than identification applications because a biometric and at least one other piece of input (e.g., PIN, password, token, user name) are required to match a template. Verification provides a user with more control over his data and over the process when the template is stored only on a card. That is, such a system would not allow for clandestine, or involuntary, capture of biometric data because the individual would know if he were providing the card. Because the search only seeks a match against one template in the database, verification applications require less processing time and memory. Thus, they are less expensive than identification applications.

Additional security features can be incorporated into biometric systems to detect a "wolf," or unauthorized user. For example, a

---

\(^6\)For a detailed discussion of smart cards, see Ratha and Bolle (1999).
“liveliness test” is a method of measuring if the biometric sample is being read from a live person versus a faux body part or body part of a dead person. Liveliness tests are done in many ways. The device can look for such things as heat, heartbeat, or electrical capacitance. Other security features include encryption of biometric data and the use of sequence numbers in template transmission. A template with such a number out of sequence suggests unauthorized use.

**MAINSTREAM BIOMETRICS AND THEIR APPLICATIONS**

While there are many possible biometrics, at least eight mainstream biometric authentication technologies have been deployed or piloted in applications in the public and private sectors. These are

- fingerprint,
- hand/finger geometry,
- facial recognition,
- voice recognition,
- iris scan,
- retinal scan,
- dynamic signature verification, and
- keystroke dynamics.

**Fingerprint**

The fingerprint biometric is an automated digital version of the old ink-and-paper method used for more than a century for identification, primarily by law enforcement agencies. The biometric device involves users placing their finger on a platen for the print to be read. The minutiae are then extracted by the vendor’s algorithm, which

---

7 Electrical capacitance has proved to be the best and least reproducible method for effectively identifying a live person.

8 For a detailed discussion of these mainstream biometrics, see Jain, Bolle, and Pankanti (1999).
also makes a fingerprint pattern analysis. Fingerprint template sizes are typically 50 to 1,000 bytes.

Fingerprint biometrics currently have three main application arenas: large-scale Automated Finger Imaging Systems (AFIS) generally used for law enforcement purposes, fraud prevention in entitlement programs, and physical and computer access.

**Hand/Finger Geometry**

Hand or finger geometry is an automated measurement of many dimensions of the hand and fingers. Neither of these methods takes actual prints of the palm or fingers. Only the spatial geometry is examined as the user puts his hand on the sensor’s surface and uses guiding poles between the fingers to properly place the hand and initiate the reading. Hand geometry templates are typically 9 bytes, and finger geometry templates are 20 to 25 bytes. Finger geometry usually measures two or three fingers. During the 1996 Summer Olympics, hand geometry secured the athlete’s dormitories at Georgia Tech. Hand geometry is a well-developed technology that has been thoroughly field-tested and is easily accepted by users.

**Facial Recognition**

Facial recognition records the spatial geometry of distinguishing features of the face. Different vendors use different methods of facial recognition, however, all focus on measures of key features. Facial recognition templates are typically 83 to 1,000 bytes. Facial recognition technologies can encounter performance problems stemming from such factors as noncooperative behavior of the user, lighting, and other environmental variables. Facial recognition has been used in projects to identify card counters in casinos, shoplifters in stores, criminals in targeted urban areas, and terrorists overseas.

**Voice Recognition**

Voice or speaker recognition uses vocal characteristics to identify individuals using a pass-phrase. Voice recognition can be affected by such environmental factors as background noise. Additionally it is unclear whether the technologies actually recognize the voice or just
the pronunciation of the pass-phrase (password) used. This technology has been the focus of considerable efforts on the part of the telecommunications industry and NSA, which continue to work on improving reliability. A telephone or microphone can serve as a sensor, which makes it a relatively cheap and easily deployable technology.

**Iris Scan**

Iris scanning measures the iris pattern in the colored part of the eye, although the iris color has nothing to do with the biometric. Iris patterns are formed randomly. As a result, the iris patterns in your left and right eyes are different, and so are the iris patterns of identical twins. Iris scan templates are typically around 256 bytes. Iris scanning can be used quickly for both identification and verification applications because of its large number of degrees of freedom. Current pilot programs and applications include ATMs ("Eye-TMs"), grocery stores (for checking out), and the Charlotte/Douglas International Airport (physical access). During the Winter Olympics in Nagano, Japan, an iris scanning identification system controlled access to the rifles used in the biathlon.

**Retinal Scan**

Retinal scans measure the blood vessel patterns in the back of the eye. Retinal scan templates are typically 40 to 96 bytes. Because users perceive the technology to be somewhat intrusive, retinal scanning has not gained popularity with end-users. The device involves a light source shined into the eye of a user who must be standing very still within inches of the device. Because the retina can change with certain medical conditions, such as pregnancy, high blood pressure, and AIDS, this biometric might have the potential to reveal more information than just an individual’s identity.

**Dynamic Signature Verification**

Dynamic signature verification is an automated method of examining an individual’s signature. This technology examines such dynamics as speed, direction, and pressure of writing; the time that
the stylus is in and out of contact with the “paper”; the total time taken to make the signature; and where the stylus is raised from and lowered onto the “paper.” Dynamic signature verification templates are typically 50 to 300 bytes.

Keystroke Dynamics

Keystroke dynamics is an automated method of examining an individual’s keystrokes on a keyboard. This technology examines such dynamics as speed and pressure, the total time of typing a particular password, and the time a user takes between hitting certain keys. This technology’s algorithms are still being developed to improve robustness and distinctiveness. One potentially useful application that may emerge is computer access, where this biometric could be used to verify the computer user’s identity continuously.

BIOMETRIC APPLICATIONS

Most biometric applications fall into one of nine general categories:

- Financial services (e.g., ATMs and kiosks).
- Immigration and border control (e.g., points of entry, precleared frequent travelers, passport and visa issuance, asylum cases).
- Social services (e.g., fraud prevention in entitlement programs).
- Health care (e.g., security measure for privacy of medical records).
- Physical access control (e.g., institutional, government, and residential).
- Time and attendance (e.g., replacement of time punchcard).
- Computer security (e.g., personal computer access, network access, Internet use, e-commerce, e-mail, encryption).
- Telecommunications (e.g., mobile phones, call center technology, phone cards, televised shopping).
- Law enforcement (e.g., criminal investigation, national ID, driver’s license, correctional institutions/prisons, home confinement, smart gun).
Classifying Biometric Applications

Biometric applications may be classified in many different ways. James Wayman of the National Biometric Test Center suggests the following seven categories for classifying biometric applications, explained below.

1. overt or clandestine
2. cooperative or noncooperative
3. habituated or nonhabituated
4. supervised or nonsupervised
5. standard or nonstandard environment
6. closed or open system
7. public or private.

Overt versus clandestine capture of a biometric sample refers to the user’s awareness that he is participating in biometric authentication. Facial recognition is an example of a biometric that can be used for clandestine identification of individuals. Most uses of biometrics are overt, because users’ active participation ensures performance and lower error rates. Verification applications are nearly always overt.

Cooperative versus noncooperative applications refer to the behavior that is in the best interest of the “wolf.” Is it in the interest of “wolves” to match or to not match a template in the database? Which is to the “wolf’s” benefit? This is important in planning a security system with biometrics. No perfect biometric system exists; every system can be tricked into falsely not matching one’s sample and template—some more easily than others. It is also possible to trick a biometric device into falsely matching your sample against a template, but it could be argued that this requires more work and a sophisticated hacker to make a model of the biometric sample. One way to strengthen security in a cooperative application is to require a password or token along with a biometric, so that the “wolf” must

---

9) James Wayman used “covert” instead of “clandestine.”
match one specific template and is not allowed to exploit the entire database for his gain.

To gain access to a computer, a “wolf” would want to be cooperative. To attempt to foil an INS database consisting of illegal border crossing recidivists, a “wolf” (recidivist) would be noncooperative.

Habituated versus nonhabituated use of a biometric system refers to how often the users interface with the biometric device. This is significant because the user’s familiarity with the device affects its performance. Depending on which type of application is chosen, the end-user may need to utilize a biometric that is highly robust. As examples, use of fingerprints for computer or network access is a habituated use; use of fingerprints on a driver’s license, which is updated after several years, is a nonhabituated use. Even “habituated” applications are “nonhabituated” during their first week or so of operation or until the users adjust to using the system.

Supervised versus nonsupervised applications refer to whether supervision (e.g., a security officer) is a resource available to the end-user’s security system. Do users need to be instructed on how to use the device (many new users or nonhabituated users) or to be supervised to ensure they are being properly sampled (such as border crossing situations with the problem of recidivists or other noncooperative applications)? Or is the application made for increased convenience, such as at an ATM? The process of enrollment nearly always requires supervision.

Standard versus nonstandard environments are generally a dichotomy between indoors versus outdoors. A standard environment is optimal for a biometric system and matching performance. A nonstandard environment may present variables that would create false nonmatches. For example, a facial recognition template depends, in part, on the lighting conditions when the “picture” (image) was taken. The variable lighting outdoors can cause false nonmatches. Some indoor situations may also be considered nonstandard environments.

Closed versus open systems refers to the number of uses of the template database now or potential uses in the future. Will the database have a unique use (closed), or will it be used for multiple security measures (open)? For example, a facilities manager might have his
employees use a fingerprint reader to enter a building. He might also want to use the same fingerprint template database for employees to log on to their computer network. Should they use separate databases for these different uses, or do they want to risk remotely accessing employee fingerprints for multiple purposes? Other examples are state driver’s licenses and entitlement programs. A state may want to communicate with other states or other programs within the same state to eliminate fraud. This would be an open system, in which standard formats of data and compression would be required to exchange and compare information.

Public or private applications refer to the users and their relationship to system management. Examples of users of public applications include customers and entitlement recipients. Users of private applications include employees of business or government. The users’ attitudes toward biometric devices and management’s approach will vary depending on whether the application is public or private. Once again, users’ attitudes toward the device will affect the performance of the biometric system.

It should be noted here that performance figures and error rates from vendor testing are unreliable for many reasons. Part of the problem is that to test the distinctiveness of a biometric, anywhere from thousands to millions of people are needed to test theories of how “unique” a particular identifier is. To acquire samples over any amount of time in any number of contexts from this number of people would be impossible, and to do this same testing for the many variables in each type of application is in most cases impossible and in the others too costly if it were possible. Operational and pilot testing is the only reasonable method to test a system. Additionally, vendor and scientific laboratory testing generally present only one scenario of biometric application: overt, cooperative, habituated, supervised, standard, closed, and private (Newton and Webb, 1999).

**SALIENT CHARACTERISTICS OF MAINSTREAM BIOMETRICS**

Table A.1 compares the eight mainstream biometrics in terms of a number of characteristics, ranging from how robust and distinctive
Table A.1

Comparison of Mainstream Biometrics

<table>
<thead>
<tr>
<th>Biometric</th>
<th>Identify versus Verify</th>
<th>How Robust</th>
<th>How Distinctive</th>
<th>How Intrusive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fingerprint</td>
<td>Either</td>
<td>Moderate</td>
<td>High</td>
<td>Touching</td>
</tr>
<tr>
<td>Hand/Finger Geometry</td>
<td>Verify</td>
<td>Moderate</td>
<td>Low</td>
<td>Touching</td>
</tr>
<tr>
<td>Facial Recognition</td>
<td>Either</td>
<td>Moderate</td>
<td>Low</td>
<td>12+ inches</td>
</tr>
<tr>
<td>Voice Recognition</td>
<td>Verify</td>
<td>Moderate</td>
<td>Low</td>
<td>Remote</td>
</tr>
<tr>
<td>Iris Scan</td>
<td>Either</td>
<td>High</td>
<td>High</td>
<td>12+ inches</td>
</tr>
<tr>
<td>Retinal Scan</td>
<td>Either</td>
<td>High</td>
<td>High</td>
<td>1-2 inches</td>
</tr>
<tr>
<td>Dynamic Signature Verification</td>
<td>Verify</td>
<td>Low</td>
<td>Moderate</td>
<td>Touching</td>
</tr>
<tr>
<td>Keystroke Dynamics</td>
<td>Verify</td>
<td>Low</td>
<td>Low</td>
<td>Touching</td>
</tr>
</tbody>
</table>

they are to what they can be used for (i.e., identification or verification or verification alone) (Newton and Webb, 1999). This table is an attempt to assist the reader in categorizing biometrics along important dimensions. Because this industry is still working to establish comprehensive standards and the technology is changing rapidly, however, it is difficult to make assessments with which everyone would agree. The table represents an assessment based on discussions with technologists, vendors, and program managers. The table is not intended to be an aid to those in the market for biometrics, rather it is a guide for the uninitiated.

When comparing ways of using biometrics, half can be used for either identification or verification, and the rest can only be used for verification. In particular, hand geometry has only been used for verification applications, such as physical access control and time and attendance verification. In addition, voice recognition, because of the need for enrollment and matching using a pass-phrase, is typically used for verification only.

There is considerable variability in terms of robustness and distinctiveness. Fingerprinting is moderately robust, and, although it is

---

10 The authors compiled Table A.1 from various sources at the SIB Biometrics 99 Workshop, November 9–11, 1999, including Hawkes and Hefferman (1999). See also Jain, Bolle, and Pankanti (1998).
distinctive. A small percentage of the population has unusable prints, usually because of age, genetics, injury, occupation, exposure to chemicals, or other occupational hazards. Hand/finger geometry is moderate on the distinctiveness scale, but it is not very robust, while facial recognition is neither highly robust nor distinctive. As for voice recognition, assuming the voice and not the pronunciation is what is being measured, this biometric is moderately robust and distinctive. Iris scans are both highly robust because they are not highly susceptible to day-to-day changes or damages and distinctive because they are randomly formed. Retinal scans are fairly robust and very distinctive. Finally, neither dynamic signature verification nor keystroke dynamics are particularly robust or distinctive.

As the table shows, the biometrics vary in terms of how intrusive they are, ranging from those biometrics that require touching to others that can recognize an individual from a distance.

**BIOMETRIC RDT&E CAPABILITIES**

Biometrics are an emerging technology in an emerging industry that does not yet have comprehensive standards. As a result, test and evaluation will be an important component of an Army biometrics program.

The U.S. NBTC at San Jose State University in California, researches application-specific testing of systems and develops statistical methodologies for such operational and scenario testing. NBTC, directed by James L. Wayman, is primarily funded through the NSA. NBTC does not research or test specific biometric products. Its work must be linked to an application.

Commercial vendors also evaluate biometric devices. However, vendor testing is not independent, and results are not always replicable by others, such as the NBTC or the National Physical Laboratory (NPL) in England. In general, the performance of systems tested in a lab declines when the system is field tested.

There are six basic types of testing for biometric systems:

1. algorithm verification,
2. operational,
3. scenario,
4. usability,
5. security, and
6. template quality.\textsuperscript{11}

NBTC Director Wayman and other experts include a seventh type of testing that is more cognitive: development of mathematical and statistical methods for test design and evaluation of biometric systems. Testing related to types 1, 2, and 3 are measurements of error rates.

Each basic type of testing is discussed below.

Test 1. Testers evaluate algorithms used by a single device using a database of “standard” samples. Standard samples are neither too easy nor too difficult for matching, and they probably do not reflect the anomalies found in populations. The results of this testing determine which algorithms are “good” and which are “poor.” Although these tests are useful and repeatable, the results do not show real-life performance under real field conditions with real enrollee populations.

Test 2. Operational testing is typically used for evaluating pilot programs. It helps determine how the system will perform as a whole based on a specific application environment on the target population.

Test 3. Scenario evaluation is used to test the performance of multiple biometric systems in a modeled real-world application of interest to evaluate and compare performance across biometric devices. All devices are tested in the same environment on the same population. The results are repeatable if the modeled scenario experiment can be controlled and should show real-life performance if done accurately. This method of evaluation allows for comparison of devices of different types. Scenario evaluation can help end-users decide which specific biometric device will work best for their needs.

\textsuperscript{11}The discussion of the six types draws from information provided by Tony Mansfield, NPL, during a November 1999 interview and presentation in London, England (Newton and Webb, 1999).
Test 4. Usability of a biometric is critical to success, especially in commercial applications, because users must be willing to participate in the system and because usability enhances performance. Usability evaluations seek answers to such questions as whether the device is user-friendly, what difficulties users have with the system (e.g., intrusiveness, correct placement of biometric on the sensor), how the users’ difficulties can be overcome, how users’ difficulties with the system affect performance (e.g., false nonmatch rate), and whether the system is acceptable to end-users.

Test 5. Security evaluations seek answers to such questions as whether the system can detect imposters (a sufficiently low false match rate, liveliness tests, other measures), whether or not the device can distinguish between lookalikes (e.g., twins), whether some templates are easy to crack (i.e., does the device form templates for indistinguishable features that are easy to duplicate?), where the system is vulnerable, whether the system can be bypassed or hacked into and if so where and how.

Test 6. Evaluation of image/template quality could be useful for making standards for images/templates’ maximum allowable distortion, resolution, and signal-to-noise ratio. Standards for template quality will foster the ability for data-sharing between system managers. Through technical evaluation of biometric technologies, engineers and scientists search for the measurement of the following parameters: false match rate (FMR, the rate that a sample is incorrectly matched to a template in the database), false nonmatch rate (FNMR, the rate that a sample is incorrectly not matched to a template in the database), percentage of false nonmatches stemming from inconsistencies in the partitioning process\(^\text{12}\) (known as the binning error rate), percentage of the total database to be scanned on average for each search (known as the penetration coefficient), transaction time (for finding resultant match or nonmatch), and failure to enroll/acquire percentage (percentage of the general population for whom the technology will fail to extract distinguishing features).

\(^{12}\)Partitioning templates into smaller groups increases searching efficiencies and is used in systems holding a large number of templates. Partitioning can be based on information contained within the biometric template or other information gathered at the time of enrollment, such as the user’s name or gender.
Even though biometric systems vary greatly across both biometric type and vendor, biometric devices have five subsystems: data collection, transmission, signal processing, storage of templates, and decision. Data collection occurs at the human-machine (sensor) interface and includes the creation of the biometric template. Transmission refers to the communication of the biometric template between the sensor and the next subsystem (either signal processing or storage depending on whether the user is trying to match a template[s] or enroll). This may include compression and subsequent expansion, which may add noise to the biometric pattern. Signal processing is when the device extracts distinguishing features from the biometric pattern presented at the sensor for matching and compares it to the template(s) stored during enrollment. Storage of a biometric template occurs at enrollment. The decision process takes the score from the signal processing subsystem and decides if a match or nonmatch is found, based on the thresholds the end-user has put into the system.

One test environment cannot predict error rates for all applications. Errors that would affect biometric authentication devices potentially come from four different sources: variations in the biometric pattern, the presentation of the biometric to the sensor, the sensor, and the transmission process (including compression and expansion noise). Each of these factors is strongly tied to a specific application. Hence, results from laboratory testing (vendor or otherwise) are dependent on the testing scenario and cannot usefully predict errors in real-world uses that are different.

Because vendor and scientific laboratory testing generally presents only the overt, cooperative, habituated, supervised, standard, closed, and private scenario, it is impossible to extrapolate performance in different sets of circumstances—such as in a nonhabituated or non-supervised programs.

To test the distinctiveness of a biometric, anywhere from thousands to millions of people are needed to test theories of how “unique” a particular identifier is and to make statistically significant conclusions about uniqueness. Biometrics also “age” or change over time. To acquire samples over any amount of time (from weeks to months or even longer) in any number of contexts from this number of people would be close to impossible, and to do this same testing for
the many variables in each type of application would be even more
difficult and probably financially prohibitive.

To summarize, as James Wayman has explained, three major difficul-
ties occur in testing biometric devices and systems: “[1] the
dependence of measured error rates on the application classifica-
tion, [2] the need for a large test population [that] adequately models
the target population, and [3] the necessity for a time delay between
enrollment and testing.” (Wayman, 1999e.)

While expensive, operational field or pilot testing and scenario eval-
uations are the only reasonable methods to test a system for deploy-
ment fully and reliably. Laboratory testing could be used to evaluate
algorithms on an initial pass/fail basis for a biometric device to pass
minimum standards to be further tested operationally. An R&D lab
may also undertake further development of mathematical and sta-
tistical methods for test design and evaluation of biometric systems.
An RDT&E center could be a source of advice on biometric systems
for agencies internal and external to the Army, including being the
developers of the educational roll-out piece of a biometric program.

An RDT&E center will face the testing difficulties highlighted above.
At the same time, it could be useful in targeting research, developing
mathematical and statistical methods for test design and evaluation,
and screening the algorithms initially.
The use of biometrics is increasing throughout the United States and the rest of the world. This appendix presents brief case studies of various public and private-sector entities employing biometrics to control access to facilities and computers, to prevent fraud, and to increase customer services, among other purposes.\(^1\) The case studies pay special attention to privacy concerns and technology glitches (if any) that the Army should consider before a biometrics program can be widely implemented. This appendix concludes with case studies of other identifiers to include the DoD DNA specimen repository and the use of the SSN.

**MILITARY PROGRAMS**

**Fort Sill Pilot Program: Biometrically Protected Smart Card**

**Problem:** The Army sends recruits to basic training at one of five bases in the United States: Fort Sill, Oklahoma, Fort Jackson, South Carolina, Fort Leonard Wood, Missouri, Fort Knox, Kentucky, and Fort Benning, Georgia. Shortly after arrival at the base, the new recruits must buy toiletries, haircuts, and other personal items. To enable them to make these purchases, the Army issues recruits an advance on their pay. Giving these recruits several hundred dollars in cash causes concern because the money is easily lost or stolen. Thus, Fort Sill used a voucher system, while at Fort Knox, the Army

---

\(^1\)For a description of some biometric applications, see, e.g., Gugliotta (1999); Hansell (1997); Rogers (various); and Mintie (various).
issued checks to the recruits and then marched them to the PX to buy money orders. These activities took hours to complete and complicated the training schedule. The Army’s Training and Doctrine Command (TRADOC) and Finance Command began to look for alternative approaches. Because the Treasury Department’s Financial Management Service and DoD’s Defense Finance and Accounting Service (DFAS) manage government payments, they became involved in the search for solutions. The Army and Air Force Exchange Service (AAFES) also participated because it wanted to test speed of throughputs and reduce cash handling at basic training points of sale.

Given the objective of a quick, safe, and efficient system of paying recruits, the Army decided to test three different systems of stored value cards containing digital cash:

- Smart cards that were PIN protected.
- Smart cards that were biometrically protected.
- Smart cards that were open purses, like cash.

The Army tested the biometrically protected smart card at Fort Sill, Oklahoma (Moore, 1998). The biometric used was a fingerprint. Mellon Bank did the system integration. Identicator Technologies provided the biometric technology, with additional integration to the electronic purse done by Product Technologies, Inc.

**Program:** The biometric smart card pilot program began at Fort Sill in March 1998 and ran for 15 months. Determining the population to be included in the Fort Sill pilot was very straightforward, it would include all recruits arriving for basic training. Because Army basic training is a highly controlled environment, recruits have a very limited number of places at which they are allowed to spend money. The Army placed a smart card reader and fingerprint sensor at each location (points of sale) where recruits were allowed to spend money. The Army also gave a keychain-sized card reader to each drill sergeant to allow him to monitor how much money a recruit had on his card.

The first thing done with recruits arriving at Fort Sill was to verify their identity and SSNs and issue them the smart card with an
advance on their pay. Army personnel enrolled each recruit into the system using a laptop computer and sensor to scan the recruit’s right index finger to obtain a digital representation of the print. The clerk also scanned the recruit’s left index finger as a backup. The clerk then added cash value to the card based on an Army formula: $200 for men; $260 for women. Cards were set to expire in 60 days at which time all remaining cash transferred to the recruit’s bank account, which had been established in the meantime. The Army did not keep a separate record of the fingerprint; only the serial number of the card was linked to the cardholder name.

The recruit was responsible for keeping track of his smart card, which contained his fingerprint template. At points of sale, the recruit entered his card into the card reader and placed his right or left index finger on the sensor. This template was compared to the template on the card. If they matched, the sale went through with the amount deducted from the card.

**Performance:** The program team had no reports of fraud and no complaints about failure to use the system. Only 10 people out of the 25,000 enrolled during the pilot program were not able to enroll. This failure rate is much lower than the advertised 1 percent for fingerprint technologies. However, these young recruits are prime candidates for fingerprint biometrics. Of those enrolled in the system, only about 3 percent failed to gain access to their card with a first fingerprint, but, when a second fingerprint was used, there was 100 percent access. The only performance issue for the system was that after several months the sensors for enrollment would wear out and “go bad.” The clerks managing the system learned to recognize the signs in advance and replace the sensors as necessary.

**Protections:** Drill sergeants are very protective of their recruits. During informational sessions with the project team, one drill sergeant expressed concerns that recruits with fundamentalist religious beliefs might object to using the biometric on religious grounds. They were also concerned that fingerprints would be kept after recruits left and were relieved to find out that no fingerprints from this activity would be retained by the Army. Even though sales were linked by serial number to a bank, and account information and names could be drawn from this, no information was gathered about recruit purchases. The drill sergeants were also assured that the
template on the card could not be reverse-engineered into a fingerprint image. Because this pilot program did not involve personal information contained in a system of records, it had no Privacy Act implications. At the time of enrollment, each recruit received a brochure explaining the fingerprint technology.

No formal feedback was obtained from the recruits, but reportedly the drill sergeants found the program a great improvement over previous practices. The drill sergeants preferred the smart cards because of reduced risk of theft, which can be a time-consuming problem for them because they must assist with investigations, file reports, and help the recruit who has lost his money. However, the Army decided that while digital cash was a good solution, biometrics would not be used to protect the card. Experiments with open purse smart cards worked as well as those protected by a PIN or biometric but at less cost.

**Lessons Learned:** The program, directed from the top, was universally accepted without much difficulty. Several reasons explain this success. First, the program provided more time for training by reducing the time spent on administrative tasks. The program reduced from hours to minutes the process of paying recruits and conducting subsequent transactions for sundries, haircuts, etc. In addition, a well-thought-out educational campaign was targeted at the drill sergeants, the Army personnel who have the recruits' interests most at heart and the recruits' lives most in sight. Program managers showed some 300 drill sergeants how the technology worked, explained the limits to the information provided, and answered the sergeants' questions. Finally, the Army conducted the biometrically protected smart card program for a clearly defined purpose in a highly controlled environment with an ideal population.

All DoD training bases are now using open purse smart cards, except for the Marines at Parris Island, South Carolina, who use PINs to secure their cards.

**Defense Manpower Data Center (DMDC)**

The DMDC operates what is arguably DoD's largest biometric database. By way of background, the Federal Managers' Financial Integrity Act of 1982 requires federal managers to establish internal
controls to provide reasonable assurance that funds, property, and other assets are protected against fraud or other unlawful use. As a result of this legislation, DoD launched Operation Mongoose, a fraud prevention and detection initiative. Operation Mongoose exposed a number of fraud schemes and indicated that DoD needed to improve servicemember identification and verification procedures. Responding to the need for better fraud prevention measures, the acting Under Secretary of Defense (Personnel and Readiness) gave authority to the DMDC to initiate an electronic fingerprint capture policy in 1997.

In an initial pilot program, DMDC saved an estimated $8 million with 25,000 military retirees living in overseas locations. The program confirmed DMDC’s suspicion that military benefits were still being collected on deceased retirees when many failed to appear to enroll their fingerprint in the new identification system (Dunn, 1998). Since 1998, the DMDC has been capturing the right index fingerprint of all active-duty, reserve, and retired military personnel as well as survivors receiving a military annuity. This potential enrollment pool is some 3 million people. The fingerprint is captured during the routine issuance (or reissuance) of military identification cards at some 900 DMDC sites. DMDC stores electronic copies of these fingerprints in a comprehensive database known as the Defense Enrollment Eligibility Reporting System (DEERS). DMDC does not store any copies of fingerprints on the actual military identification card. DEERS can be accessed if a person’s identity needs to be authenticated.

**U.S. Naval Criminal Investigative Service (NCIS)**

NCIS has been testing a fingerprint-based system to provide secure data and voice communications with undercover agents who are unable to risk physical meetings. The small pilot began in November 1999 and concluded in February 2000. Participation in the program has been voluntary. As such, no privacy or consent issues arose with the five enrollees. Further, as NCIS agents, all have security clearances, all current and potential enrollees already have a great deal of personal information, including fingerprints, on record and are thus less likely to oppose participating in such a system.
The NCIS system consists of a number of laptops, each with an externally adapted scanner. Fingerprint data are stored in the laptop itself for verification. That is, the system does not include a central server that keeps a database of fingerprint data. The laptops’ basic input/output system (BIOS) has been modified, so the computers will not operate without verification by the agent to whom the laptop has been assigned or by the system administrator.

According to one technician, during the trial these systems had only one technical problem, which involved the laptop, not the biometric element. He noted, however, that the scanners are sensitive to weather and lighting. Specifically, it is difficult to get a fingerprint reading in direct sunlight.

An NCIS special agent involved with the test expressed his satisfaction with the system and his hope that its use would continue and expand beyond the trial period. He noted that the system has “proven itself to be reliable and do what we wanted it to do, which is to protect the information and the communications.”

**Face Recognition for Countersurveillance**

DoD is currently working with a commercial vendor on a special project known as “Face Recognition for Countersurveillance and One-to-Many Identification of Antigovernment Factions.” This project, many aspects of which are classified, has been fielded at select military installations overseas. The face recognition system is not a facial verification system but rather strives to identify the individual by performing a “one-to-many” search. In operational terms, the face recognition system takes the facial input of a subject, generates a template, compares this template to a database and then provides a list of potential candidates as an output.

Established in the mid-1990s, the vendor gained its first contract through the National Institute of Justice. Its first project assisted law enforcement officials in tracking gang members. The military saw the potential for this technology to support intelligence collection by helping to track terrorists and insurgents overseas. In 1995, the Air Force became the first military service to work with the vendor on a face recognition system. Since then, DoD has worked with the vendor on several face recognition projects.
COMMERCIAL BIOMETRIC PROGRAMS

Riverside Health System Employees Credit Union, Newport News, Virginia

The Riverside Health System includes three hospitals, 10 nursing homes, five wellness and fitness centers, three retirement communities, and 210 doctors’ offices. The credit union serving this system is small, employing three staff members. In 1997, the credit union felt that the government was moving away from “dead-tree technology” and toward all-electronic transactions. As part of the process, the credit union decided to add an electronic kiosk known as the “Money Buddy”—in effect, a 24-hour automated branch. The Money Buddy allows customers to print statements of their accounts, transfer funds between accounts, apply for loans, make loan payments, and print checks for withdrawals. Money Buddy requires account numbers and fingerprints for customer access. No card is necessary. The system was in place by July 1998. Money Buddy acts as “force multiplier” for the credit union.

Credit union customers include many military families: Langley AFB, Norfolk Naval Station, U.S. Coast Guard Reserve Training Center (Yorktown), the Army’s Fort Eustis, and NASA’s Langley Research Center are all in the Riverside Health System area. Perhaps because of the clientele’s familiarity and comfort with on-base security measures, most have come to see the fingerprint system as more protective than invasive. Privacy issues have been insignificant, and both customers and management are very comfortable with the system. Account holders’ fingerprint data are deleted when they close their accounts.

The system has encountered very few problems. Of 536 customers currently scanned in, about 10 are unable to use the system and use PINs instead (no card is required). Two of the 10 are a plumber and a carpenter (both military veterans) who have worn their fingers almost completely smooth. The other eight have fingerprints with horizontal lines, which apparently cause problems at the resolution level used by the fingerprint scanner. Smaller problems include climatic and occupational factors that alter individuals’ fingerprints. Specifically, skin dryness that accompanies health care workers’ frequent hand washings can lead to fingerprint distortions. These dry-
ness problems can be resolved by adding a bit of oil to the finger by rubbing it behind the ear.

**General Services Administration (GSA) and Citibank**

Since May 1999, the U.S. General Services Administration (GSA) has been using fingerprint verifications for computer workstation security as part of a nine-month pilot study. The system being tested requires no passwords or PINs and currently has 500 enrollees. Few problems have cropped up with the system, and those that have appeared are consistent with the problems found elsewhere—cuts, rings, etc., that can distort fingerprint images, whether at the time of the initial reference scan or during subsequent scans.

Some GSA employees, through their union, initially raised some concerns about privacy, but these subsided following an explanation of the system, its benefits, and the safeguards in place for employee data. Specifically, the fingerprint templates collected are encrypted when stored in the GSA database and on the associated chip card.

**Visa, San Francisco, California**

Visa has been exploring the use of biometrics for the past 15 years, starting with dynamic signature recognition. To date, Visa has run trials and pilot programs with most forms of biometrics, including finger, voice, hand, iris, face, and signature, in its search for what it considers the best biometrics approach to be used with their services.

Visa’s operations in San Francisco use a hand geometry recognition system for their internal physical access. A program official interviewed reported there have been no failures with the hand geometry component as part of the physical security system at the Visa headquarters building. Hand geometry readers limit access to certain restricted locations within the facility.

Visa has delayed its push to use biometrics with its credit card operations for several reasons. First, Visa has been waiting for the price of biometrics systems to fall before the company pursues them in earnest. Second, Visa has yet to find the right vendor and biometrics approach. Although Visa believes a finger scan to be the proper
approach, they have not been as impressed with some of the results from trials with several vendors. Third, Visa realizes that a standard approach is necessary among credit card services, so that each does not use different vendors and different readers, which would make it difficult for business customers to implement the system.

Visa also sees a need to continue educating the public about biometrics. In its trials and market research, Visa found very little stigma associated with the use of biometrics. Visa still needs to educate the public about data protection. Another aspect of education is to inform the public, including potential criminal elements, that using a dismembered hand or finger for unauthorized access will fail.

**Kroger Supermarkets, Texas**

Kroger, a national supermarket chain, has recently completed a year-long trial of fingerprint biometrics recognition in conjunction with check cashing in six of its stores. Because of the trial program’s success, Kroger fielded the system in 250 stores nationwide by the first quarter of 2000.

Kroger uses a fingerprint scanning system. In each store, approximately 45 percent of all Kroger customers write checks to pay for their purchases. These customers are given the opportunity to participate in the fingerprint-scanning program. A Kroger executive said that about 8,000–10,000 customers per store participated in the test phase of the program. Kroger believes it will have similar numbers as it expands the biometric program to all of its stores. Kroger reportedly has been pleased with the program’s performance as well as the overall reduction of check fraud in its stores. In the six trial stores, approximately 1,000 incidents of check fraud took place each month before Kroger implemented the system. The pilot stores have had zero incidents of check fraud since implementation. This dramatic drop in the incidence of fraud has created a large enough savings that the system should pay for itself within a year.

A Kroger executive explained that Kroger experienced very little negative reaction from customers to the use of fingerprint scanning. Customers have been pleased at the hassle-free process of paying by check. No longer do they need to show an ID card but simply put their finger on the scanner and within a second the process is over.
After a customer places his finger on the scanner, the data collected are matched to a local database on the store workstation containing the records of that store’s customers. If the fingerprint is not in the store’s local database, the computer searches the main Kroger database off site. If the customer is found in the main database, the individual is identified and the local database then receives the customer’s record for future transactions.

Kroger was initially concerned that their senior citizen customer base might express concerns over the program but found that this group was the most enthusiastic about the biometrics system. The seniors are highly motivated with regard to fraud and security and welcomed the fingerprint scanners. Kroger did discover that seniors tend to have drier hands than younger people, and that at first hampered getting a good read on the scanner. Kroger made adjustments and now the system operates well for this customer group.

**PHYSICAL ACCESS**

**Columbia Presbyterian Hospital, New York, N.Y.**

The hospital has used a TimeLink hand geometry scanner since 1997 to monitor time and attendance and control physical access. Time and attendance measurement is the primary use of the system, which was made necessary by perceived inaccuracies in bookkeeping. In the first year of the system’s operation, fraud reduction led to an estimated savings of more than $1 million. The payroll department and TimeLink maintain the system, which currently has 8,000 enrollees.

A few minor problems have been associated with the hand geometry system. Employees expressed some initial privacy concerns (e.g., “Is this taking my fingerprints?”), but the use of the system has become routine at this point, and these concerns appear to have subsided. Scanning problems can occur when the lens or scanning surface become dirty. The hospital’s housekeeping department is responsible for keeping the scanning units clean. The wearing of bandages, long sleeves, and other add-ons can also distort the hand image, whether during the initial scan or during subsequent access scans. Employees’ data are deleted from the system immediately with their separation from the hospital.
Universal Air Cargo Security Access System, Chicago, Illinois

The Universal Air Cargo Security Access System is a pilot program at O’Hare International Airport, the world’s busiest airport. The security system is sponsored by the Federal Aviation Administration (FAA), the Chicago Department of Aviation, the American Trucking Association, and 25 trucking companies and 22 airlines. SecurCom is the systems integrator. The system features fingerprint scanners by Identix, smart cards by Schlumberger, and database software by Oracle.

Knowing that approximately 60 percent of all air cargo going through O’Hare is transported on passenger flights, airport officials and concerned parties realized this represented a potentially large security loophole through which terrorists could plant explosives or other contraband. With Universal system, truck drivers who already have a security clearance are given a biometrically encoded smart card, which contains data regarding the contents of their trucks and the number of the back door’s seal. A cleared inspector encodes the card by biometrically signing off on the cargo. On arrival at the airport, both the driver and the seal are verified and biometrically accepted by the cargo attendant. The truck’s payload is accepted into the airport for further processing following this verification.

The first phase of Universal’s pilot, in which 12 airlines and 52 trucking companies with about 500 drivers participated, was completed in March 1999. The second phase, which will bring Newark International Airport on line as well, began in February 2000.

Other projects at O’Hare include the installation of fingerprint/smart card readers for access to the U.S. Customs area in the international terminal. SecurCom is replacing access readers at O’Hare with similar readers. Midway Airport is next in line. Currently, O’Hare’s 50,000 badged employees are using a magnetic card/PIN system.

University of Georgia, Athens, Georgia

The University of Georgia has one of the longest-running biometric applications in the United States. The university started using biometrics as an identifier in 1972. Since then, it has continued to employ various biometric strategies for identification purposes.
They now use hand recognition systems for physical access purposes.

The University of Georgia saw a need to restrict access to its student dining facilities. Prior to 1972, the university used a punch card system that was ineffective and easily circumvented. In 1972, they implemented a biometric hand reader. Although problems persisted with students being able to fake the process by moving their hands while the system measured their fingers, it was an improvement over the punch cards. In 1995, they implemented a three-dimensional biometric hand geometry system. At that time, 5,400 students—those on the university’s meal program—were added to the new system. Because of the success of the program, both in terms of student reaction and of curtailing unauthorized access to the dining facilities, the university decided to expand the system to address other physical access needs. The same hand geometry system is used to grant access to the 17 residence halls for 5,600 students (most of these students are in the meal program). Since 1998, the University of Georgia has required all 31,000 students to enroll in the hand geometry program, which prevents unauthorized access to the university’s sport and recreation facilities.

The implementers of the system at the university were surprised at the relatively few complaints from the students. The university leaders introduced the system to the students as something “state of the art” and that they as a school were “pushing the future.” They found that students were pleased to be taking part in something unique.

A university official mentioned that they do have problems with some aspects of the hand biometric system. If individuals have extremely small hands or have had broken hands, it can render the system unusable. The official also explained that for a successful reading to take place, the individual must be comfortable with the system. At the University of Georgia, many students use the system multiple times every day, so they become quickly accustomed to the procedure and have few problems.

**Good Shepherd Hospital, Barrington, Illinois**

In 1995, for approximately six months, the hospital used a voice recognition system to control access to the operating rooms. The
system provided so many false negatives (and irate surgeons) that it was disconnected and the magnetic card system it replaced was reinstalled. It had been thought that voice recognition would be an easy way to control access to the operating rooms without forcing surgeons to carry a card or key.

**SOCIAL SERVICES**

At least eight states use large-scale biometric applications in social service programs: Arizona, California, Connecticut, Illinois, Massachusetts, New Jersey, New York, and Texas. We reviewed programs in Connecticut, Texas, and California. These states were chosen because of the availability of information. They are in no way a representative sampling of the states’ activities. States beginning implementation of a biometric identification program include Florida, North Carolina, and Pennsylvania, while 18 more states are pursuing legislation regarding such matters.

**Los Angeles Country AFIRM Program**

The Los Angeles County Department of Public Social Services (DPSS) program targeted participants in the Aid to Families with Dependent Children (AFDC) and Food Stamp programs. The biometrics program is known as Automated Fingerprint Image Reporting and Match (AFIRM). It was designed to prevent fraud through duplicate participation or “double-dipping,” defined as the same person enrolled in a system multiple times using multiple aliases. AFIRM uses fingerprint matching provided by PrinTrak, and EDS handles system management.

DPSS used ink-and-paper fingerprints as early as 1986. In 1988, a steering committee approved automated fingerprint matching. By 1991, DPSS launched a pilot program using automated fingerprinting. By the end of 1994, the program had been launched at all 25 DPSS district offices. The program includes 300,000 people who must be fingerprinted. These include adults receiving AFDC pay-

---

2For more information on biometrics programs operated by state social services departments, an excellent starting point is Connecticut State DSS (2000).
ments, minor parents receiving payments, and adults collecting payments for children. The biometric consists of templates of two index fingers. The data are not shared with law enforcement officials under any circumstances.

Prior to launching the program, DPSS staff explained the process to their clients and educated them as to what the system would entail. DPSS made appointments for enrollment. Those unable to make their appointments were given an additional 10 days. After that, if an adult failed to report for his appointment, adult benefits were cut off, although children’s benefits continued. If an adult continued to refuse to enroll, the case was referred to the fraud units.

According to a DPSS review, most participants did not feel inconvenienced by the biometric. Rather they believed the biometric would be effective in reducing fraud, which most felt was a positive step. Of 137 cases sampled for noncompliance, 76 percent were deemed fraudulent. The DPSS felt that the biometric program saved a substantial amount of money, about $66 million in savings over 26 months.

**Texas Department of Human Services (DHS)**

In 1995, the Texas state legislature mandated implementation of electronic imaging as part of Texas’s initiative to reduce fraud in public assistance programs. Based on TDHS’s research of available electronic imaging systems, fingerprint imaging was determined to be the most reliable and affordable technology for identification verification purposes.

Texas’s finger imaging program, the Lone Star Image System, was developed to deter duplicate participation in the Food Stamp and Temporary Assistance for Needy Families (TANF) programs. A pilot project of the Lone Star Image System began in October 1996 in 10 offices in the San Antonio region, enrolling more than 85,000 clients.

Based on the success of the San Antonio pilot program, federal approval for full statewide implementation was given in May 1998 and implementation was completed in August 1999.

Adults (over 18 years of age) and minor heads of household receiving Food Stamps or TANF are required to provide finger images when
they apply or recertify. Fingerprint imaging of two index fingers and a digital photograph of the individual constitute the enrollment record. More than 400 Lone Star Image System enrollment stations can be found throughout the state, including some mobile stations at temporary offices. Finger image enrollments are routinely purged after six months of inactivity.

Although the system has not caught many individuals committing fraud, TDHS estimates that the system saves $6.36 million each year by deterring potential duplicate recipients. TDHS estimates that the incidence of duplicate participation in the Food Stamp program is about one half of one percent of the total caseload.

In 1997, the Texas legislature instructed TDHS to plan a pilot project allowing clients to provide finger images instead of a PIN at the point of sale when accessing benefits under the Lone Star Card/electronic benefit transfer (EBT) program. This program employs a debit card instead of Food Stamp coupons or paper checks in distributing Food Stamp and TANF benefits. However, in 1999, the Texas legislature did not approve funding for the pilot project, stating that the technology of biometrics at point of sale was not sufficiently mainstream at the time.

Results of a survey conducted by TDHS showed that 89 percent of program participants thought biometrics were a good idea and 81 percent think using finger images instead of PINs at point of sale is a good idea.

Lack of standardization among the biometric vendors is a major problem. For example, DHS has worked with Kroger supermarkets to develop a finger imaging at point-of-sale joint pilot project. However, interoperability problems—merging TDHS’s system with Kroger’s existing finger imaging check authorization program would require Kroger to use a separate fingerprint scanner—added cost and complexity to the process.

**Connecticut Department of Social Services (DSS)**

Legislation drafted in 1995 funded the study and eventual deployment of a fingerprint biometric to prevent welfare fraud. Connecticut wanted to create a system that would deter dual enrollments,
including enrollments in neighboring states. It is not uncommon for
the same person to illegally participate in several states’ entitlement
programs at the same time through the use of aliases and forged
identification documents. Accordingly, DSS selected a biometric
with an eye toward compatibility with the neighboring states of New
York and New Jersey. As it turned out, the states’ templates are not
compatible, making interstate comparisons somewhat complicated.

Connecticut has 24,000 general-assistance enrollees and 60,000
AFDC clients in its system. The program was implemented in 16
regional offices, 20 town general-assistance offices, and the DSS
Hartford office. It uses centralized image storage and retrieval. The
cards can be used in one-to-one verification or one-to-many identi-
fication using the network of databases.

In addition to the fingerprints stored, each card and file carried a
photograph and signature of the recipient that can be manually
matched by social services staff to verify the recipient.

Prior to implementing its program, the DSS conducted an extensive
education campaign. Despite these efforts, some members of the
legislature vigorously opposed the program. In addition, since its
establishment, the state has received three refusals to participate
made on religious grounds. These cases were resolved by an admin-
istrative decision to allow the three persons to use alternative identi-
fication means. DSS conducted a survey of program participants and
found that the majority approve of the Connecticut biometric pro-
gram. More than 80 percent of those responding stated that they
favored the program.

Connecticut’s vision for biometrics includes using the ID card in EBT
transactions, point-of-sale devices for disbursement of medical ser-
dices, and distribution of Food Stamp benefits through food retailers.

DSS estimated its first year operating costs at $2.6 million with an
estimated savings (from deterrence) of $7.5 million.

**Illinois Department of Human Services**

In 1994, the Illinois legislature approved a study of the use of bio-
metric scanning to detect and deter fraud in programs administered
by the Illinois Department of Public Aid. Officials tested retinal
scanning in two offices downstate and fingerprint scanning in three Chicago offices. Fingerprints were required in the test offices for cash disbursements but not for Food Stamps or medical payments. The department was very satisfied with the fingerprint system and dissatisfied with the retina scanning system.

In July 1997, the department was partially incorporated into the Illinois Department of Human Services (DHS). This organizational change led to changes in information technology personnel. Currently, the system is partially operational, and DHS is pursuing a decision to expand electronic fingerprinting statewide. A full-time staff member has been hired to provide technical support for the system.3

Social Services Summary

All three programs have had to deal with privacy concerns, and each had a handful of objections raised on privacy grounds. Each of the databases was explicitly declared to be inaccessible by law enforcement officials. All use secure designs to protect against hackers and have procedures in place to prevent unauthorized disclosure of information. Connecticut’s DSS believes that answers to privacy concerns can be found in the careful packaging of the implementation legislation, use of the biometric only for the social services program integrity, and a secure design of the biometric system to protect from unauthorized disclosure.

Use of biometrics in the social services sector will continue to expand. States are seeking to make their systems more robust, both in terms of interstate compatibility and with additional applications.

IMMIGRATION AND LAW ENFORCEMENT

U.S. Immigration and Naturalization Service (INS)

INS deployed its Immigration and Naturalization Service Passenger Accelerated Service System (INSPASS) in 1993. INSPASS is based on hand geometry (but it was also designed to allow the use of finger-

3See also Illinois State DHS (1997).
prints as an alternative). The prototype installations were at JFK, Newark, and Pearson (Toronto) International Airports. Additional deployments include Miami, Los Angeles, San Francisco, Dulles, Vancouver, B.C., and other high-volume international airports.

More than 85,000 people are currently enrolled in this frequent international traveler program, and more than 200,000 transactions have been processed since its installation. INS, in cooperation with the Department of State, determines the rules for who may participate in INSPASS. Citizens of the United States, Canada, Bermuda, legal permanent residents of the United States, most landed immigrants in Canada, and Visa Waiver Pilot Program countries with visa classifications B-1, D-1, TN, WB, and some nonimmigrants in classes A, E, G, and L who travel to the United States on business three or more times a year or who are diplomats, representatives of international organizations, or airline crews from pilot program nations may voluntarily enroll in the INSPASS Program. Access to INSPASS is not available to anyone with a criminal record or to aliens who require a waiver of inadmissibility to enter the United States.

As of last year, approximately 35,000 American and foreign users have voluntarily registered in the system. Los Angeles International Airport alone enrolls 40–50 new users per day, and 40–100 users take advantage of the LAX INSPASS kiosk each day. Roughly 25,000 international passengers go through INS control at LAX daily. Gaining border access with INSPASS typically takes less than one minute, while waiting in line for manual passport stamping can take up to 45 minutes for U.S. citizens and two hours for foreigners.

Travelers who register false reads are sent to see an INS inspector and can be locked out of the system for four hours. There is a problem with people who have small hands (e.g., Japanese flight attendants have been particularly problematic at LAX). People who have no right hands use their left hands upside-down.

**Sarasota County Detention Center, Sarasota, Florida**

Since 1998, the Sarasota County Detention Center has used an iris recognition system, created by IriScan, to verify the identities of its approximately 750 inmates. As inmates are brought into the detention center, a device scans their irises, and they are enrolled in the
system. Currently, the detention center uses the system only to verify its inmates when they enter and when they leave.

Within the detention center, the inmates also use photo ID cards for internal verification. In the past, inmates would steal the cards of those inmates about to be released in an attempt to assume their identity and escape. Since the IriScan system was implemented, eight inmates have been caught by the iris recognition system while trying to escape using stolen identities. Another individual was falsely arrested and released when the iris scan revealed he was not the person the police wanted—the wanted suspect was a recently released inmate with his iris template still on file.

The Sarasota County Detention Center is pleased with the system. The whole system, including implementation, cost around $6,000 and has already proved its value through the foiled escapes. The system also reduces the need to have forensic experts assist in proving the identity of an individual by reading fingerprints. The iris recognition system takes less than a second to verify the individual and provides positive identification at any time of the day.

The database allows for input into a comment section where data concerning warrants can be maintained, which helped the detention center identify an individual who had three additional outstanding warrants.

**DoD DNA Specimen Repository for Remains Identification**

The DNA Repository for Remains Identification along with the Armed Forces DNA Identification Laboratory make up the DoD DNA Registry. The DNA Registry, a Division of the Office of the Armed Forces Medical Examiner, helps the military identify remains of soldiers killed in combat or missing in action. High-velocity weapons and the lethality of the modern battlefield often destroy any chances of using fingerprints or dental records. DNA, however, can almost always be used to identify remains. Although most times the armed forces can identify the dead based on various records, DNA identifi-

---

4For an excellent discussion of the DoD DNA Registry, see Weedn (1998). Dr. Weedn was the founder and for seven years the program manager of the DoD DNA Registry.
cation provides closure for the family and the biological proof of death required by life insurance companies.

This issue came to a head as the military prepared for Operation Desert Storm with the potential for large numbers of casualties. The Dover AFB, Delaware, mortuary facilities were expanded, but medical officials were concerned about the ability to identify the dead. DNA techniques had been pursued by the military in its efforts to identify servicemembers missing in action from Vietnam, Korea, and even World War II, but this was a slow process that required the military to find close relatives and obtain samples from them in an attempt to match them to DNA samples from the deceased.

Army pathologists were convinced that the need to identify large numbers of dead service personnel had to be addressed and that a military DNA registry could provide a suitable solution. The Army leadership also became convinced of the utility of such a registry and lobbied for it. In December 1991, authorization and appropriations for the DNA program were received. Since June 1992, DoD has required all military inductees and all active-duty and reserve personnel to provide DNA samples for its DNA Repository at the time of enlistment, reenlistment, annual physical, or preparation for operational deployment. The DNA Repository also contains samples from civilians and foreign nationals who work with the U.S. military in arenas of conflict. DoD stores the samples in freezers at the DNA Specimen Repository in Gaithersburg, Maryland.

Implementation of the program in the Army, which is the executive agent of the DNA program for DoD, was not without controversy. Everyone was concerned about privacy, from DoD officials to policymakers to the media. The program office began to hold meetings to educate military personnel about the purpose of the program and the privacy protections that would be used to ensure that DNA data would not be otherwise employed. The education campaign worked, and at all levels military personnel have participated in the program. To date, those who have refused to participate in the DNA registry have been forced to leave the service.\(^5\) As of 1998, only three

---

\(^5\)On March 17, 1997, a DoD directive permitted the armed service branches to exempt certain members from the mandatory DNA collection requirement to accommodate religious practices.
servicemembers have refused to submit samples, as opposed to some 1.3 million servicemembers who have complied.6

Undoubtedly, a number of servicemembers are unwilling participants but have chosen to trust the Army rather than leave the service. In addition to the education campaign, other announcements had to be made about the program. In particular, on June 14, 1995, DoD placed “system of records” notice in the Federal Register announcing the establishment of this new system containing personal information (Weedn, 1998, p. 354). This announcement, required by the Privacy Act, needed to be approved by DoD’s Privacy Board. It was, after deliberations that took 18 months.

Another major issue for the program was how long to keep the DNA records. One might assume that they would just be pulled when a servicemember leaves the military, but apparently similarity of servicemembers’ names or SSNs as well as clerical error raised the risk of pulling the wrong record. It is also time-consuming to search the repository continually for individual records, particularly when the records number more than 3 million.

Originally, DoD’s policy called for destruction of DNA records after 75 years. However, in 1996, DoD changed the destruction schedule to 50 years, to be compatible with standards for military health records.7 This 50-year period ensures that no servicemember remains in the armed forces when his DNA record is pulled from the database. Also, in 1996, DoD amended its policy to permit servicemembers to request that their DNA samples be destroyed when they leave the service. In other words, servicemembers can opt out of the database. Once a servicemember makes such a request, DoD has six months to destroy the DNA records.

DoD’s strict policy on sharing of the specimens ensures that DNA specimens can only be used for

- remains identification


7Apparently, the time period was changed as a “technical correction” (Weedn, 1998, p. 351).
• internal quality-control purposes
• consensual uses, and
• other limited uses as compelled by law.

This last category includes a court order authorizing sharing investigation or the approval of the DoD General Counsel or Assistant Secretary of Defense for Health Affairs for prosecution of a felony. The specimens cannot be used without consent for any other purpose, such as paternity suits or genetic testing. In addition, the specimens are considered confidential medical information and are covered by federal laws and military regulations on privacy. This policy has been tested by numerous federal agencies who have asked for access to the data, primarily for law enforcement purposes.

SOCIAL SECURITY

The Use and Misuse of Social Security Numbers

The controversial history of Social Security numbers (SSNs) provides an important case study on the subject of citizens’ privacy rights vis-à-vis federal, state, and local government. When first devised in 1935, the SSN was issued to workers exclusively for Social Security Administration (SSA) accounting purposes. The cards as originally issued noted, “Not for Identification Purposes.” By 1943, however, an Executive Order required that “all Federal components use the SSN ‘exclusively’ whenever the component found it advisable to set up a new identification system for individuals.” (U.S. Social Security Administration, 1996). Since then, the SSN has been at the center of a public debate about whether there should be a U.S. national identification card.

In 1999, the U.S. General Accounting Office (GAO) submitted a report detailing government and commercial use of SSNs to a House subcommittee. At that time, Congress was considering legislation regulating the use of SSNs in response to public concerns about organizational use of SSNs and the role of the SSN in the growing phenomenon of identity theft (GAO, 1999, p. 1). The GAO report

---

8Information on the history of the SSN is available at http://www.ssa.gov/history.
found that “no single federal law regulates the overall use of SSNs.” Rather, a number of laws require the use of SSNs for specific applications (e.g., Medicaid, Food Stamps, commercial driver’s licensing programs), while other laws restrict the SSNs’ use. Significantly, the GAO found that “no federal law . . . imposes broad restrictions on businesses’ and state and local governments’ use of SSNs when that use is unrelated to a specific federal requirement.” (GAO, 1999, p. 2.)

The use of the SSN has attracted increasing legislative attention as high-speed data processing systems have made SSN use more commonplace in both the public and private sectors. Organizations and agencies that GAO consulted cited the usefulness of the SSN as an identifier that transcends state boundaries and name changes and is easily used for transferring data among bodies (e.g., credit bureaus to banks, HMOs to hospitals). These organizations and agencies made their belief clear to the GAO that “their entities would be negatively affected if federal laws were enacted restricting use of SSNs” (GAO, 1999, p. 12).

It is this very ease of data transfer, however, that has led some members of Congress and various watchdog groups to support legislation restricting the use of SSNs and making identity theft a crime. Depending on which side one believes, the information revolution heralds either a new era of convenience, ease of transaction, and security or the advent of a governmental-industrial Big Brother with far more knowledge about U.S. citizens than is warranted.

---

\(^9\) For examples of people and institutions opposed to the widespread use of SSNs or other forms of national identification, see Moore (1997) and SCAN (2000). See Miller and Moore (1995) and Garfinkel (2000, pp. 16–35) for a discussion of the SSN and function creep.

\(^{10}\) See, e.g., Identity Theft and Assumption Deterrence Act of 1998 (P.L. 105-318).
EXECUTIVE SUMMARY

From the legal perspective, the Army's use of biometrics raises concerns in three critical areas. These include statutory and administrative law concerns, constitutional law concerns, and international law concerns. The major statutory and administrative law structure that applies to Army use of biometrics is imposed by the Privacy Act of 1974, which regulates the collection, maintenance, use, and dissemination of personal information by federal government agencies. Accordingly, this Act is examined in great detail.

Army use of biometrics implicates constitutional rights involving informational privacy and physical privacy under the Bill of Rights as well as religious freedom under the First Amendment. To help the Army understand these rights, background information is presented and important cases dealing with these issues are discussed. *Whalen v. Roe*, the Supreme Court's leading case on informational privacy, is analyzed from the perspective of what the Army can learn from this case. To help the Army understand the real-world setting in which these rights operate in the context of biometric applications, this appendix includes discussion of two legal challenges raised on reli-

---

1The principal author of this Appendix, John D. Woodward, Jr., Esq., appreciates the helpful comments and insights provided by Stewart A. Baker, Esq., Robert R. Belair, Esq., Arthur S. Di Dio, M.D., J.D., Professor Steve Goldberg of the Georgetown University Law Center, Kristina Larson, Catherine A. Szilagyi, Esq., and Shirley C. Woodward, Esq. Their assistance in no way implies their endorsement of the views presented in this appendix or acquiescence in any mistakes contained herein.
gious grounds to state-mandated biometric applications in New York and Connecticut. To help the Army understand how other federal agencies view possible legal objections to biometric applications, recent experience of the Federal Bureau of Investigation (FBI) in this area is detailed.

As the Army increasingly operates in the international arena, Army use of biometrics could raise issues of international law. To help the Army understand how a major international law related to privacy can affect biometric applications, the possible impact of the European Union Data Protection Directive on U.S. Army biometric applications in European Union member states is assessed. Similarly, the possible impact of laws of other foreign nations is also addressed.

After surveying the legal landscape related to biometrics, this review concludes that Army use of biometric applications in the United States should not encounter any significant legal obstacles, provided the Army complies with the mandates of the Privacy Act and the teachings of the Supreme Court. To ensure this compliance, Army leadership can call on the many institutional assets within DoD and the Army who are experienced and skilled in dealing with privacy issues. These assets can do a case-by-case analysis of the biometric application and determine exactly what needs to be done legally to ensure compliance. In sum, while biometrics is a new technology, the Army has an existing framework that can accommodate legal requirements.

As Army biometric applications venture overseas, the Army leadership must consider international law issues raised by these applications on a case-by-case basis. The impact of the European Union Data Protection Directive on the U.S. Army as a data collector in EU member states is not entirely clear. The United States and the EU agreed in July 2001 on a “safe harbor” framework, which provides U.S. organizations a means of satisfying the directive’s requirement that personal data is afforded an “adequate” level of privacy protection. This safe harbor framework is designed primarily for private sector entities, however, and it does not appear that the Army would currently be eligible to join the safe harbor. It appears likely, however, that the Army’s use of biometrics will comply with the directive by virtue of falling within one of its exceptions, although continued attention is required because the various exceptions and exemptions
to compliance have yet to be definitively interpreted. Although the EU directive is a new and controversial privacy law, the Army has a framework in place to monitor the issues raised by the directive and to provide the Army with the necessary legal support to ensure compliance.

STATUTORY AND ADMINISTRATIVE LAW CONCERNS

The Privacy Act of 1974

Overview. The Privacy Act of 1974 regulates the collection, maintenance, use, and dissemination of personal information by federal government agencies, including DoD and the U.S. Army. It serves as the basis for both the DoD Privacy Program and Army Privacy Program. The Act requires the Office of Management and Budget (OMB) to prescribe guidelines and regulations for federal agencies to use in implementing the Privacy Act and provide continuing assistance for and oversight of the implementation of the Privacy Act by agencies.

In broad terms, the Privacy Act gives certain rights to the “data subject”—or the individual who provides personal information—and places certain responsibilities on the “data collector”—the agency collecting the personal information. The Privacy Act balances a federal agency’s need to collect, use, and disseminate information about individuals with the privacy rights of those individuals. In particular, the Act tries to protect the individual from unwarranted invasions of privacy stemming from a federal agency’s collection, maintenance, use, and dissemination of personal information about the individual.

---


3 The DoD Privacy Program is issued under the authority of DoD Directive 5400.11, dated June 9, 1982. DoD 5400.11-R, dated August 31, 1982, establishes regulations for the implementation of the DoD Privacy Program. AR 340-21, dated July 5, 1985, establishes regulations for the implementation of the Army Privacy Program.

4 5 U.S.C. § 552a(v)(1) and (2).

5 There are several things the Privacy Act does not do. For example, the Privacy Act does not regulate the collection, maintenance, use, and dissemination of personal information by state and local government agencies. See Ortez v. Washington County.
Along these same lines, the DoD Privacy Program "is intended to provide a comprehensive framework regulating how and when the Department collects, maintains, uses, or disseminates personal information on individuals. The purpose of the Program is to balance the information requirements and needs of the Department against the privacy interests and concerns of the individual" (DoD, 2000c). Similarly, the Army Privacy Program sets out "the privacy rights of individuals and the Army’s responsibilities for compliance with operational requirements established by the Privacy Act."\(^6\)

The Privacy Act’s basic provisions, reflected in both the DoD Privacy Program and the Army Privacy Program,\(^7\) include

- restricting federal agencies from disclosing personally identifiable records maintained by the agencies;
- requiring federal agencies to maintain records with accuracy and diligence;
- granting individuals increased rights to access records about them maintained by federal agencies and to amend their records, provided they show that the records are not accurate, relevant, timely, or complete; and
- requiring federal agencies to establish administrative, technical, and policy safeguards to protect record security.\(^8\)

As these basic provisions suggest, the Privacy Act sets forth a so-called "code of fair information practices" requiring federal agencies, as data collectors, to adopt minimum standards for collection, use, maintenance, and dissemination of records. It also requires that

---

\(^{6}\)See, e.g., Cate (1997, p. 77) and Department of Justice (1998) at “Individual’s Right of Access,” “Individual’s Right of Amendment,” and “Agency Requirements.”
agencies publish detailed descriptions of these standards and the procedures used to implement them. Data collector responsibilities are discussed below.

**Applicability to Biometrics.** Although the Privacy Act does not specifically mention “biometrics,” our analysis strongly suggests that the Act can include Army biometric applications. As the Act applies to a “record” that is “contained in a system of records,” the threshold issue to resolve is whether biometric identification information, whether in the form of an image file or a template file, falls within the Act’s broad definition of record. The Act defines “record” as:

>[Any item, collection, or grouping of information about an individual that is maintained by an agency, including, but not limited to, his education, financial transactions, medical history, and criminal or employment history and that contains his name, or the identifying number, symbol, or other identifying particular assigned to the individual, such as a finger or voice print or a photograph. . . .](#)

The OMB *Guidelines* explain that “record” means “any item of information about an individual that includes an individual identifier” and “can include as little as one descriptive item about an individual.” The Court of Appeals for the Third Circuit has affirmed the *Guidelines*’ definition, finding that “record” includes “any information about an individual that is linked to that individual through an identifying particular.” The Court of Appeals for the District of Columbia has stressed that the Privacy Act only protects “information that actually describes the individual in some way.”

As explained in the main body of this report, biometrics are distinctive individual identifiers. They are “identifying” and they are “particular” to an individual. Moreover, fingerprint and voiceprint, two of the examples cited in the Act’s definition of “record,” are physical characteristics. As such, they fall within the definition of

---

9 See 5 U.S.C. § 552a(a)(4) (emphasis added).
biometrics. Accordingly, biometrics satisfy the Privacy Act’s definition of “record.”

To fall within the Privacy Act, the record must be “contained in a system of records.” The Act defines “system of record” as:

[A] group of any records under the control of any agency from which information is retrieved by the name of the individual or by some identifying number, symbol, or other identifying particular assigned to the individual...\(^\text{13}\)

OMB’s Guidelines explain that a system of records exists when two conditions are met. First, there must be an “indexing or retrieval capability using identifying particulars [that is] built into the system.” Second, the agency must “in fact, retrieve records about individuals by reference to some personal identifier” (OMB, 1987, and Department of Justice, 1998, at “Definitions: E. System of Records”). Commenting on these OMB Guidelines, the Court of Appeals for the District of Columbia has explained that a federal agency must not only have “the capability to retrieve information indexed under a person’s name, but the agency must in fact retrieve records in this way in order for a system of records to exist.”\(^\text{14}\)

To determine if an Army biometric application is a record contained in a system of records, the Army must do a case-by-case analysis of each application examining how the biometric is used. For some applications, it is possible that the Privacy Act would not be implicated because the record is not contained in a system of records. For example, the Army’s Fort Sill pilot program did not implicate the Privacy Act because, while the biometrically protected digital cash card provided to Army basic trainees was arguably a record, the fingerprint template was stored only on the card. It was not contained in any system of records, such as a central database. On the other hand, some applications will implicate the Act. Such an application would include biometric identification information combined with information about an individual that can be retrieved by an identifying particular, like a biometric.

\(^\text{13}\)See 5 U.S.C. § 552a(a)(5).

\(^\text{14}\)Henke v. United States Dep’t of Commerce, 83 F.3d 1453, 1460 n.12 (D.C. Cir. 1996).
In cases where an Army biometric application implicates the Privacy Act, the Army must make certain that it complies fully with the Act’s provisions. In ensuring this compliance, the Army can draw on many existing institutional assets who have extensive experience in Privacy Act matters. These assets include the Defense Privacy Board, the Assistant Secretary of Defense (Comptroller), the Defense Privacy Office, the DoD General Counsel, the Army Assistant Chief of Staff for Information Management, the Army General Counsel, the Army Judge Advocate General, the Army Office of the Deputy Chief of Staff for Personnel, OMB, and many others.

The Privacy Act’s major requirements are explained below.

The “No Disclosure Without Consent Rule.” The Privacy Act prohibits a federal agency from “disclos[ing] any record which is contained in a system of records by any means of communication to any person, or to another agency, except pursuant to a written request by, or with the prior written consent of, the individual to whom the record pertains . . . [subject to certain exceptions discussed below].” This provision is known as the “No Disclosure Without Consent Rule.”

While the “No Disclosure Without Consent Rule” applies, the Act contains twelve enumerated exceptions to this rule. The exceptions to the “No Disclosure Without Consent” Rule are as follows:

1. The “Intra-Agency Need to Know” Exception
2. The “Required Freedom of Information Act (FOIA) Disclosure” Exception
3. The “Routine Use” Exception
4. The “Bureau of the Census” Exception

15Membership of the Defense Privacy Board consists of the Director of the Defense Privacy Office, who sits as Executive Secretary, and Representatives designated by the Secretaries of the Military Departments, the Assistant Secretary of Defense (Comptroller) (whose designee serves as Chairperson), the Assistant Secretary of Defense (Manpower, Reserve Affairs, and Logistics), the DoD General Counsel, and the Director of the Defense Logistics Agency. See DoD 5400.11-R, ¶ 6.1.
16See 5 U.S.C. § 552a(b).
(5) The “Statistical Research” Exception
(6) The “National Archives” Exception
(7) The “Law Enforcement Request” Exception
(8) The “Individual Health or Safety” Exception
(9) The “Congressional” Exception
(10) The “General Accounting Office” Exception
(11) The “Judicial” Exception
(12) The “Debt Collection Act” Exception.

These broadly structured exceptions are discussed below.

The “Intra-Agency Need to Know” exception. This applies when officers and employees of the federal agency maintaining the record have a need for the record in the performance of their duties. In the case of medical records, the Army construes this exception somewhat narrowly by restricting what is disclosed. For example, the applicable Army regulation provides that when “medical information is officially requested for a use other than patient care, only enough information will be provided to satisfy the request.”

The “Required Freedom of Information Act ("FOIA") Disclosure” exception. This exception provides that the Privacy Act cannot be used to prohibit a disclosure that the FOIA requires.

The “Routine Use” exception. As for disclosure of a record, a “routine use” means “the use of such record for a purpose which is compati-
ble with the purpose for which it was collected. The Privacy Act requires that the federal agency publish in the Federal Register "each routine use of the records contained in the system, including the categories of users and the purpose of such use." Thus, the federal government agency must satisfy two requirements for a proper routine use disclosure: The routine use must be "compatible" and constructive notice must be given by publication of the agency’s routine use in the Federal Register.

According to OMB, compatibility encompasses functionally equivalent uses and other uses that are necessary and proper. The federal judiciary has not settled on a uniform interpretation of compatibility. For example, the Court of Appeals for the District of Columbia has adopted a broadly construed "common usage" requiring only that "a proposed disclosure would not actually frustrate the purposes for which the information was gathered." On the other hand, the Court of Appeals for the Third Circuit put forth a narrower construction: a "concrete relationship or similarity, some meaningful degree of convergence, between the disclosing agency’s purpose in gathering the information and its disclosure." In cases where the federal judiciary must determine the legality of a federal agency’s routine use, the judiciary gives deference to the federal government agency’s construction of its routine use.

---

21 See 5 U.S.C. §§ 552a(b)(3); 552a(a)(7) (definition of "routine use").
23 Some federal courts have determined that a third requirement exists: Actual notice of the routine use must be given to the individual at the time the information is collected from him. See United States Postal Service v. National Ass’n of Letter Carriers, 9 F.3d 138, 146 (D.C. Cir. 1993) (stating that “[a]lthough the statute itself does not provide, in so many terms, that an agency’s failure to provide employees with actual notice of its routine uses would prevent a disclosure from qualifying as a ‘routine use,’ that conclusion seems implicit in the structure and purpose of the Act”); Covert v. Harrington, 876 F.2d 751, 754-56 (9th Cir. 1989).
27 See, e.g., Department of the Air Force, Scott Air Force Base, Ill. v. FLRA, 104 F.3d 1396, 1402 (D.C. Cir. 1997); FLRA v. U.S. Dep’t of Treasury, 884 F.2d 1446, 1451 (D.C. Cir. 1989).
Two important types of "compatible" routine uses frequently occur with respect to law enforcement. First, in the context of investigations and prosecutions, law enforcement agencies routinely share law enforcement records with each other. Second, agencies may routinely disclose any records indicating a possible violation of law, regardless of the purpose for collection, to law enforcement agencies for purposes of investigation and prosecution. For example, the Army has published a so-called "law enforcement blanket routine use" which applies to every record system maintained within the Army, unless a specific exception is made. One such exception is that the "law enforcement blanket routine use" does not apply to the "Armed Forces Repository of Specimen Samples for the Identification of Remains" system of records, which includes "specimen collections from which a DNA typing can be obtained."

The "law enforcement blanket routine use" provides that:

In the event that a system of records maintained by [the Army] to carry out its functions indicates a violation or potential violation of law, whether civil, criminal or regulatory in nature, and whether arising by general statute or by regulation, rule, or order issued pursuant thereto, the relevant records in the system of records may be referred, as a routine use, to the appropriate agency, whether Federal, state, local, or foreign, charged with the responsibility of investigating or prosecuting such violation or charged with enforcing or implementing the statute, rule, regulation, or order issued pursuant thereto.

---

28 See, e.g., OMB (1987, 40 Fed. Reg. 28,955) (proper routine use is "transfer by a law enforcement agency of protective intelligence information to the Secret Service"); see also 28 U.S.C. § 534 (authorizing Attorney General to exchange criminal records with "authorized officials of the Federal Government, the States, cities, and penal and other institutions").


Because of its "potential breadth," the routine use exception is a controversial provision of the Privacy Act. For example, it has been called "a huge loophole" that has been used by federal agencies to justify almost any use of the data (Cate, 1997, p. 78, footnote omitted). The two law enforcement routine use exceptions discussed above have been criticized on the ground that they circumvent the more restrictive requirements of the routine use exception.

Moreover, Congress can always mandate additional new "routine uses" for agencies, which the affected agencies must establish as "routine uses" (OMB, 1987, 40 Fed. Reg. 28,954). For example, Congress has mandated the establishment of a federal "Parent Locator Service" within the Department of Health and Human Services and requires federal agencies to comply with requests from the Secretary of HHS for addresses and places of employment of absent parents.

The "Bureau of the Census" exception. This exception is for disclosure of information made to the U.S. Bureau of the Census for purposes of planning or carrying out a census or related activity pursuant to statute.

The "Statistical Research" exception. This exception permits disclosure of information to entities that will use the information for statistical research or a reporting record. The information must be transferred to the entity in a form that is not individually identifiable.

---

32 See Department of Justice (1998), "Conditions of Disclosure to Third Parties: B. Twelve Exceptions to the 'No Disclosure Without Consent' Rule: 3. 5 U.S.C. § 552a(b)(3) (routine uses)."

33 See Cate (1997, p. 78), citing David Flaherty, the former British Columbia Data Protection Commissioner (footnote omitted).

34 See Department of Justice (1998) (citing Privacy Commission Report at 517–518; Britt, 886 F.2d at 548 n.1 (dictum); Covert, 667 F. Supp. at 739, 742 (dictum)). See also Privacy International, Privacy and Human Rights 1999 (asserting that the privacy Act's effectiveness is "significantly weakened by administrative interpretations of the routine use exception").


37 See 5 U.S.C. § 552a(b)(5).
The “National Archives” exception. This limited exception permits disclosure of records that have sufficient historical or other value to warrant consideration for their preservation by the U.S. government.\textsuperscript{38}

The “Law Enforcement” exception. This exception provides for disclosure of information to federal law enforcement agencies and allows an agency, “upon receipt of a written request, [to] disclose a record to another agency or unit of State or local government for a civil or criminal law enforcement activity.”\textsuperscript{39}

The “Individual Health or Safety” exception. This exception permits disclosure of information pursuant to a showing of compelling circumstances affecting the health or safety of an individual.\textsuperscript{40} For example, dental records on several individuals could be released to identify an individual injured in an accident.

The “Congressional” exception. This exception applies to disclosure of information to the House of Representatives and the Senate or, to the extent of matter within its jurisdiction, any committee or subcommittee thereof, any joint committee of Congress or subcommittee of any such joint committee.\textsuperscript{41}

The “General Accounting Office” exception. This exception applies to disclosure of information to the Comptroller General in the course of the performance of the duties of the General Accounting Office.\textsuperscript{42}

The “Judicial” exception. This exception applies to court orders requiring disclosure.\textsuperscript{43} It prevents the Privacy Act from “being[ ] used to block the normal course of court proceedings, including court-ordered discovery.”\textsuperscript{44} Some disagreement exists as to what exactly constitutes a “court order.” The issue centers on whether a subpoena issued by a court clerk, as opposed to the court itself,

\textsuperscript{38}See 5 U.S.C. § 552a(b)(6).


\textsuperscript{40}See 5 U.S.C. § 552a(b)(6).

\textsuperscript{41}See 5 U.S.C. § 552a(b)(9).

\textsuperscript{42}See 5 U.S.C. § 552a(b)(10).

\textsuperscript{43}See 5 U.S.C. § 552a(b)(10).

should qualify under this exception. A Defense Privacy Board Advisory Opinion has concluded that, “[a] subpoena signed by a clerk of a Federal or State court, without specific approval of the court itself, does not comprise an ‘order of a court of competent jurisdiction’ for purposes of nonconsensual disclosures [under the judicial exception]. . . . [D]isclosure of records [under this exception] requires that the court specifically order disclosure” (DoD, 2000b). Similarly, the Court of Appeals for the District of Columbia has held that a subpoena routinely issued by a court clerk—such as a federal grand jury subpoena—is not a “court order” within the meaning of this exception because it is not “specifically approved” by a judge.45

The “Debt Collection Act” exception. The Debt Collection Act of 1982 authorized this disclosure exception. It permits agencies to disclose bad debt information to credit bureaus. Before disclosing this information, however, agencies must complete a series of due process steps designed to validate the debt and to offer the individual an opportunity to repay it.46

Under the Privacy Act, rights are personal to the individual who is the subject of the federal agency record. These rights cannot be asserted by others on behalf of the aggrieved individual.47

Agency Responsibilities. Overview: The Privacy Act places certain responsibilities on the data collector. These responsibilities include publishing information about the systems of records in the data collector’s charge, giving notice to data subjects of the uses to which the data will be put, and safeguarding data.

Publication: Among the responsibilities the Privacy Act places on the data collector, it requires an “agency that maintains a system of records” to “publish in the Federal Register upon establishment or revision a notice of the existence and character of the system of

---

47 See, e.g., Parks v. IRS, 618 F.2d 677, 684-85 (10th Cir. 1980) (which holds that a union lacks standing to litigate its members’ Privacy Act claims); Word v. United States, 604 F.2d 1127, 1129 (8th Cir. 1979) (which holds that a criminal defendant lacks standing to allege Privacy Act violations regarding use at trial of medical records concerning third party); Dresser Indus. v. United States, 596 F.2d 1231, 1238 (5th Cir. 1979) (which holds that a company lacks standing to litigate employees’ Privacy Act claims).
records. This notice, which is known as a “Privacy Act Systems of Records Notice,” must include

- the name and location of the system;
- the categories of individuals about whom records are maintained in the system;
- the categories of records maintained in the system;
- each routine use of the records contained in the system, including the categories of users and the purpose of such use;
- the policies and practices of the agency regarding storage, retrievability, access controls, retention, and disposal of the records;
- the title and business address of the agency official responsible for the system of records;
- the agency procedures whereby an individual can be notified at his request if the system of records contains a record pertaining to him;
- the agency procedures whereby an individual can be notified at his request how he can gain access to any record pertaining to him contained in the system of records, and how he can contest its content; and
- the categories of sources of records in the system.\textsuperscript{40}

The Army has 249 systems of records for which such notice must be published (DoD, 2000a). These range from “Official Personnel Folders and General Personnel Files” (AAFES 0401.04) to “Individual Health” (AAFES 0405.11) to “Carpool Information/Registration System” (A0001SAIS) and many others (DoD, 2000a).

The Privacy Act permits a federal agency to promulgate rules to exempt systems of records from certain parts of the Privacy Act if certain conditions are met. One such condition is if the system of records is maintained as a principal function by a law enforcement

\textsuperscript{48}See 5 U.S.C. § 552a(e)(4).
\textsuperscript{49}See 5 U.S.C. § 552a(e)(4)(A)-(I).
agency and the records were compiled for law enforcement purposes.\textsuperscript{50} Other conditions include if the system of records contains classified information;\textsuperscript{51} investigatory material compiled for law enforcement purposes;\textsuperscript{52} material maintained and used solely as statistical records;\textsuperscript{53} investigatory material compiled solely for the purpose of determining suitability, eligibility, or qualifications for federal civilian employment, military service federal contracts or access to classified information;\textsuperscript{54} and other conditions.\textsuperscript{55}

As Army use of biometrics will likely lead to the establishment of new systems of records and revisions to old systems, the Army must comply with this Privacy Act Systems of Records Notice requirement. As its 249 systems of records suggest, the Army has ample experience in doing so.

\textit{Notice:} The Privacy Act requires the data collector to give notice\textsuperscript{56} to the data subject informing him of four factors:

\begin{itemize}
  \item The authority that authorizes the solicitation of the information and whether disclosure of such information is mandatory or voluntary.
  \item The principal purpose or purposes for which the information is intended to be used.
  \item The routine uses that may be made of the information.
  \item The effects on the data subject if any, of not providing all or any part of the requested information.\textsuperscript{57}
\end{itemize}

\textsuperscript{50}5 U.S.C. § 552a(i)(2).
\textsuperscript{51}5 U.S.C. § 552a(k)(1).
\textsuperscript{52}5 U.S.C. § 552a(k)(2).
\textsuperscript{53}5 U.S.C. § 552a(k)(4).
\textsuperscript{54}5 U.S.C. § 552a(k)(5).
\textsuperscript{55}See, e.g., 5 U.S.C. § 552a(k)(4) ("U.S. Secret Service" exception); 5 U.S.C. § 552a(k)(6) ("testing materials" exception).
\textsuperscript{56}This notice may be given (1) on the actual form which the data collector uses to collect the information desired or (2) on a separate form that can be retained by the individual. See 5 U.S.C. § 552a(e)(3).
\textsuperscript{57}See 5 U.S.C. § 552a(e)(3)(A)-(D). The authority may be granted by statute or executive order of the President. See 5 U.S.C. § 552a(e)(3)(A).
In its biometric applications, the Army will likely comply with the Privacy Act’s notice requirement during the biometric enrollment process, when it first collects the biometric identification information from the data subject. As an institution that collects much information from many individuals, the Army has extensive experience in satisfying the notice requirement.

**Data Safeguarding:** The Privacy Act requires the data collector to “establish appropriate administrative, technical, and physical safeguards to insure the security and confidentiality of records.” Similarly, the Act requires the data collector “to protect against any anticipated threats or hazards to their security or integrity which could result in substantial harm, embarrassment, inconvenience, or unfairness to any individual about whom information is maintained.”

As this provision of the Act makes clear, the data collector must put in place appropriate safeguards to protect information in its databases. However, as a federal district court has explained, “[t]he Privacy Act does not make administrative agencies guarantors of the integrity and security of materials which they generate.” Instead, “the agencies are to decide for themselves how to manage their record security problems, within the broad parameters set out by the Act.” Accordingly, the data collectors “have broad discretion to choose among alternative methods of securing their records commensurate with their needs, objectives, procedures, and resources.”

The Senate Report accompanying the Privacy Act supports this judicial view:

> The Committee recognizes the variety of technical security needs of the many different agency systems and files containing personal information as well as the cost and range of possible technological

---

58See 5 U.S.C. § 552a(e)(10).

59Kostiuc v. United States, 742 F.Supp. 413, 417 (E.D. Mich. 1990) (which holds that alleged lapses in IRS security resulting in disclosure of information to public were not willful and intentional as required to establish Privacy Act violation).

60Id.

61Id.
methods of meeting those needs. The Committee, therefore, has
not required [ ] in this Act a general set of technical standards for
security of systems. Rather, the agency is merely required to estab-
lish those administrative and technical safeguards which it deter-
imines appropriate and finds technologically feasible for the
adequate protection of the confidentiality of the particular infor-
mation it keeps against purloining; unauthorized access, and politi-
cal pressures to yield the information to persons with no formal
need for it. 62

The Senate Report stressed that data collectors have flexibility in
deciding appropriate safeguards:

The [Privacy] Act . . . provides reasonable leeway for agency allot-
ment of resources to implement this subsection. At the agency
level, it allows for a certain amount of “risk management” whereby
administrators weigh the importance and likelihood of the threats
against the availability of security measures and consideration of
cost. 63

While a breach of database security and confidentiality can be
harmful or embarrassing to the data collector, both the agency and
the employee responsible for the breach can be found legally liable
for a Privacy Act violation. This legal liability can include civil liabili-
ity for the agency and criminal liability for an agency official. Civil
liability for such a breach attaches when “the agency has acted in a
manner which was intentional or willful.” 64 The federal judiciary has
interpreted this phrase “to require a showing of fault ‘somewhat
greater than gross negligence.’ ” 65

Similarly, criminal liability, in the form of a misdemeanor, attaches
for such a breach when an “officer or employee of an agency, who by
virtue of his employment or official position, has possession of, or

6916, 6969).
6916, 6969).
64See 5 U.S.C. § 552a(g)(4); Pilon v. United States Department of Justice, 796 F.Supp. 7,
65Kostyu, 742 F.Supp. at 416.
access to, agency records [covered by the Privacy Act], and who knowing that disclosure of the specific material is so prohibited, willfully discloses the material in any manner to any person or agency not entitled to receive it.”

Likewise, criminal liability can attach when an “officer or employee of any agency [ ] willfully maintains a system of records without meeting the notice requirements of [the Privacy Act].”

In implementing its biometric applications that fall under the Privacy Act, the Army must meet all of the Act’s many requirements. Successfully meeting these requirements will require a comprehensive, coordinated effort drawing on DoD’s Privacy Act institutional assets as well as the Army’s appropriate technical, security, law enforcement, and administrative assets. However, the Army has complied with the Privacy Act in the past, is complying now, and should continue to comply in the future. Fortunately, the Army has a seasoned and experienced structure already in place to ensure Privacy Act compliance.

Additional Safeguards. The Computer Matching and Privacy Act of 1988: The Computer Matching and Privacy Act of 1988 (“The Computer Matching Act”) amended the Privacy Act by adding new provisions regulating federal agencies’ computer matching practices and placing requirements on the agencies. A computer match is done by using a computer program to search an agency’s files for infor-

---

68 See 5 U.S.C. § 552a(o) (1988). See also Turkington and Allen (1999, pp. 362-363), from which this section is largely drawn. The Computer Matching and Privacy Protection Act of 1988 amended the Privacy Act to add several new provisions. These include 5 U.S.C. § 552a(a)(8)-(13), (e)(12), (o), (p), (q), (r), and (u). These provisions add procedural requirements for agencies to follow when engaging in computer matching activities; provide matching subjects with opportunities to receive notice and to refute adverse information before having a benefit denied or terminated; and require that agencies engaged in matching activities establish Data Integrity Boards to oversee those activities. These provisions became effective on December 31, 1989. OMB’s guidelines on computer matching should be consulted in this area. See 54 Fed. Reg. 25,818-29 (1989). Subsequently, Congress enacted the Computer Matching and Privacy Protection Amendments of 1990, which further clarify the due process provisions found in subsection (p). OMB’s proposed guidelines on these amendments appear at 56 Fed. Reg. 18,599-601 (proposed April 23, 1991). See Department of Justice (1998) at “Computer Matching.”
information associated with or indexed by a personal identifier, such as a name or SSN. The information thus obtained can then be compared with information in the databases of another federal agency. In this way, discrepancies and inconsistencies might be discovered that point to fraud in government benefits, for example.

DoD participates in approximately 25 computer matching programs with various different government agencies (DoD, 2000d). For example, DoD has a "Debt Collection" matching program in effect with the Department of Education. The purpose of this program is to identify and locate federal personnel who are delinquent on payments to certain programs administered by the Department of Education.

For all of its matching programs, DoD must meet the Computer Matching Act’s requirements, which basically involve entering into formal agreements with the exchanging agencies, verifying independently the accuracy of data received before any official action is taken, providing notice in the Federal Register prior to conducting or revising a computer matching program, and establishing a Data Integrity Board to monitor implementation and compliance with the Act.

Because a personal identifier in the form of a biometric could implicate the Computer Matching Act, the Army will need to study the Act closely to determine whether the Army’s specific biometric application is implicated. As with the Privacy Act, the Army can call on many existing institutional assets with experience in matters pertaining to the Computer Matching Act.

**Administrative Regulation:** From the administrative regulatory perspective, Congress can follow two well-worn policy paths when dealing with a public policy issue involving a new technology, such as biometrics. It can take the direct route and pass legislation regulating Army use of the technology or it can delegate its authority to

---

the appropriate administrative agencies within DoD. The delegation route is the road most frequently traveled. However, even though the Army, specifically, and DoD, in general, are well-equipped with expertise, experience, and institutional memory, they still face enormous challenges in designing, formulating, and implementing government policy for biometric applications. In addition, numerous competing groups (many well-organized and some politically influential) will want to press their claims in this public policy process.\footnote{See generally Goldberg (1994).}

The Army should bear in mind that Congress, through the legislative process, can require the Army to satisfy additional conditions related to its biometric applications. For example, Congress could go beyond the Privacy Act and place additional prohibitions on disclosure of biometric identification information and further restrict sharing.

**The Uniform Code of Military Justice (UCMJ) and Privacy Protections.** Historically, the Supreme Court has long recognized that differences between the civilian and military criminal law systems exist. The Court has stated that “[m]ilitary law, like state law, is a jurisprudence which exists separate and apart from the law which governs in our federal establishment.”\footnote{Burns v. Wilson, 346 U.S. 137, 140 (1953).} Most important, the Court has acknowledged that the military criminal law system, embodied by the UCMJ, can impose restrictions on a servicemember’s rights. However, the UCMJ does not strip a servicemember of his or her constitutional rights. As the Court of Military Appeals has observed: “[I]t is apparent that the protections in the Bill of Rights, except those which are expressly or by necessary implication inapplicable, are available to members of our armed forces.”\footnote{United States v. Jacoby, 29 C.M.R. 244 (C.M.A. 1960) (citing Burns v. Wilson, 346 U.S. 137 (1953); Shapiro v. United States, 69 F.Supp. 205 (Ct. Cl. 1947); United States v. Hiatt, 141 F.2d 664 (3d Cir. 1944).} For example, the Supreme Court has explained that the special demands of “military life do not, of course, render nugatory in the military context the guarantees of the First Amendment.”\footnote{Goldman v. Weinberger, 475 U.S. 503 (1986).} In the context of Army biometric applications, however, the UCMJ does not seem to provide
servicemembers with any greater privacy rights beyond what is in the U.S. Constitution.

CONSTITUTIONAL LAW CONCERNS

Introduction

Beyond the specific individual rights provided by statutory and regulatory regimes, the Constitution, through its Bill of Rights, protects individual privacy rights. These constitutionally protected privacy rights consist of physical, decisional, and informational privacy rights. These privacy rights do not pose a constitutional barrier to Army biometric applications, provided that the Army follows the guidance of the Supreme Court as explained in this section.

Overview. As the Army expands its biometric applications and requires more and more members of the Army community to provide biometric identification information, it is likely that someone required to participate will refuse and (1) face disciplinary action within the military justice system, if the refuser is under its jurisdiction, and/or (2) file a federal lawsuit, claiming his constitutional rights are violated. The military is no stranger to such litigation.\textsuperscript{77} This section of the appendix begins by examining how the federal judiciary views the military. It then explores the major bases of any legal challenges that might be brought on constitutional grounds.

Judicial Deference to Military. Several Supreme Court decisions have established that the federal judiciary views the nation’s military as uniquely different from civilian society. For example, then-Justice William H. Rehnquist explained that the Supreme Court “ha[s] repeatedly held that ‘the military is, by necessity, a specialized society separate from civilian society.’”\textsuperscript{78} In the preparation and performance of its duties, “the military must insist upon a respect for duty

\textsuperscript{77}Id. (involving Air Force officer who brought lawsuit against the Secretary of Defense claiming that the uniform regulation that prevented him from wearing his yarmulke infringed on his constitutional rights).

\textsuperscript{78}Id. at 507 (citing Parker v. Levy, 417 U.S. 733, 743 (1974); Chappell v. Wallace, 462 U.S. 296, 300 (1983); Schlesinger v. Councilman, 420 U.S. 738, 757 (1975); Orloff v. Willoughby, 345 U.S. 83, 94 (1953)). See also Burns v. Wilson, 346 U.S. at 140.
and a discipline without counterpart in civilian life."\textsuperscript{79} "[W]ithin the military community, there is simply not the same [individual] autonomy as there is in the larger civilian community."\textsuperscript{80}

The Supreme Court recognizes that "the military authorities have been charged by the Executive and Legislative Branches with carrying out our Nation’s military policy."\textsuperscript{81} Moreover, the Supreme Court has observed that the "courts [are] ‘ill-equipped to determine the impact upon discipline that any particular intrusion upon military authority might have.’"\textsuperscript{82} Therefore, "[j]udicial deference . . . is at its apogee when legislative action under the congressional authority to raise and support armies and make rules and regulations for their governance is challenged."\textsuperscript{83} The Court has determined that "[j]udges are not given the task of running the Army."\textsuperscript{84} Rather, "[t]he responsibility for setting up channels through which . . . grievances can be considered and fairly settled rests upon the Congress and upon the President of the United States and his subordinates. The military constitutes a specialized community governed by a separate discipline from that of the civilian."\textsuperscript{85} Because the military is so different from the civilian community, "[o]rderly government requires that the judiciary be as scrupulous not to interfere with legitimate Army matters as the Army must be scrupulous not to intervene in judicial matters."\textsuperscript{86}

This judicial deference that the federal judiciary gives to the military suggests that the federal courts may be somewhat reluctant to intrude into proper Army concerns related to biometrics. However, the federal courts will not hesitate to protect the constitutional rights of an individual. To help ensure that it receives this deference, the


\textsuperscript{80}Goldman v. Weinberger, 475 U.S. at 507 (citing Parker v. Levy, 417 U.S. at 751).

\textsuperscript{81}Id.

\textsuperscript{82}Id. (citing Chappell v. Wallace, 462 U.S. at 305, quoting Warren, 1962).

\textsuperscript{83}Goldman v. Weinberger, 475 U.S. at 508 (quoting Rostker v. Goldberg, 453 U.S. 57, 70 (1981)).

\textsuperscript{84}Orluff v. Willoughby, 345 U.S. at 93-94.

\textsuperscript{85}Id.

\textsuperscript{86}Id.
Army should be prepared to demonstrate that each of its biometric applications serves a worthwhile and useful military purpose.

**What Privacy Rights Does the U.S. Constitution Recognize?**

**Survey of Privacy Scholarship.** Jurists and scholars have long grappled with defining what privacy is and explaining what privacy should be (Cate, 1997, pp. 19–31).\(^{67}\) In 1879, Judge Thomas M. Cooley, in his classic treatise on torts, included “the right to be let alone” as a class of tort rights, asserting that “[t]he right to one’s person may be said to be a right of complete immunity” (Hixson, 1987, p. 30, and Goldberg, 1994, p. 114). Echoing and popularizing Cooley’s phrase, Samuel D. Warren and Louis D. Brandeis (1890), in their landmark law review article, *The Right to Privacy*, voiced their view of privacy as a “right to be let alone.” Brandeis, as a Supreme Court Justice, used this phrase in his famous dissent in *Olmstead v. United States*, declaring that the Founding Fathers “conferred, as against the Government, the right to be let alone—the most comprehensive of rights and the right most valued by civilized men.”\(^{68}\) Privacy as the “right to be let alone” has a positive appeal and commendable simplicity, but the phrase has been criticized in that “legally, it offers no guidance at all. Coveting an indefinable right is one thing; enforcing it in a court of law is another” (Alderman and Kennedy, 1995, p. xiv).

More recent scholarship also offers insight into privacy. For example, Ruth Gavison (1980, pp. 421, 428) offers what is perhaps the extreme privacy model: “[P]rivacy is a limitation of others’ access to an individual . . . [I]n perfect privacy no one has any information about X, no one pays any attention to X, and no one has physical access to X.” Privacy includes a control aspect—“control we have over information about ourselves” (Fried, 1970, p. 140), “control over who can sense us” (Parker, 1974, pp. 275, 281, internal quotation marks omitted), or “control over the intimacies of personal identity” (Gerety, 1977, pp. 233, 236). Based on her survey of the extensive privacy literature, Professor Lillian R. Bevier (1995, pp. 455, 458, foot-

---

\(^{67}\)While a detailed discussion of the many facets of privacy is beyond the scope of this report, an excellent starting point is Turkington and Allen (1999).

\(^{68}\)277 U.S. 436, 478 (1928) (Brandeis, J., dissenting); see also Cate (1997, p. 57) and Goldberg (1994, p. 114).
note omitted) concluded, "[p]rivacy is a chameleon-like word, used
denotatively to designate a range of wildly disparate interests—from
confidentiality of personal information to reproductive autonomy—and
connotatively to generate goodwill on behalf of whatever interest
is being asserted in its name."\(^{89}\)

**Constitutional Background.** The word "privacy," like the word
"biometrics," is nowhere to be found in the text of the U.S. Constitution.
However, without making explicit reference to privacy, the
Constitution nonetheless protects certain privacy interests.\(^{90}\) The
Bill of Rights contains these protections in the First Amendment
rights of freedom of speech, press, religion and association; the Third
Amendment prohibition against the quartering of soldiers in one’s
home; the Fourth Amendment right to be free from unreasonable
searches and seizures; the Fifth Amendment right against self-
incrimination; the Ninth Amendment’s provision that "[t]he enu-
meration in the Constitution, of certain rights, shall not be construed
to deny or disparage others retained by the people"; and the Tenth
Amendment’s provision that "[t]he powers not delegated to the
United States by the Constitution, nor prohibited by it to the States,
are reserved to the States respectively, or to the people."

What then is the constitutional right to privacy and how does it affect
biometrics used in U.S. Army applications? The answer to the first
part of the question is legally fuzzy. As a federal appellate court has
recently observed, "[w]hile the Supreme Court has expressed uncer-
tainty regarding the precise bounds of the constitutional ‘zone of pri-
vacy,’ its existence is firmly established."\(^{91}\)

Most modern constitutional privacy interests have their roots in the
Due Process Clause of the Fourteenth Amendment. This clause says
that no state shall "deprive any person of life, liberty, or property,
without due process of law." For more than 100 years, these words
have been interpreted by the Supreme Court to contain a substantive

\(^{89}\) See also Murphy (1996, p. 2381).

\(^{90}\) Or “zones of privacy,” to use Justice Douglas’s term. *Griswold v. Connecticut*, 381
U.S. 479, 484 (1965) (holding unconstitutional a state statute that criminalized the sale
of contraceptives to married couples).

protection that “bar[s] certain government actions regardless of the fairness of the procedures used to implement them.”

Three Forms of Privacy. The Supreme Court has stressed that “there is a realm of personal liberty which the government may not enter.” This realm, or zone of privacy, consists of rights that are “fundamental” or “implicit in the concept of ordered liberty” or as a later Court would put it, “deeply rooted in this Nation’s history and tradition.” In what specific areas of the zone of privacy is the government forbidden entry? In considering privacy interests, the Court has implicitly categorized privacy as taking three distinct forms (Allen, 1991, p. 175). These three forms of privacy include:

- Physical privacy or freedom from contact with other people or monitoring agents. Physical privacy enjoys its greatest constitutional protection under the Fourth Amendment freedom from unreasonable search and seizure.
- Decisional privacy or the freedom of the individual to make private choices about the personal and intimate matters that affect him without undue government interference. The Court has found that the individual is constitutionally protected in “personal decisions relating to marriage, procreation, contraception, family relationships, child rearing, and education.”

---

93 Id. at 847.
95 Moore v. City of East Cleveland, 431 U.S. 494, 503 (1977). These terms have been criticized for lack of clarity. See, e.g., Bork (1990, p. 110) “[T]he judge-created phrases specify no particular freedom, but merely assure us, in sonorous phrases, that they, the judges, will know what freedoms are required when the time comes.”
96 At least one scholar has more broadly categorized the Supreme Court’s interpretation of constitutional protections for individual privacy as falling into four areas—“expression and association, searches and seizures, fundamental decisionmaking, and informational privacy” (Cate. 1997, p. 52).
97 Planned Parenthood v. Casey, 505 U.S. at 851. In determining the commonality of these personal decisions and why they deserve constitutional protection, the Court, through Justice Sandra Day O'Connor's opinion in Casey, explained that:

These matters, involving the most intimate and personal choices a person may make in a lifetime, choices central to personal dignity
• Informational privacy or freedom of the individual to limit access to certain personal information about oneself. The Court of Appeals for the Ninth Circuit has defined this phrase as “the individual interest in avoiding disclosure of personal matters.” Privacy scholar Alan Westin defines it as “the claim of individuals . . . to determine for themselves when, how, and to what extent information about them is communicated to others” (Westin, 1967, p. 337, citing Scott and Jarnagin, 1868, pp. 457–507). Similarly, Professor Lawrence Lessig (1999, p. 143), drawing heavily on the scholarship of Ethan Katsh (1995, p. 228), has defined privacy in this context as “the power to control what others can come to know about you.” As Lessig explains, others can acquire information about you by monitoring and searching. Monitoring refers to that part of one’s daily existence that others see, observe, and can respond to. Searching refers to that part of one’s life that leaves or is a record that can later be scrutinized (Lessig, 1999, p. 143). Noting both quantity and quality aspects to informational privacy, a federal appellate court has phrased it in terms of, “control over knowledge about oneself. But it is not simply control over the quantity of information abroad; there are modulations in the quality of knowledge as well.”

The Army’s use of biometrics could potentially require its soldiers, civilian employees, independent contractors, along with many other

and autonomy, are central to the liberty protected by the Fourteenth Amendment. At the heart of liberty is the right to define one’s own concept of existence, of meaning, of the universe, and of the mystery of human life. Beliefs about these matters could not define the attributes of personhood were they formed under compulsion of the State.

98Doe v. Attorney General, 941 F.2d 780, 795 (9th Cir. 1991) (quoting Whalen, 429 U.S. at 599-600). As the Supreme Court has not yet ruled definitively on the issue, the federal judiciary has no unified view as to whether there is a constitutionally protected right to informational privacy. The majority of circuits considering this issue (the Second, Third, Fifth, and Ninth Circuits) find that there is. See, e.g., Doe v. City of New York, 15 F.3d 264, 267 (2d Cir. 1994) (concluding there is "a recognized constitutional right to privacy in personal information"); Rabito v. Coon, 633 F.2d 1172, 1175-76 (5th Cir. 1981); United States v. Westinghouse, 638 F.2d 570, 577 (3d Cir. 1980), and Row v. Sherry, 91 F.3d 1270, 1274 (9th Cir. 1996); Doe v. Attorney General, 941 F.2d at 795-96. A minority conclude there is not. See J.P. v. DeSantis, 653 F.2d 1080, 1090 (6th Cir. 1981).

individuals, such as dependents, retirees, and foreign nationals, to participate in officially sanctioned biometric programs. In such programs, individuals would be compelled to provide biometric identification information to the Army for collection, maintenance, use and dissemination in Army databases. Such Army-mandated use of biometrics implicates physical and informational privacy concerns and, to a lesser extent, decisional privacy concerns.100

**Physical Privacy. Constitutional challenges to fingerprinting in non-criminal context.** The overwhelming majority of the Army’s biometric applications will fall into the noncriminal context, for such matters as network or physical security, fraud prevention, convenience, efficiency, etc. While the federal courts have not had occasion to rule on the government-mandated use of biometrics, many decisions have established that an individual has minimal constitutional privileges concerning his fingerprints.101

Moreover, the courts have upheld numerous federal, state, and municipal requirements mandating fingerprinting for employment and licensing purposes, provided that the government has a rational basis for requiring fingerprinting (American Law Reports, 1999, p. 732).102 In a federal context, the so-called rational basis test means that Congress must show that the fingerprinting requirement bears a rational relationship to a legitimate government objective or interest.103 For example, courts have upheld government-mandated

---

100 The following hypothetical example might illustrate how decisional privacy concerns could be implicated by a biometric scheme. In response to growing concerns about missing children, the Army decides to require all children attending day care programs on Army bases to be biometrically scanned for identification purposes. Parents object on the grounds that they are fully satisfied with the less-intrusive security already offered at the day care programs on Army bases and that their children will be unduly traumatized by the scanning. Educational zone of privacy concerns are possibly implicated.


102 See also, e.g., Department of Justice (1990, pp. 48-52).

fingerprinting for employment and licensing purposes in connection with the taking of fingerprints for spouses of liquor licensees; male employees of alcoholic beverage wholesalers; taxi drivers; cabaret employees; bartenders; dealers in secondhand articles; all employees of member firms of national security exchanges registered with the Securities and Exchange Commission; and all individuals permitted unescorted access to nuclear power facilities.\footnote{See American Law Reports (1999, p. 732, citations omitted); Utility Workers Union of America, 664 F.Supp. at 136.}

For example, in Utility Workers Union of America \textit{v.} Nuclear Regulatory Commission, a union representing 5,170 utility workers in nuclear power plants challenged as unconstitutional that part of a newly enacted federal statute requiring that these workers be fingerprinted.\footnote{Utility Workers Union of America, at 136. The union directed its challenge to Section 606 of the Omnibus Diplomatic Security and Anti-Terrorism Act of 1986, codified as section 149 of the Atomic Energy Act of 1954, 42 U.S.C. \$ 2169 (1986). 10 C.F.R. \$ 73.57 implements the statute.} The union claimed the fingerprinting requirement violated the workers' Fourth Amendment and privacy rights. The federal district court disagreed and upheld the fingerprinting requirement. Citing a long string of cases, the court noted that in noncriminal contexts, the judiciary has "regularly upheld fingerprinting of employees."\footnote{Id. at 138-39 (citations omitted).}

As for the constitutional right to privacy claim, the court quoted from a leading federal appellate court case:

\begin{quote}
Whatever the outer limits of the right to privacy, clearly it cannot be extended to apply to a procedure the Supreme Court regards as only minimally intrusive. Enhanced protection has been held to apply only to such fundamental decisions as contraception \ldots and family living arrangements. Fingerprints have not been held to merit the same level of constitutional concern.\footnote{Id. at 139 (quoting Iacobucci \textit{v.} City of Newport, 785 F.2d at 1357-58).}
\end{quote}

Moreover, in applying the rational basis test, the court noted congressional concern over an incident of sabotage at a nuclear power
plant in Virginia and concluded that "[u]sing fingerprints to verify the identity and any existing criminal history of workers with access to vital areas or safeguards information is a rational method of clearing these workers."\(^\text{108}\)

Similarly, in a case involving a challenge to a New York state regulation requiring fingerprinting of all employees of national stock exchanges, a federal district court found that "[p]ossession of an individual's fingerprints does not create an atmosphere of general surveillance or indicate that they will be used for inadmissible purposes. Fingerprints provide a simple means of identification no more." The court observed that as long as the government had a "valid justification . . . for the taking of the prints under reasonable circumstances, their use for future identification purposes even in criminal investigations, is not impermissible."\(^\text{109}\)

**Constitutional challenges to fingerprinting in a criminal justice context:** What will happen when Army authorities want a biometric identifier from a member of the Army community whom they suspect has committed a crime? Capturing the biometric identifier in this context should not run afoul of the Constitution. The Fourth Amendment to the U.S. Constitution governs searches and seizures conducted by government agents. It provides that "[t]he right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated." As the amendment makes clear, the Constitution does not forbid all searches and seizures, only "unreasonable" ones. The Supreme Court defines a search as an invasion of a person's reasonable expectations of privacy.\(^\text{110}\) To evaluate whether providing a biometric identifier in a criminal justice context constitutes a search, the judiciary focuses on two factors. First, the court examines the nature of the intrusion.\(^\text{111}\) Actual physical intrusions into the body, such as blood-drawing,\(^\text{112}\) Breathalyzer testing, and urine analysis,\(^\text{113}\) can

---

\(^{108}\) *Utility Workers Union of America*, 664 F.Supp. at 139.


\(^{112}\) See *Schmerber v. California*, 384 U.S. at 767-68.

\(^{113}\) See *Skinner*, 489 U.S. at 618.
constitute Fourth Amendment searches. Second, the court examines the scope of the intrusiveness paying close attention to the “host of private medical facts” revealed during the search.\textsuperscript{114}

In the criminal justice context, the Supreme Court has examined the issue of whether acquiring information about an individual’s personal characteristics constitutes a search. It has found that requiring a person to give voice exemplars is not a search because “the physical characteristics of a person’s voice, its tone and manner, as opposed to the content of a specific conversation, are constantly exposed to the public,” such that “no person can have a reasonable expectation that others will not know the sound of his voice.”\textsuperscript{115} Using the same reasoning, the Court has ruled that requiring a person to give handwriting exemplars is not a search.\textsuperscript{116} It has also described fingerprinting as nothing more than obtaining “physical characteristics . . . constantly exposed to the public,”\textsuperscript{117} and that fingerprinting “involves none of the probing into an individual’s private life and thoughts that marks an interrogation or search.”\textsuperscript{118}

In cases where provision of a biometric identifier might be found to constitute a search (as in the hypothetical case of a physically intrusive DNA-based biometric that would reveal extensive private medical facts about the individual), “the ultimate measure of the constitutionality of a governmental search is ‘reasonableness.’”\textsuperscript{119} To make this determination, a court must balance the “intrusion on the individual’s Fourth Amendment interests against its promotion of legitimate governmental interests.”\textsuperscript{120} In the criminal context, a search is “reasonable” only if the law enforcement agency has probable cause of criminal activity.\textsuperscript{121}

\textsuperscript{114}See id. at 617.

\textsuperscript{115}United States v. Dionisto, 410 U.S. 1, 93 (1973). See also LaFave et al., Criminal Procedure, Vol. 2, § 3.2(g) (LaFave et al., 1999).


\textsuperscript{117}Capp v. Murphy, 412 U.S. 291 (1973).

\textsuperscript{118}Davis v. Mississippi, 394 U.S. at 726-727. See also LaFave, Criminal Procedure at § 3.2(g).


\textsuperscript{120}Id. (quoting Skinner, 489 U.S. at 619) (internal quotation marks omitted).

FBI experience: As the Army considers various biometric applications, it might benefit from study of the FBI experience involving the bureau’s searchable criminal and civil fingerprint databases. In particular, the conclusion of the FBI’s Office of the General Counsel (OGC) that the FBI’s use for criminal justice purposes of fingerprint records obtained from servicemembers and federal employees is “legally unobjectionable” should be of interest to the Army.

Currently, individuals serving in the military service and those persons applying for federal employment must undergo fingerprinting. While some of this fingerprinting is still done using the traditional ink-and-paper ten-print cards, much of it is being done electronically as a biometric, resulting in an image file, that can be transformed into a template. Eventually, all fingerprinting will be done through some type of biometric process.

By way of background, Congress in 1924 authorized the Department of Justice to begin collecting fingerprint and arrest record information voluntarily submitted for federal and state arrests. In 1930, Congress created the FBI’s identification division, giving it responsibility for “acquiring, collecting, classifying, and preserving criminal identification and other crime records” and authorizing the exchange of these criminal identification records with authorized state, and local officials. Today, the FBI’s Criminal Justice Information Services (CJIS) Division is the world’s largest fingerprint repository. Its current file holdings of fingerprint cards total over 219 million. This figure grows by over 5,000 each day [Archer, 1997].

The fingerprint records obtained from military members, federal applicants and others are submitted to the FBI. CJIS runs the finger-

122Executive Order 10450 (1953) requires federal employees in positions affecting the national security to submit fingerprints. Both DoD and the Army have Personnel Security Programs. These programs establish comprehensive policies and procedures applicable to personnel in the Army and other military branches; civilian employees in the DoD and Department of the Army; Army and DoD contractors; as well as other affiliated persons. Examples of affiliated persons include Red Cross or United Service Organizations personnel. The DoD Personnel Security Program and Army Personnel Security Program require the subject of each personnel security investigation to “provide fingerprints of a quality acceptable to the FBI” among other things. See 32 C.F.R. §§ 154.35, 154.8; AR 380-67, dated September 9, 1988.

print record against its integrated, automated “criminal files”
database in Clarksburg, West Virginia, to determine if the individual
has any past criminal involvement.\textsuperscript{124} CJIS receives about 32,000
fingerprint cards a day for such processing.\textsuperscript{125} This database con-
tains a comprehensive fingerprint record of individuals fingerprinted
after arrest or incarceration (FBI, 1995).\textsuperscript{126} CJIS has converted all of
these fingerprint records into electronic format. Moreover, state and
local criminal justice agencies have the capability to transmit their
fingerprint records to CJIS electronically. Thus, the “criminal files”
database is readily and easily searchable (FBI, 1999).\textsuperscript{127}

If the criminal history background search reveals an individual’s past
criminal involvement, the fingerprint record becomes part of the
“criminal files” database. This database has more than 132 million
criminal cards representing 36.1 million individuals who have been
arrested or convicted of a criminal offense in the United States.

If the search reveals no criminal history, the fingerprint record is kept
in the CJIS “civil files” database (FBI, 1995). The “civil files” database
maintains approximately 87 million civil fingerprint cards represen-

\textsuperscript{124}See, e.g., FBI (1995). This process is sometimes referred to as a National Agency
Check (NAC). See e.g., AR 380-67.
\textsuperscript{125}This number includes criminal history background searches requested by federal
and state governments and others for various permit, license and employment
clearances in addition to federal employment applications and military service. See
\textsuperscript{126}See also Identification Division Records System Notice, printed in 55 Fed. Reg. 49174
\textsuperscript{127}On August 10, 1999, FBI Director Louis J. Freeh inaugurated the full operation of
the Integrated Automated Fingerprint Identification System (IAFIS), which provides
federal, state, and local criminal justice agencies the ability to transmit fingerprint
information electronically. Previously, criminal justice agencies mailed ink and paper
fingerprint cards to the FBI for processing. After the cards were received, a semi-auto-
mated system classified the fingerprints and compared them to the fingerprint cards
in the FBI’s CJIS fingerprint database. This identification process sometimes took
weeks to complete. IAFIS will compare the submitted images with its huge database
of fingerprints, and respond within two hours. The response will include a complete
criminal history of the person, if one exists. Even if the person fingerprinted provides
false identification, IAFIS will make a positive identification by matching fingerprints.
For a discussion of law enforcement use of such automated systems, see Garfinkel
technologies eroding privacy).
ing approximately 39 million people. These individuals have been fingerprinted as a result of federal employment applications or military service, for alien registration and naturalization purposes, as well as for voluntary submission for personal identification purposes.

The “civil files” database is not fully automated. The vast bulk of its fingerprint records are the paper and ink variety. However, since last year, the FBI has taken steps to automate the database from “Day One forward” as it receives biometric versions, i.e., new fingerprint cards in electronic (biometric) format (CJIS, 1998). The FBI also has the option of scanning into the database the paper and ink records to convert them into electronic format. The FBI could also electronically organize subfiles, known as Special Latent Cognizant (SLC) files, within the “civil files” database. For example, the FBI could organize an SLC file of fingerprints of DoD employees and military members. By getting civil fingerprint records electronically recorded into the “civil files” database and by organizing extensive SLC files, or subsets, within it, the “civil files” database, like the “criminal files” database, would be easily and readily searchable.

From a criminal investigative point of view, the capability to access and search latent fingerprints against all the fingerprint records in the “civil file” database would be of great benefit to law enforcement. For example, a latent fingerprint found at a crime scene on a military base could be searched against the DoD SLC file in the “civil files” database. In this way, more crimes could be solved.

In 1995, the FBI asked its OGC for its legal opinion as to whether the FBI could conduct such searches of its “civil files” database. After review, OGC concluded that “[u]sing civil fingerprint records for criminal justice purposes is legally unobjectionable” (FBI, 1995). OGC determined that the use of CJIS “civil files” for criminal justice purposes is consistent with the Privacy Act because it is a routine

---

128See, e.g., CJIS (1998). Some people have more than one fingerprint record in the database. For example, many military veterans take employment with the federal government.

129See, e.g., CJIS (1998). The number of fingerprint records from voluntary submissions is very small.

130Please note: This OGC opinion does not have the force of law.
use. The two requirements for routine use are compatibility with the original use for which the data were collected and Federal Register publication. OGCG determined that the compatibility requirement is met because “using fingerprints collected for criminal history check purposes for criminal justice identification purposes is . . . completely compatible with the purposes for which they were first collected” (FBI, 1995). OGCG also determined that because the FBI has properly published the routine use in the Federal Register, “after reading the notice, no reasonable person could claim to be surprised to find that [his] fingerprints, once submitted to the FBI, will be used by the Bureau for identification purposes in either a criminal justice or civil setting” (FBI, 1995). Similarly, drawing on some of the case law discussed above, OGCG determined that no constitutional right to privacy exists in an individual’s identity and criminal history background.

In sum, OGCG has concluded that it is legally unobjectionable for the FBI to search its “civil files” database, which it can organize into SLC

132The FBI changed the routine uses set forth in the “Fingerprint Identification Record System” notice in February 1996. The notice reads, in pertinent part:

Identification and criminal history record information within this system of records may be disclosed as follows:

To a Federal, State, or local law enforcement agency, or agency/organization directly engaged in criminal justice activity (including the police, prosecution, penal, probation/parole, and the judiciary), and/or to a foreign or international agency/organization, consistent with international treaties, conventions, and/or executive agreements, where such disclosure may assist the recipient in the performance of a law enforcement function, and/or for the purpose of eliciting information that may assist the FBI in performing a law enforcement function; to a Federal, State, or local agency/organization for a compatible civil law enforcement function; or where such disclosure may promote, assist, or otherwise serve the mutual criminal law enforcement efforts of the law enforcement community.

133See FBI (1995) (quoting Trade Waste Mgt Ass’n v. Hughey, 780 F.2d 221, 234 (3d Cir. 1985), “While it may be that when conduct resulting in the convictions or charges was engaged in the person who engaged in it expected that such participation would remain secret, that expectation was never reinforced by law.”)
subsets. This conclusion suggests that it would be legally unobjectionable for the Army, were it so inclined on policy grounds, to coordinate with the FBI to have the FBI organize an SLC file consisting of the overall Army community, or various SLC files containing further subsets of the Army community, such as active-duty and Department of the Army civilians, which the FBI could then search. The OGC conclusion further suggests that it would be legally unobjectionable for the Army, were it so inclined on policy grounds, to organize its own similar "civil" database of biometric identification information and search this database for criminal justice identification purposes, provided that the Army received the proper authority to do so and complied with the Privacy Act requirements, as the FBI did. No apparent constitutional barriers stand in the way. Before embarking on these database paths, however, the Army should undertake a detailed legal analysis based on exactly what it wants to do to make certain it is on firm legal ground. In addition, the Army will have to assess policy concerns related to such uses.

DMDC experience: The Defense Manpower Data Center (DMDC) operates what is arguably DoD's largest biometric database. DMDC's experiences in this regard might be instructive to the Army. (The DMDC experience is also included in Appendix B.)

The Federal Managers' Financial Integrity Act of 1982 requires federal managers to establish internal controls to provide reasonable assurance that funds, property and other assets are protected against fraud or other unlawful use. As a result of this legislation, DoD launched Operation Mongoose, a fraud prevention and detection initiative. Operation Mongoose exposed a number of fraud schemes and indicated that DoD needed to improve servicemember identification and verification procedures. Responding to the need for better fraud prevention measures, the Acting Under Secretary of Defense (Personnel and Readiness) gave authority to the DMDC to initiate an electronic fingerprint capture policy in 1997.134

Since 1998, the DMDC has been capturing the right index fingerprint of all active-duty, reserve, and retired military personnel as well as survivors receiving a military annuity. This potential enrollment

pool is some three million people. The print is captured during routine issuance (or reissuance) of military ID cards at some 900 DMDC sites. DMDC stores electronic copies of these fingerprints (the file images and the templates) in a comprehensive database, the Defense Enrollment Eligibility Reporting System (DEERS). DMDC stores no copies of fingerprints on the actual military ID card. DEERS can be accessed if a person’s identity needs to be authenticated.

The DEERS database is believed to be the largest biometric database in DoD. As such, it complies with the Privacy Act. The Defense Privacy Office and other institutional assets assisted in ensuring compliance. To date, no successful legal challenge has been brought against the DMDC’s biometric database.

**Information Privacy—Whalen v. Roe.**

135 *Introduction to Whalen v. Roe.* The Supreme Court’s 1977 decision in *Whalen v. Roe* “began the process of identifying the elements of an American constitutional right of informational privacy” (Schwartz, 1995). In 1999, a federal court cited *Whalen* for the proposition that “the Constitution protects an individual’s privacy right to avoid disclosure of personal information.”

*Whalen* involved the constitutional question of whether the state of New York could record and store, in a centralized computer database, “the names and addresses of all persons who have obtained, pursuant to a doctor’s prescription, certain drugs.”

135 This section of the report is largely drawn from Woodward (1997a).

136 Other legal scholars have perhaps interpreted the significance of *Whalen v. Roe* slightly differently. See, e.g., Allen (1991, p. 181), “The Court has come closest to recognizing an independent right of information privacy in *Whalen v. Roe*”; Roch (1986, pp. 71, 89), “[In *Whalen v. Roe*, the court] recognized in dicta that there may exist a right to protect against improper disclosure of personal data.”; Cate (1997, p. 65), “[Having found this new privacy interest in nondisclosure of personal information, the Court . . . applying a lower level of scrutiny, found that the statute did not infringe the individual’s interest in nondisclosure”]; and Strauss et al. (1995, p. 874), “A requirement that information of arguable utility to a lawful regulatory program be collected or submitted is unlikely to fall beyond the constitutional power of either federal or state government.”


While technology has changed greatly since 1977, the legal reasoning in *Whalen* is still relevant, particularly for biometrics, and more important, for the Army’s use of biometrics. *Whalen* is instructive because it demonstrates the federal judiciary’s likely approach to deciding some of the major constitutional law issues likely to be raised by Army-mandated biometric applications. Accordingly, the facts of the case, the holding, and the judicial reasoning deserve detailed examination.

**Facts:** In 1970, the New York legislature, disturbed about the growing drug problem, established a commission to evaluate the state’s drug control laws.\(^{139}\) After study, the commission made recommendations to correct perceived deficiencies in these state laws. Following up on these recommendations, the legislature amended the New York Public Health Law to require that “all prescriptions for Schedule II drugs” had to be prepared by the physician on an official state-provided form.\(^{140}\) The completed form identified

- the prescribing physician;
- the dispensing pharmacy;
- the prescribed drug and prescribed dosage; and,
- the name, address, and age of the patient.

The statute required that a copy of the completed form be forwarded to the New York State Department of Health in Albany.\(^{141}\) Albany received about 100,000 Schedule II prescription forms each month. There, the government agency recorded the information on magnetic tapes for eventual processing by computer. Based on his study of other states’ reporting systems, the commission’s chairman found

---

\(^{139}\)See *id.* This commission was formally known as The Temporary State Commission to Evaluate the Drug Laws. See *id.* at 592 n.4.

\(^{140}\) *Id.* at 593. The statute classified potentially harmful drugs in five schedules which conformed with relevant federal law. Schedule II drugs included the most dangerous of the legitimate drugs. Examples of such drugs would include opium, methadone, amphetamines, and methaqualone. These drugs all have accepted medical uses. The statute also provided for an emergency exception.

that this comprehensive government-mandated database would serve two purposes: It would be a “useful adjunct to the proper identification of culpable professionals and unscrupulous drug abusers,” and it would provide the authorities a “reliable statistical indication of the pattern of [the state’s] drug flow” to help stop the diversion of lawfully manufactured drugs into the illegal market.\textsuperscript{142}

Patients, doctors, and physicians’ associations challenged the New York statute in court. The evidence offered before the federal district court, where the case was first heard, included testimony from

- two parents who “were concerned that their children would be stigmatized [as drug addicts] by the State’s central filing system”; 
- three adult patients who “feared disclosure of their names” to unauthorized third parties; and, 
- four physicians who believed that the New York statute “entrenches on patients’ privacy and that each had observed a reaction of shock, fear, and concern on the part of their patients.”\textsuperscript{143}

The parties thus advanced two related privacy concerns, which eventually reached the Supreme Court’s consideration: “the nondisclosure of private information,” or informational privacy, and an individual’s “interest in making important decisions independently,” or decisional privacy.

\textit{Holding:} In his opinion for the Court, Justice John Paul Stevens, joined by the Chief Justice and five other justices, found that “neither the immediate nor the threatened impact of the [statute’s] patient-identification requirements . . . on either the reputation or the independence of patients . . . is sufficient to constitute an invasion of any right or liberty protected by the Fourteenth Amendment.”\textsuperscript{144} With these words, the Supreme Court rejected the privacy claim. In sum, the nation’s highest court ruled that a government’s centralized,

\textsuperscript{142}Whalen \textit{v. Roe}, 429 U.S. at 592 n.6.
\textsuperscript{143}Id.
\textsuperscript{144}Id. at 603-04.
computerized database containing massive amounts of sensitive medical information passed constitutional muster.

Judicial reasoning: What factors influenced the Supreme Court’s reasoning? First, the Court seemed impressed by the New York legislature’s creation of a specially appointed commission that held many hearings on and conducted a thorough study of the state’s drug problem. The commission consulted extensively with authorities in other states that used central reporting systems effectively. In other words, a commission empowered by the legislature had done its homework in an attempt to help solve the menacing problem of drugs. The Court concluded that the statute was “manifestly the product of an orderly and rational legislative decision.”

Arguably, the New York statute had not had much of an impact on the drug problem. For example, 20 months after its enactment, examination of the database led to only two investigations involving illegal use of drugs. As a kind of political process check, the Court explained that the state legislature, which gave this patient identification requirement its legal life, can also sound its death knell if it turns out to be an “unwise experiment.”

In its analysis of the informational privacy concerns raised, the Court paid close attention to what specific steps the state agency had taken to prevent any unauthorized disclosures of information from the centralized database. In particular, the Court noted the following:

- The forms and records were kept in a physically secure facility.
- The computer system was secured by restricting the number of computer terminals that could access the database.
- Employee access to the database was strictly limited.
- There were criminal sanctions for unauthorized disclosure.

The Supreme Court took a somewhat practical approach to the way personal information is used in the contemporary age. It accepted

---

145See id. at 591. The Temporary State Commission to Evaluate the Drug Laws issued two reports, which the legislature made part of the legislative history of the statute.
146Id. at 597.
the view that disclosure of such medical information to various government agencies and private sector organizations, such as insurance companies, is "often an essential part of modern medical practice even when the disclosure may reflect unfavorably on the character of the patient. Requiring such disclosures to representatives of the State having responsibility for the health of the community does not automatically amount to an impermissible invasion of privacy."\textsuperscript{147}

In addressing decisional privacy issues, the Court acknowledged genuine concern that the very existence of the database will disturb some people so greatly that they will refuse to go to the doctor to get necessary medication. However, given the large number of prescriptions processed at Albany, the Court came to the conclusion that the "statute did not deprive the public of access to the [legal] drugs."\textsuperscript{148}

The Court's opinion concluded with a cautionary note that still echoes loudly 23 years later:

\begin{quote}
We are not unaware of the threat to privacy implicit in the accumulation of vast amounts of personal information in computerized data banks or other massive government files. . . . The right to collect and use such data for public purposes is typically accompanied by a concomitant statutory or regulatory duty to avoid unwarranted disclosures.\textsuperscript{149}
\end{quote}

The New York statute and its related implementation showed "a proper concern with, and protection of, the individual's interest in privacy."\textsuperscript{150} The Court, however, limited the effect of its decision by reserving for another day consideration of legal questions that could arise from unauthorized disclosures of information from a

\textsuperscript{147}Id. at 602 (footnote omitted).

\textsuperscript{148}Id. (noting that Albany received approximately 100,000 prescription forms for Schedule II drugs monthly).

\textsuperscript{149}Id. at 605.

\textsuperscript{150}Id.
government database "by a system that did not contain comparable security provisions."\textsuperscript{151}

\textit{Justice Brennan’s concurring opinion}: In his concurring opinion, Justice William Brennan, more so than his colleagues, expressed his concern over the potential erosion of informational privacy in the face of emerging technologies. "The central storage and easy accessibility of computerized data vastly increase the potential for abuse of that information, and I am not prepared to say that future developments will not demonstrate the necessity of some curb on such technology."\textsuperscript{152} While this specific “carefully designed program” did not “amount to a deprivation of constitutionally protected privacy interests,” Justice Brennan suggested that there is a core right to informational privacy and stressed that future programs might be subjected to a compelling state interest test or strict scrutiny by the court of the government action.\textsuperscript{153}

\textit{Justice Stewart’s concurring opinion}: Justice Potter Stewart, in his concurrence, took issue with what he implicitly viewed as Justice Brennan’s expansive privacy approach as well as with his brethren’s view of constitutional privacy interests. According to Stewart, no general right of privacy can be found in the Constitution. Moreover, in Stewart’s view, privacy concerns are matters left largely to the individual states.\textsuperscript{154}

\textit{Cautionary note}: The \textit{Whalen} Court expressed its concern about the potential for “unwarranted disclosures” from the government’s databases. As Professor Bevier, writing in a similar context, has explained:

> The fact that the government collects such great quantities of data gives rise to concern . . . that the data will be inappropriately disseminated, within government or to outsiders, or that it will be otherwise misused or abused. Recent advances in computer technology, which permit data to be manipulated, organized, compiled,

\textsuperscript{151}Id. at 605-06.
\textsuperscript{152}Id. (Brennan, J., concurring).
\textsuperscript{153}See id. (Brennan, J., concurring).
\textsuperscript{154}See id. (Stewart, J., concurring).
transferred, distributed, and retrieved with hitherto unimaginable ease, exacerbate such concern. (Bevier, 1995, p. 457.)

With the exception of Justice Stewart, all of the justices adopted a prospective approach. That is, by intensely focusing on the facts of *Whalen*, the Court left itself ample judicial wiggle room to find that government-mandated use of new technologies combined with powerful computer systems might lack necessary constitutional safeguards. Because the *Whalen* decision is tied so intimately to the specifics of *Whalen*, a future Court could easily distinguish the facts of a future case from the facts of *Whalen* to reach a different decision.

In sum, a lesson for the Army to take away from *Whalen* is that a future Court might find an informational privacy right violated unless the government agency collecting the information (1) had made clear its need and purpose in collecting the information and (2) had taken strong and effective measures to prevent unwarranted disclosures from its databases. In other words, if the government agency ignores these steps, the Court’s cautionary note of *Whalen* could turn into a clear-sounding constitutional alarm bell in the future.

*The legacy of Whalen:* Recent case law suggests that the federal judiciary accepts the informational privacy concept articulated in *Whalen*. In 1999, the Court of Appeals for the Ninth Circuit explained that one of the constitutionally protected privacy interests of *Whalen* is “the individual interest in avoiding disclosure of personal matters.” Moreover, the Ninth Circuit, like the *Whalen* court, found that the right to informational privacy is not absolute but must be balanced with the governmental interest.

In *In re Crawford*, the court held that federally required public disclosure of the SSNs of certain paralegals does not violate any consti-

---

155 See also Garfinkel (2000, pp. 260–266).
156 For this observation, the principal author thanks Professor Steve Goldberg of the Georgetown University Law Center who shared it in September 1996. Professor Goldberg explained that when a Supreme Court opinion offers broad pronouncements and little factual analysis, it is a sure sign that the Court is on comfortable turf. However, when the opinion deals with intense factual scrutiny, the Court is less sure of itself and thus keeping its options open for the long run.
tutional or statutory rights of these individuals. The federal law at issue requires a bankruptcy petition preparer (BPP), a type of para-legal, to include his or her SSN on all documents filed with the federal bankruptcy courts. By law, these documents are public records that can be accessed by anyone. Jack Ferm, a BPP, refused to provide his SSN on bankruptcy documents he had filed with a bankruptcy court in Nevada. He feared disclosure of his SSN would make him particularly vulnerable to the crime of identity theft. When the court fined him for refusing to provide his SSN, Ferm filed a lawsuit in federal court, claiming the disclosure of his SSN violated his privacy rights.

Although the court sympathized with Ferm’s “speculative fear,” it noted that an SSN, “unlike HIV status, sexual orientation, or genetic makeup” is “not inherently sensitive or intimate information, and its disclosure does not lead directly to injury, embarrassment, or stigma.”158 The court balanced Ferm’s interest in nondisclosure of his SSN with the governmental interests. The many factors the court considered included:

158 Id. at 13-14. In Ferm’s case, he had not suffered any actual identity theft at the time he brought his suit, thus the court determined his fear as “speculative.”

The court found that the disclosure requirement serves the Bankruptcy Code’s “public access” provision, which is rooted in the traditional right of public access to judicial proceedings. After weighing the many relevant factors, the court concluded:

159 Id. at *11 (citing Doe v. Attorney General, 941 F.2d at 796, quoting Westinghouse, 638 F.2d at 578).
Accordingly, we cannot say that Congress transgressed the bounds of the Constitution in enacting the statutes at issue here.\(^{169}\)

*In re Crawford* is a recent example illustrating that the Supreme Court’s approach in *Whalen* remains firmly in place within the federal judiciary. It is prudent for the Army to study *Whalen* closely, to explain its military need for biometrics and to have database safeguards in place.

**What Constitutionally Based Religious Concerns Does Biometrics Raise?**

**Overview.** As explained above, some limited segments of American society have expressed religious objections to the use of biometrics. Among these objections, individuals oppose being compelled to participate in a government-mandated biometric application. The New York Department of Social Services and the Connecticut Department of Social Services (DSS) have encountered legal challenges based on religious concerns from entitlement program recipients who refused to provide a biometric identifier. Based on these objections, the Army might encounter a similar legal challenge to its mandated use of biometrics. Accordingly, the New York DSS and Connecticut DSS experiences might offer useful insights for the Army.

**New York Experience.** Liberty Buchanan, a New York resident, received AFDC and Food Stamps for herself and her four minor children. In 1996, New York DSS told her she would be required to participate in an AFIS. New York law required participation in AFIS as a condition of eligibility for AFDC and other entitlements.\(^{161}\) Buchanan refused to participate in AFIS. She based her refusal on her religious convictions, grounded in part on her interpretation of the “mark of the beast” language in the Book of Revelation. Because she refused to provide a fingerprint, DSS discontinued the family’s benefits. After a DSS agency hearing, the State Commissioner of Social Services affirmed the DSS decision, finding that Buchanan did not demonstrate a good cause basis for exemption from the finger

\(^{169}\)Id. at *16. The court did, however, “encourage the Bankruptcy Courts to consider enacting rules to limit the disclosure of BPP SSNs.”

\(^{161}\)See 18 N.Y.C.R.R. § 351.2(a).
imaging requirement. Buchanan then appealed to the New York state court. After a hearing, the court found that Buchanan had failed to “set forth any competent proof that the AFIS actually involved any invasive procedures marking them in violation of [her] beliefs.” Accordingly, the court upheld the DSS decision.

**Connecticut Experience.** Similarly, in Connecticut, John Doe, his wife, and minor children—recipients of Temporary Family Assistance (TFA)—refused to submit to the Connecticut DSS digital imaging requirement. Beginning in January 1996, DSS, pursuant to state law, began requiring all TFA recipients to be biometrically imaged for identification purposes by providing copies of the fingerprints of their two index fingers (Uniform Policy Manual, 2000). In April 1996, Mr. and Mrs. Doe objected, based on their religious beliefs. DSS exempted them from the requirement in April 1996 and October 1997. In July 1998, however, DSS reviewed its policy and determined that the Does would have to comply with the digital imaging requirement. Doe requested a DSS hearing.

At the August 1998 hearing, he testified about his objections to providing a biometric identifier. He based these objections on his religious beliefs. Doe testified that the Book of Revelation discusses the “mark or number of the beast,” which the “beast” tries to make all people receive on their hand or forehead. According to Doe, those who accept the mark “shall drink of the wine of the wrath of God” and be condemned. By submitting to digital imaging and allowing himself to be marked in this way, he would violate his religious convictions. He therefore requested a “good cause” exception to the digital imaging requirement as provided in the DSS regulations.

In November 1998, the hearing officer ruled that Doe, “although having strong religious beliefs, some of which he interprets as a bar-

---

162 *Buchanan v. Wing*, New York Supreme Court, Appellate Division, Third Judicial Department, December 4, 1997, 79341.

163 “John Doe” is an alias used to protect the true identity of the individual out of respect for his and his family’s privacy.

164 See also Connecticut State DSS (1996, 2000).

165 *Uniform Policy Manual* (2000), “Good cause is considered to exist when circumstances beyond the individual’s control reasonably prevent participation with the Digital Imaging process.”
rrier for him to be digitally imaged, does not have as a result of this religious belief a circumstance beyond his control which prevents him from being digitally imaged" (Connecticut State DSS, 1998). Doe appealed from this final DSS decision to the Connecticut state court. While his case was pending, the DSS Commissioner decided to vacate the hearing decision and grant the Does an exception from the digital imaging requirement (Connecticut State DSS, 1999).

Goldenman v. Weinberger. While the Army has not yet encountered any legal challenges to its biometric applications, the U.S. military has encountered objections to military regulations based on an individual’s religious beliefs. One of the best-known legal challenges brought against the military on this basis is the case of Goldman v. Weinberger, decided by the Supreme Court in 1986.166

S. Simcha Goldman, an Air Force officer and ordained rabbi of the Orthodox Jewish faith, was ordered not to wear his yarmulke while on duty and in uniform, pursuant to Air Force regulations.167 Goldman then brought an action in federal district court, claiming that the application of the Air Force regulation to prevent him from wearing his yarmulke infringed upon his First Amendment freedom to exercise his religious beliefs. The District Court agreed with Goldman and permanently enjoined the Air Force from enforcing the regulation against him. The Court of Appeals reversed, and Goldman appealed to the Supreme Court.

The Supreme Court held that Goldman’s religious objections, grounded in the First Amendment’s free exercise of religion clause, did not prohibit the challenged regulation from being applied to Goldman, even though its effect is to restrict the wearing of the headgear required by his religious beliefs. The Court found that the First Amendment does not require the military to accommodate such practices as wearing a yarmulke in the face of the military’s view that such practices would detract from the uniformity sought by dress regulations. In his majority opinion, then-Justice Rehnquist

166Goldman v. Weinberger, 475 U.S. at 503.
167Air Force Regulation 35-10 provides, in pertinent part, that authorized headgear may be worn out of doors but that indoors “hardheadgear [may] not be worn . . . except by armed security police in the performance of their duties.” AFR 35-10, ¶ 1-6.h(2)(f) (1980).
explained that, “when evaluating whether military needs justify a particular restriction on religiously motivated conduct, courts must give great deference to the professional judgment of military authorities concerning the relative importance of a particular military interest.”\textsuperscript{168}

Congress reacted to the Goldman decision by passing a statute effectively eviscerating the Court’s ruling. In 1987, Congress amended the U.S. Code to permit a member of the armed forces to “wear an item of religious apparel while wearing the uniform of the member’s armed force,” with two exceptions: when “wearing of the item would interfere with the performance of the member’s military duties” or if “the item of apparel is not neat and conservative.”\textsuperscript{169}

In 1990, the Supreme Court decided another important case involving religious beliefs. In Employment Division, Department of Human Resources of Oregon v. Smith, (“Smith”), Alfred Smith and Galen Black brought suit against the Oregon State Employment Division after it refused their claims for unemployment compensation.\textsuperscript{170} Their employer had discharged them from their jobs on “misconduct” grounds because they had ingested peyote, a hallucinogen, as part of the sacramental observances of their Native American religion. Under Oregon law, peyote is a controlled substance and thus prohibited.

In Smith, the Supreme Court held that the First Amendment’s free exercise of religion clause does not require exemption from a religiously neutral law for those whose religious beliefs preclude them from complying with the law. Smith holds that the legislature is free, however, to grant religious exemptions to the neutral laws if it so chooses.\textsuperscript{171} Thus, in Smith, the First Amendment’s free exercise clause did not prohibit the application of Oregon state drug laws to use of peyote for religious purposes. However, were it so inclined, the Oregon state legislature could create a religious exemption.

\textsuperscript{168}Goldman v. Weinberger, 475 U.S. at 507 (citation omitted).


\textsuperscript{170}Employment Division, Department of Human Resources of Oregon v. Smith, 494 U.S. 872 (1990).

\textsuperscript{171}Id. at 889.
Lessons Learned. As it plans its biometric applications, the Army can draw several broad lessons from *Goldman*. First, *Goldman* demonstrates that just as the Supreme Court deferred to the Air Force uniform regulation, the federal judiciary will be somewhat deferential to an Army biometric application. Second, the congres-sional reaction to the *Goldman* decision demonstrates that Congress is not unwilling to require the military to make special allowances for religious objections of members of the military community. Third, the military, as an institution, and the Army, as an armed service, know that they take orders from Congress.

In the context of the Army’s use of biometrics, the lesson from *Smith* reinforces a lesson from *Goldman*: While the Army’s requirement for participating in biometric applications, just like the Oregon law prohibiting peyote, will be religiously neutral, Congress, like the Oregon state legislature, could grant, if it were so inclined, religious exemptions to the neutral requirement.

The Army, for example, has an extensive, established policy in place to accommodate religious practices.\(^{172}\) It approves requests for accommodation of religious practices unless the accommodation will have an adverse impact on “military necessity,” which consists of unit and individual readiness, unit cohesion, morale, discipline, safety, or health. As the Army’s primary advisor on matters pertaining to religious accommodation, the Army Chief of Chaplains is an important institutional asset on whom the Army leadership may call for guidance in determining how religious objections to biometric applications should be handled. As the official charged with establishing the Army’s policy on the accommodation of religious practices, the Deputy Chief of Staff for Personnel (DCSPERS) will also play a key role.

INTERNATIONAL LAW CONCERNS

European Union Data Protection Directive

Overview. The European Union Privacy Directive, also known as the EU Data Protection Directive or Directive 96/46/EC, took effect on

October 25, 1998. The directive prohibits the transfer of personal data to any country that does not provide an "adequate" level of protection, as determined by the EU, for the privacy of the data. To ensure compliance with this adequacy requirement, all EU member states were obligated to enact comprehensive privacy legislation, by the effective date of the directive, requiring organizations to implement personal data policies. The United States, however, does not rely on this type of comprehensive legislation to protect privacy, but instead uses a "sectoral approach," relying on a combination of legislation, regulation, and self-regulation. These differing approaches to protecting privacy created uncertainty as to the impact on U.S. organizations of the directive's adequacy requirement.

To address these concerns, the United States and the European Commission agreed in July 2001 on a "safe harbor" framework, under which eligible U.S. organizations can satisfy the "adequacy" requirements of the directive by voluntarily adhering to a set of data protection principles.

**Major Provisions.** The directive has the potential to be far-reaching. For example, the EU personal data policies provide for the following:

- **Transparency:** Data must be processed fairly and lawfully.
- **Purpose Limitation:** Data must be collected and possessed for specified, legitimate purposes and kept no longer than necessary to fulfill the stated purpose.
- **Data Quality:** Data must be accurate and up-to-date.

---


• Data Transfers: Article 25 of the directive restricts authorized users of personal information from transferring that information to third parties without the permission of the individual providing the data, or data subject. In the case of data transfers across national boundaries, the directive prohibits data transfers outright to any country lacking an “adequate level of protection,” as determined by the EU. Article 25 is a major source of U.S. concern.

• Special Protection for Sensitive Data: This provision requires restrictions on, and special government scrutiny of, data collection and processing activities of information identifying “racial or ethnic origin, political opinions, religious or philosophical beliefs, . . . or] concerning health or sex life.” Under the directive, such data collection or processing is generally forbidden outright.

• Government Authority: Each EU member state must create an independent public authority to supervise personal data protection. The EU will oversee the directive’s implementation and will engage in EU-level review of its provisions.

• Data Controllers: Organizations processing data must appoint a “data controller” responsible for all data processing, who must register with government authorities.

• Individual Redress: A data subject must have the right to access information about himself, correct or block inaccuracies, and object to information’s use.

Article 1 of the directive requires member states to protect the “fundamental rights and freedoms of natural persons, and in particular their right to privacy with respect to the processing of personal data.” In essence, the EU has made privacy a fundamental human right.

**Applicability to Biometrics.** The directive defines personal data as any information relating to an identified or identifiable natural person. An identifiable person is one who can be identified, directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural, or social identity. While the word “biometric” is
not specifically cited in the text, biometric identifiers will likely be implicated by the directive's definition of personal data.

**Applicability to the U.S. Army.** If a U.S. organization wishes to receive personal data from an EU organization—for example, if the U.S. Army wishes to collect biometric finger images from its employees, including foreign nationals, at a base in Germany—the U.S. organization can comply with the directive in three ways. It can either join the safe harbor, satisfy one of the directive's other exceptions, or seek an adequacy determination (U.S. Department of Commerce, 2001).

If an organization decides to participate in the safe harbor, it must comply with the safe harbor requirements, which are set forth in a set of seven privacy principles, and it must publicly declare its adherence to these principles. This “self-certification” of compliance must be made annually to the U.S. Department of Commerce, which will maintain a regularly updated list of safe harbor participants through its Web site. With regard to enforcement, organizations must have in place compliance verification procedures, as well as dispute-resolution mechanisms to resolve complaints about compliance. Further enforcement is provided for under U.S. federal or state law governing unfair and deceptive acts (U.S. Department of Commerce, 2001).

Accordingly, to be eligible to join the safe harbor, a U.S. organization must be subject to the jurisdiction of specified government bodies in the United States. The Federal Trade Commission and the Department of Transportation are the only two such government bodies specified in the safe harbor agreement. As such, the U.S. Army would seem to be ineligible to join the safe harbor at this time, although the safe harbor agreement makes provision for its “review

---

176 For the seven privacy principles, as well as the guidance for the implementation of these principles contained in the Frequently Asked Questions, see U.S. Department of Commerce (2001).

in light of experience,” such that the number of those organizations eligible to join the safe harbor may expand in the future.\textsuperscript{178}

Even if the Army cannot avail itself of the safe harbor route to compliance with the directive, it appears very likely that the Army’s use of biometrics will fit within one of the several exceptions and exemptions contained in the directive. Prominent among them, Article 3(2) of the directive contains an exception for public security and defense matters. It is not clear, however, whether this exception would be interpreted to apply narrowly—to only militaries of the EU member states or broadly—to the U.S. military operating in EU member states.\textsuperscript{179} Peter P. Swire, formerly the U.S. government’s Chief Counselor for Privacy, and co-author, Robert E. Litan, have contended in their study of the directive that the public security and defense exception would apply to the U.S. military operating in EU member states. Also, they believe a strong argument can be made that Article 25’s “adequacy” requirement would be satisfied because the Privacy Act protects the privacy interests of U.S. nationals in the U.S. military and the federal government.

Thus, the EU would determine that the Privacy Act provides an “adequate level of protection.” However, as Swire and Litan point out, the Privacy Act does not extend to foreign nationals. “Difficulties could arise, therefore, with records kept by the U.S. government about employees or other persons who are foreign nationals, such as when their employment or medical records are trans-


\textsuperscript{179}Article 3(2) of the directive reads in pertinent part:

This Directive shall not apply to the processing of personal data:

in the course of an activity which falls outside the scope of Community law, such as those provided for by Titles V and VI of the Treaty on European Union and in any case to processing operations concerning public security, defense, State security (including the economic well-being of the State when the processing operation relates to State security matters) and the activities of the State in areas of criminal law.

ferred back to Washington” (Swire and Litan, 1998, p. 129). At any rate Swire and Litan do not believe the EU Commission will want to target the U.S. government for an early enforcement action because of the special diplomatic and legal problems such an action would raise (Swire and Litan, 1998, p. 129).

The directive’s other exemptions may come into play. For example, Article 13(1) permits EU states to adopt legislative measures to restrict the scope of certain of the directive’s obligations and rights, provided the restriction constitutes a necessary measure to safeguard national security, defense, and public security, among others.\textsuperscript{100}

Moreover, Article 26(1) provides for derogation, or the partial revocation of a law, from Article 25. Specifically, EU member states “shall provide that a transfer or a set of transfers of personal data to a third country which does not ensure an adequate level of protection within the meaning of Article 25(2) may take place on condition that: . . . (d) the transfer is necessary or legally required on important public interest grounds.”\textsuperscript{101}

In principle, it may be argued that the exemptions provided for in Article 13 and 26(1) refer to national security reasons of the EU member states only, not the national security reasons of a foreign country, such as the United States. Nevertheless, the plain language of the Article 13(b) exception is “defence.” Hence, a broad interpretation of defense cannot be ruled out. Similarly, Article 26(1)(d) establishes a derogation on the condition that “the transfer is necessary or legally required on important public interest grounds.” Arguably, the U.S. Army’s presence in EU member states serves an important public interest. Unfortunately, there is not much official guidance or scholarly work on the eventual application of the national security exception to this or similar cases.

Most important, many international agreements are in force between the United States and EU member states where the United

\textsuperscript{100}Obligations and rights provided for in Articles 6(1), 10, 11(1), 12, and 21 of the directive may be restricted. See Article 13(1) of the Directive, available at http://www2.echo.lu/legal/en/dataprot/directiv/chap2.html#HD_NM_34.

States has a military presence. These agreements, some of them classified, would pertain to the original grants of rights for the U.S. military presence in the host nation.\textsuperscript{182} NATO multilateral agreements are also in force. These international agreements may contain provisions for derogation of some or all of the directive's obligations for the U.S. Army as a data controller. In case they do contain such provisions, the case law of the European Court of Justice should be reviewed to assess the impact of these international agreements of the EU member states with regard to EU Community Law.

Although the directive and its implementation are too recent to allow full evaluation of the precise impact the directive will have on Army biometric applications, on balance it appears likely that Army biometric applications will qualify for exemption from the directive's requirements. Also, to the extent that some U.S. Army bases are considered "joint" bases between the United States and the host nation EU member state, or to the extent these U.S. Army bases serve the defense of the EU member state by virtue of the international agreements to which they subscribed (e.g., mainly NATO), it is reasonable to think that EU member states could eventually authorize at least some of the exceptions provided for in the directive either with regard to the processing of personal data within the U.S. bases or the transfer of human resources data to the United States.

It should be noted, however, that the extent and scope of the exemptions and restrictions provided for in the directive are matters within the competence of the individual member states. Consequently, the precise interpretation of the exemptions could differ from one member state to another.

The final means for compliance with the directive—seeking an adequacy determination from the EU—is likely not a viable option given the political sensitivities involved. In any event, based on the discussion above, the Army will likely have no need to resort to this option.

Although the application of the EU Data Protection Directive to U.S. Army biometric applications appears complicated and confusing, the Army should bear in mind that it has experienced institutional assets

\textsuperscript{182}For example, the bilateral agreement with Italy is classified.
on whom it may call, including Army Judge Advocate General and DoD OGC as well as EUCOM (European Command), USAREUR (United States Army, Europe), SHAPE (Supreme Headquarters Allied Powers Europe (NATO)) and the U.S. Department of State, who have dealt with similar issues in the past. Moreover, regardless of what the Army does with biometric applications and where it does it, the directive’s applicability to the U.S. Army operating in EU member nations will eventually have to be decided because the Army is a huge collector of personal data in Europe and the directive defines personal data broadly and levies many requirements on the data collector.

Other International Law Concerns

As explained in the EU subsection above, when the Army operates in an overseas environment, there are some situations in which it is desirable for the Army to comply with foreign laws and some situations in which it is not desirable to do so. For example, the Italian government recently tried to require the U.S. military in Italy to accept Italian occupational safety and health laws. Other host nations attempt to force the U.S. military to accept their labor or environmental laws.

Just as with EU member states, the United States has entered into many bilateral agreements with other host nations where it has a military presence. For example, the United States and Japan have many such bilateral agreements (U.S. Forces Japan, 2000). These bilateral agreements can provide guidance for the Army as it plans biometric applications overseas. For example, many of these agreements give the Army great discretion in force protection and operational matters.183 Again, once it determines exactly what type of biometric application it wants to require in an overseas location, the Army needs to look for specific legal guidance from its institutional assets to determine how it should proceed.

183See, e.g., Article III, Section 1, of the Agreed Minute to the Treaty of Mutual Cooperation and Security, dated January 19, 1960, providing that “[w]ithin the facilities and areas [Japan has permitted the United States to use], the United States may take all the measures necessary for their establishment, operation, safeguarding and control” (emphasis added), available at http://www.yokota.af.mil/usf/J/Treaty2.htm.
CONCLUSION

This review has attempted to address legal concerns raised by Army use of biometrics. While not discussing every conceivable legal objection, this review was intended to provide the Army leadership with a useful starting point for legal analysis as it embarks on biometric applications. This review has also explained that while Army biometric applications raise legal concerns, these concerns about a new technology can be accommodated by the Army's and DoD's many institutional assets responsible for privacy issues. From the legal perspective, Army use of biometrics gets a tentative "Good to Go" for U.S.-based applications, provided it follows the statutory, administrative, and constitutional requirements discussed in this review.

In the international setting, the Army needs to be aware of the requirements of the EU Data Protection Directive and its impact on the U.S. government. Although the Army's use of biometrics will likely comply with the directive through one of the directive's exceptions, the Army must pay close attention to the way these exceptions are interpreted to avoid any difficulties. Moreover, any U.S. Army biometric application operating in a foreign nation must be examined from the international law perspective with the relevant bilateral agreements authorizing the U.S. Army's presence in the foreign nation as a starting point.

Before implementing any biometric application, the Army must undertake a thorough legal analysis of exactly what it wants to do and where it wants to do it. In this way, the Army will be much less likely to run afoul of the Privacy Act and similar statutory and administrative requirements, as well as the Constitution.
The Biometric Consortium (BC) serves as the U.S. government’s focal point for research, development, test, evaluation, and application of biometric-based personal identification/verification technology.\(^1\) The BC’s 700 members include federal, state, and local government officials; biometric industry representatives; academics; and representatives from related technologies. Jeffrey S. Dunn of the NSA and Fernando Podio of the National Institute of Standards and Technology (NIST) currently co-chair the BC.

The BC plays an important role in educating policymakers and the public about biometrics. For example, the BC chairs have testified before Congress and briefed senior Executive Branch officials on biometrics.\(^2\) In addition, they have spoken at many leading government, industry, and academic conferences.

The BC sponsors conferences and other meetings as required. It publishes proceedings from its conferences and hosts a Web site. Among its responsibilities, the BC addresses legal and ethical issues surrounding biometrics. It also advises and assists member agencies concerning biometric technologies as well as the selection and application of biometric devices.\(^3\)

---

\(^1\)The BC Web site is available at http://www.biometrics.org/.

\(^2\)See, e.g., Dunn (1990).

\(^3\)BC Co-chairs Dunn and Podio both generously assisted RAND’s research efforts for this project.
Chartered as a Working Group on December 7, 1995, the BC answers to the U.S. Security Policy Board through its Facilities Protection Committee. The Security Policy Board consists of the Director of Central Intelligence, Deputy Secretary of Defense, Vice Chairman of the Joint Chiefs of Staff, Deputy Secretary of State, Under Secretary of Energy, Deputy Secretary of Commerce, Deputy Attorney General, one Deputy Secretary from another nondefense-related agency, and one representative from OMB and the NSC staff.

In sum, the BC is one of the federal government’s leading institutional assets in the field of biometric technologies.
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Every human possesses more than one virtually infallible form of identification. Known as "biometrics," examples include fingerprints, iris and retinal scans, hand geometry, and other measures of physical characteristics and personal traits. Advances in computers and related technologies have made this a highly automated process through which recognition occurs almost instantaneously.

With concern about its information assurance systems and physical access control increasing, the Army has undertaken an assessment of how it can use biometrics to improve security, efficiency, and convenience. This report examines the sociocultural concerns that arise among soldiers, civilian employees, and the general public when the military mandates widespread use of biometrics. The authors see no significant legal obstacles to Army use of biometrics but recommend that the Army go beyond the provisions of the Privacy Act of 1974 to allay concerns related to this emerging technology. This report should be of interest to those responsible for access control as well as anyone concerned about privacy and technology issues.