As each new medium of communion has emerged, “its proponents have pointed out its value not only to the owners and early users, but to the broader society as well” (Firestone and Garner, 1998, pp. v–xi). In this respect, digital communication media do not differ from their predecessors. The Clinton/Gore administration, for example, announced expectations that the Internet would serve as a vehicle to “reinvent government” and “transform society” (National Partnership for Reinventing Government, 1993). And, according to a recent National Research Council report, computing and communication technologies and associated enterprises had advanced enough by the early 1990s “to be accepted as public infrastructure” (National Research Council, Computer Science and Telecommunications Board, 1997a, pp. 1–6).

Not surprisingly, the strategic plans of many government agencies assume the widespread availability of such an infrastructure. The Office of Management and Budget, for instance, expects that “75 percent of all transactions between individuals and the government—including such services as delivery of food stamps, Social Security benefits, and Medicaid information—will take place electronically” (The Benton Foundation, 1998, pp. 1–8). But are these aims realizable?

Our case studies of two agencies (see Chapters Three and Four of Sending Your Government a Message) suggest that e-mail could be used to handle individualized communications between government services and their citizen clients in ways that would potentially yield
both cost savings and quality improvements. Chapter Five of that report reviews key technical and institutional barriers to making the national information infrastructure useful for the conduct of such official interactions. Here we examine trends in accessibility of computers and networked digital media to the government’s clients.

At an aggregate level, the continuing rapid expansion of the electronic communication infrastructure is unquestionable (see Figure 1). A 1995 RAND report cited the number of Internet host machines in that year as over 6.7 million; by now, that number exceeds 30 million (Anderson et al., 1995). Internet traffic continues to grow at a dramatic rate as well, reportedly doubling every six to nine months (National Research Council, Computer Science and Telecommunications Board, 1997b, pp. 7–9). Further, among current Internet users who responded to a Forrester Research Inc. survey, the most common network activity by far is e-mail, reported by over 88 percent of households that had been on-line at least three times in the previous three months.¹

¹“Entertainment Technology,” Wall Street Journal, March 22, 1999. This special section presents results of a survey of 100,000 North American households with both computers and network access.
While encouraging, such aggregate statistics do not provide a picture of how evenly computer and communication technologies are distributed over the country’s varied demographic constituencies. “Looming large,” for instance, “is the concern that the Internet may be accessible only to the most affluent and educated members of our society,” according to a recent article in *Science* (Hoffman and Novak, 1998). Future policies for governmental and societal uses of these advanced media will be critically affected by the breadth and equity of their reach.

As we argued in our earlier report (Anderson et al., 1995), the societal advantages of a networked information and communication infrastructure cannot be fully realized until there is approximately universal service.\(^2\) For this, it is important to provide an updated understanding of trends in citizen access to computers and networks in the United States.

**REVIEWING CURRENT TRENDS**

In this report, we present a detailed review of trends in access to computers and communication networks in the U.S. population. The review parallels and updates trends discussed in our earlier report (Anderson et al., 1995). Here, however, we include data from the October 1997 *Current Population Survey* (CPS), along with data gathered from similar surveys in October of 1993, 1989, and 1984 (U.S. Bureau of the Census, 1998, 1994, 1990, and 1985).

The CPS is a large-scale random-sample survey of households conducted monthly by the Bureau of the Census. It is the source for much of the official data published by the Bureau of Labor Statistics. The Bureau of the Census periodically adds supplements to the CPS base questionnaires to gain more insight into topics of interest. In this review, as in the earlier study, we chose supplements for examination that include comparable questions on computer use by each individual in a household. However, since the 1984 questions are not always comparable to those asked in later years, we rely chiefly on

---

\(^2\)See also National Research Council, Computer Science and Telecommunications Board, 1997b, pp. 29–31.
data from the more recent surveys, examining 1984 data only in relation to the availability of a personal computer in the household.  

**Approach to the CPS Data**

CPS data are suitable for analysis at the household or individual level. Our study treats the individual as the unit of analysis. Although some outcomes of interest (e.g., presence of a computer at home) are readily interpretable at either level, others (especially behavioral variables, such as use of networked services) are not. However, where both levels of analysis are appropriate, patterns of findings at the individual and household levels do not differ.

At the individual level, the statistical analyses we describe below are based in the main on 266,378 observations (123,249 in 1997 and 143,129 in 1993); some figures and tables also represent data from 1989 and 1984 (based on 146,850 and 151,832 observations, respectively). In every year, the sample comprises noninstitutionalized civilians in the United States living in households. Both adults and children are in the sample. The analyses were done using individual weights that approximately equal the inverse of the probability of being in the sample, adjusted for interview response rates and normalized to add up to the sample size.

Outcome variables. To represent access to information and communication technology, we employ two binary outcome variables defined as they were in our earlier report (Anderson et al., 1995, pp. 20–21). One, access to a computer at home, is a single-item measure; it receives a positive value if there is a computer in an individual’s household. At this level of analysis, penetration of computers refers to the percentage of individuals with household access (rather than the percentage of households that have computers). Strictly speaking, we measure presence of a computer in the household irrespective of ownership. We assume that all household members have access to a computer present in the household.

---

3 Most notably, the 1984 CPS did not solicit information about use of e-mail or other network-based activity.

4 Questions about computer and network use are asked only in reference to persons 3 years or older.
The other outcome variable, use of network services, represents use of a computer either at home or at work to connect to an electronic network. A derived measure, this variable receives a positive value if an individual uses a computer in any one of the following ways:

- At home to connect to bulletin boards;
- At home to connect to a computer at work;
- At work for communications (seen as distinct from word processing, desktop publishing, newsletter creation, and so on);
- At home or at work for e-mail.

It is important to include connectivity in the workplace as well as from home in the definition because it provides a more complete picture of the degree to which individuals use electronic avenues to communicate with others. In 1997, more individuals reported using network services at home (15 percent) than at work (13 percent); this contrasts with data obtained in 1993, when workplace users still outnumbered home users. However, as before, there is considerable overlap among them. For example, over 40 percent of those who access a network from their workplace also do so from home. Overall trends for the two outcome variables are shown in Figure 2. The penetration of home computers increased from 18 percent in 1989 to 27 percent in 1993 and 42 percent in 1997. Moreover, by 1997 about a quarter of the people in computerized households had access to two or more computers there. The use of network services from either home or work increased from 6 percent in 1989 to 11 percent in 1993 and 23 percent in 1997. Among those with a home computer, however, 42 percent reported use of network services in 1997.

---

5 The CPS does not directly obtain information about the nature of network use for individualized communication from schools and libraries. It is important to note that access to the Web does not necessarily imply access to an e-mail account (and vice versa). If responses indicating school-based use (as reported by parents) are added to the derived variable representing network service use, the total number of network users increases by less than 1 percent (a statistically negligible amount), but an unhelpful ambiguity about the definition of network use is created. For these reasons, we did not include parents’ reports of children’s school-based use of a network in defining this outcome variable.

6 In 1997, the CPS added a question asking how many computers there were if the initial question about the presence of a computer at home was answered positively.
Predictor variables. Six predictor variables constitute the core of our review of trends: income, education, race/ethnicity, age, sex, and location of residence. Income, a categorical variable defined by quartiles, refers to the total income of the individual’s household. Location, another variable defined at the household level, reflects whether the individual lives in an urban or a rural area. Remaining predictor variables refer only to the individual. Each explanatory variable is further described in our discussion of results, below.

Analysis plan. In investigating the CPS data, our goal was to learn whether and, if so, how socioeconomic characteristics are correlated with distribution patterns and diffusion trends in access to computers and digital networks. Figure 2 presents aggregated CPS data
representing the two outcome variables of interest for the U.S. population in 1997, 1993, and 1989 (and, for access to a computer at home, in 1984). The analysis was designed to answer two questions about these outcomes at the individual level:

• In 1997, in comparison to their proportion of the population, are any socioeconomically defined groups significantly underrepresented among those with computers at home and those who use network services anywhere?

• How have recent trends contributed to the present-day distribution of outcomes? That is, have differences between groups in access to computers and communication technology narrowed, remained constant, or widened over recent years?

Answers to these questions are tested statistically in several ways. First, we examined differences in access to a computer at home and use of network services across socioeconomic groups separately for each year for which data are available. These differences, generated by cross-tabulations, are shown in graphs of trends for each socioeconomic variable of interest. Because of very large sample sizes, comparisons between groups for all socioeconomic dimensions and for each year of study are generally statistically significant; when they are not, we explicitly note the absence of difference.8

For purposes of policy analysis and intervention, however, these “gross” differences may be misleading. Socioeconomic status variables are likely to be intercorrelated, meaning that an effort to investigate any one of them should control for the potential influence of the others.9 Therefore, we also held constant the other predictor

---

8Statistical significance is determined here on the basis of the Pearson chi-square test. Note that all weights are normalized to add up to the sample size.

9For example, suppose it is a policy goal to provide equal use of network services across socioeconomic groups. As we show below, black individuals tend to use network services to a lesser extent than whites. This may prompt policymakers to direct efforts to increase use of network services to black communities. However, as we also show, low-income individuals likewise tend to make less use of network services than do high-income individuals. And because the average household income among blacks is lower than among whites, it may be the case that part or all of the racial/ethnic difference is due to income differentials. More-equal use of network services across socioeconomic groups, then, might be achieved more effectively by targeting poor communities generally rather than black communities specifically.
variables studied, in order to recalculate the cross-tabulations based on such “net” percentages. Net figures can be interpreted as representing differences between individuals in access to computers and use of networks based on one socioeconomic dimension only, with otherwise equal characteristics. The same general pattern of findings emerges from the net data as from the unadjusted data, but net differences generally tend to be smaller.

Finally, we were interested in whether the gaps between socioeconomic groups narrowed, stayed the same, or widened between 1993 and 1997. There are several ways to measure changes in penetration gaps. Consider the discrepancy in access to a home computer between individuals in the bottom and top income quartiles. As we show below, 7 percent of individuals in the bottom income quartile and 55 percent of those in the top income quartile had a home computer in 1993; by 1997, these penetration rates had grown to 15 and 75 percent, respectively. At the gross level, the income-based gap was 48 percentage points in 1993 and widened to 60 percentage points in 1997. However, adoption of new technologies tends to be fairly slow at low penetration levels, faster thereafter, and slower again as it reaches saturation, so it is not immediately obvious that the lower incomes fell farther behind. An alternative measure is, for example, the period of time it will take the bottom quartile to achieve the same penetration rate as the top quartile enjoyed at the time of the survey. That is, how long will it take the bottom quartile to grow from its 1993 level of 7 percent to the 55 percent of the top quartile, and how long will it take to increase penetration from its 1997 level of 15 percent to the top quartile’s 75 percent? Has the penetration lag lengthened, stayed the same, or shortened between 1993 and 1997?

The appendix explains in detail how we test for changes between 1993 and 1997 in such lags or gaps. We develop logit models of access to a home computer and use of network services based on pooled 1993 and 1997 data, and estimate the extent to which coefficients have changed between 1993 and 1997. The models are multivariate; that is, we test only for changes in “net” gaps (see Table A.1). The appendix also provides a table with both gross and net percentage data for the two outcome variables for 1989, 1993, and 1997 for purposes of comparison (see Table A.2).
The following discussion emphasizes gross results, but we systematically point out where and to what extent these results overstate disparities across socioeconomic groups.

**Results of Data Analysis**

In what follows, findings from the data analysis are presented separately for each of the six predictor variables.

Differences by household income. Figures 3 and 4 show, respectively, trend data representing the percentage of individuals reporting that there is a computer in the household and that they use network services, as a function of household income category. We distinguish four income categories, chosen such that each captures approximately 25 percent of the population. In 1997, the quartile cutoff income levels were $20,000, $35,000, and $60,000 per year.10

As is immediately clear in Figure 3, there are very large differences in household computer ownership across income categories. In 1997, about 15 percent of the lowest-income households had computers at home, whereas about 75 percent of the highest-earning quartile did. Four years earlier, the respective figures were around 7 percent and 55 percent. These data, then, continue to reflect highly significant differences in household computer access based on income.

The net disparities, controlling for the other key socioeconomic variables we studied, are not quite as large, but they remain substantial. For example, in 1997, on net, individuals in the top income quartile were over three times more likely than those in the bottom quartile to have access to a computer in the household (see the appendix, Table A.2). This net income-based gap is smaller than the gross figure, mostly because low-income individuals tend to have lower than average educational attainment. Specifically, about a third of

---

10Income quartile is based on total family income, i.e., the combined income of all family members aged 15+ during the past 12 months. (Households that did not provide an income figure are missing from our tabulations by income.) The CPS does not contain exact dollar figures; income is reported in 14 categories. We further collapsed those categories into four such that each contains roughly 25 percent of the respondents: Q1 (the bottom quartile) represents 26.1 percent; Q2, 22.5 percent; Q3, 26.3 percent; and Q4, 25.1 percent (all weighted).
the income disparity is attributable to a concomitant effect from educational differences. These data thus continue to reflect highly significant differences in home computer access based on income.

Further, while the income-based gap in computer ownership was wide in 1993, it was even wider by 1997. Evidence for this finding comes from inspecting differences in percentages between the top and bottom quartiles in the two years: in 1993 these households differed by about 48 percent with respect to computer ownership; in 1997, the difference between these quartiles was about 60 percentage points. As explained above, such gross level gaps do not necessarily indicate that the bottom income quartile has fallen further behind. Our multivariate analysis of the change in the net discrepancy, however, indicates that the income-based gap did indeed widen somewhat between 1993 and 1997 (see appendix, Tables A.1 and A.2).

Although the extent of network service use either at home or at work is far less than the extent of household computer availability (see Figure 4), generally similar patterns appear for network use as a function of household income level. Again, we find large differences between quartiles that tend to persist over time. In 1993, close to 3 percent of the lowest-income individuals used network services at home or work, whereas 23 percent of the highest income individuals used them. By 1997, these fractions had increased to 7 percent and about 45 percent, respectively. As before, conducting these same tests using net rather than gross figures yields somewhat smaller but still highly significant income-based differences in network service use.

Moreover, whether gross or net figures are used, differences in use of network services between the highest and lowest income groups have continued unabated. The trend lines, for example, show about a 20 percent difference in extent of network access between the top and bottom quartiles in 1993; by 1997, the gap between them has nearly doubled, to 38 percent (see also appendix Table A.2, to com-

---

11Recall that our measure of network use includes use at home or work but not at school, since the appropriate questions were not asked directly of students. This implies that we are likely to overstate differences in network use across income categories, because students who live away from their parents tend to have low household incomes.
pare net percentages). Statistical tests based on the prediction model plus assessments of how income and time interact with this outcome show that this gap in network use between individuals in the top and bottom income quartiles remained constant between 1993 and 1997 when other influences are controlled (see the appendix, Table A.1). The size of the gap between the bottom quartile and the third quartile also remained unchanged during those years while the gap between the second quartile and the bottom quartile decreased.

We thus conclude that there are large differences in both household computer ownership and use of network services across income categories. These differences are partly due to other socioeconomic characteristics, but they remain substantial even after controlling for those other characteristics. To help concretize these differences, the appendix presents a stylized penetration model (see Figure A.1). If the penetration rates for home computers keep increasing at the 1993–1997 pace, for example, then an individual in the bottom income quartile in 1997 could be expected to lag those in the top quartile by about nine years in obtaining access to a computer at home. If these same assumptions are applied to use of network services, the time lag for adoption of these new media between the bottom quartile and the top, other things being equal, is just over two years (see the appendix).

These results appear to be consistent with conclusions about income-based differences in access to computers and network service use reported in other recent studies (Katz and Aspden, 1996; Hoffman, Novak, and Venkatesh, 1998; National Telecommunications and Information Administration, 1998). Moreover, they provide partial support for the view that lack of a computer at home is a major barrier to network access among low-income groups. First, home computer gaps are larger than and growing more steadily than gaps in network access. Second, gaps in the use of network services are smaller in part because of access provided in the workplace, where individual employees do not have to pay for hardware and connectivity. However, it is usually employees in relatively higher level and better paid positions whose jobs are associated with e-mail use (Kreuger, 1993). Finally, there is clear agreement about there
being considerable "churn" among Internet users, although estimated rates vary.\footnote{The churn rate refers to the proportion of people who once used the Internet but have stopped using it, compared to the total number who have ever used it. Katz and Aspden (1996) estimate the churn rate at 50 percent, while Hoffman, Novak, and Venkatesh (1998) estimate it at 20 to 30 percent. The difference in estimates is a function of the length of the nonuse period set as the criterion for defining dropouts. Regardless of the criterion selected, the churn rate is substantial and warrants further investigation.} In any case, according to the national survey done by Katz and Aspden, "the key reported reason [why former users stopped using the Internet] was loss of access to a computer" (Katz and Aspden, 1996). It appears, then, that rapidly improving price/performance ratios for computers in recent years have not served to narrow (or even to hold constant) the digital divide.

Differences by educational attainment. Figures 5 and 6 show data for differences by educational attainment. Figure 5 presents household computer availability fractions for individuals without a high school diploma, for high school graduates, and for college graduates. (For purposes of this analysis, those still enrolled in primary school, secondary school, or undergraduate college were excluded from the dataset.) Persons with some college education, but without a bachelor's degree and not currently enrolled in a school, are included among high school graduates. As might be expected, there are large differences in household computer access by educational attainment.

Among persons without a high school diploma, only about 9 percent had a home computer in 1993. College graduates, by contrast, had a penetration rate of about 49 percent. All groups experienced an increase in home computers between 1993 and 1997, leading to penetration rates of about 17 percent and 66 percent in 1997 for those without a high school diploma and for college graduates, respectively. Controlling for other socioeconomic characteristics, the differences are substantially smaller but still highly significant statistically in both years (see net percentages in the appendix, Table A.2).

In the intervening four years, these education-based differences in access to household computers have held steady. That is, although
Figure 5—People in Computer Households, by Education

Figure 6—People Using Network Services, by Education
the gross percentage gap has widened between the upper and lower education levels, the increase, on net, is not statistically significant. These findings result both from the prediction equation we tested and from testing the significance of the interaction between year and education level as an influence on likelihood of having a home computer (see the appendix, Table A.1). Thus, the patterns of education-related differences are rather similar to but less sharp than the income-based differences in household computer access reported above.

Figure 6 shows the differences in network service use by education category. Not surprisingly, perhaps, we find that use of network services is strongly dominated by well-educated individuals. In 1993, just over 1 percent of individuals without high school diplomas used network services, compared to about 34 percent of college graduates. Both groups greatly increased their network use in 1997, to just over 5 percent and about 56 percent, respectively. As expected, the net differences are smaller than these but nonetheless significant (see the appendix, Table A.2).

Turning to the prediction equation, we learned that education-based gaps in use of network services between high school graduates and college graduates widened significantly from 1993 to 1997. This trend parallels the finding above related to income-based patterns of network use, where persistent or growing gaps are largely attributable to gains in access rates for the highest earning groups in those four years. It also parallels findings for education-based trends described in our 1995 report (Anderson et al., 1995), when increases in the network usage gap between 1989 and 1993 were largely explained by access growth for the most-educated group. By contrast, the size of the network access gap between high school dropouts and high school graduates actually narrowed between 1993 and 1997 (as did the network access gap between the bottom two income quartiles).

In summary, we find large differences in access to information and communication technology by educational attainment that are, with the notable exception of the narrowed gap in network use between high school dropouts and high school graduates, either holding steady or widening over time. Again, these results are consistent with findings from other national sample studies (Katz and Aspden,
Further, these education-based differences persist after accounting for income differences. Given the correlation between use of network services and knowledge of current political, professional, and organizational affairs described in the earlier report, these results suggest that disparities in access to network technologies may work to amplify differential knowledge produced by differing education levels alone.

Such differences are additionally problematic because of their potential influence on children’s educational opportunities. If there is a computer at home, about 72 percent of those age 19 and younger will use it (see the appendix, Table A.3). Further, our review of the CPS children’s questionnaire data indicates that, among students age 14 and younger, over 47 percent use the home computer specifically for educational programs (46.9 percent of boys and 49.5 percent of girls). These findings are consistent with other research showing few differences in patterns of children’s computer use if access gaps based on parental income and education are overcome (Kraut et al., 1996).

Differences by race and ethnicity. Recent studies have raised concerns that African Americans and Hispanics are lagging behind in the use of digital media (Hoffman and Novak, 1998; Wilhelm, 1998). At least part of the race- and ethnicity-based difference is due to lower average household income and lower average educational attainment among these groups, as compared to non-Hispanic whites. However, our analysis shows that these characteristics do not account for the entire difference in outcome variables. Rather, racial and ethnic characteristics exert an independent and important influence on home computer access and network use.

For purposes of our analysis, we combine race and ethnicity to create a single variable with mutually exclusive categories. A five-level variable, it distinguishes Hispanics, non-Hispanic whites, non-Hispanic blacks, Native Americans (both Indians and Eskimos), and Americans of Asian descent (including Pacific Islanders). In subsequent comments, we refer to non-Hispanic whites as “whites” and to non-Hispanic blacks as “blacks.” A small fraction of respondents are identified as “other” in the CPS data. We do not reflect the “other” category in the figures below (or in Table A.2 of the appendix); however, predictive models and tests based on those models take into account the influence of that category along with the defined
As Figure 7 reveals, the highest penetration rates for household computers are found among whites and Asians. In 1997, about 49 percent of whites and 56 percent of Asians lived in a household with a computer. Hispanics and blacks, by contrast, reported a penetration rate of around 22 percent, and Native Americans, 35 percent. A remarkable increase in home computer penetration is evident among Native Americans in the 1997 data.\(^{13}\) As we mentioned, part of these differences may be due to average differences in other characteristics, notably household income and educational attainment.

Controlling for these characteristics, we nonetheless find substantial differences. That is, net of other influences, race/ethnicity has a statistically independent and sizable effect on household computer access (see the appendix, Table A.2). In particular, Hispanics and blacks are currently underrepresented among computerized households. Patterns of significant racial/ethnic difference in household computer access are also evident in the 1993 data. Since 1993, however, there have been some noteworthy changes in their relative size. Specifically, from 1993 to 1997 (when the influence of other socioeconomic variables is held constant), the household computer gap has widened significantly between blacks and Hispanics, on the one hand, and whites, on the other; has narrowed by a statistically significant margin between Native Americans and whites; and remains unchanged between Asian Americans and whites (see the appendix, Table A.1).

It should, however, be underscored that the discrepancy between racial and ethnic groups is fairly small at the higher income levels. Home computer penetration among Hispanics in the top income quartile is 75 percent, not much below the rates for non-Hispanic whites (83 percent) and Asians (87 percent). Penetration rates for

\(^{13}\)Native Americans are oversampled in the CPS. In 1993, 1,703 Native Americans were interviewed; in 1997, there were 1,763. By contrast, the Nielsen Internet Demographic Study (IDS) bases its 1996-1997 results on a sample that includes only 75 Native American respondents. See Hoffman, Novak, and Venkatesh, 1998, for a discussion of this and other issues involved in using Nielsen IDS data to make inferences about racial and ethnic differences in technology use.
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*No data available for these groups in 1984.
blacks and Native Americans in the top income quartile are 66 and 79 percent, respectively.

Differential use of network services as a function of race/ethnicity is apparent in Figure 8. Again there are significant between-group differences, even when the influence of other socioeconomic characteristics is controlled. Net differences are also somewhat smaller than those observed for household computer access (see the appendix, Table A.3), as expected. An examination of changes in gaps between 1993 and 1997, however, shows some surprising results.

In 1993, for instance, Asian Americans had the lowest net rate of network service use even though they had the highest net rate of household computer ownership among the racial/ethnic groups we studied. By 1997, the gap in network service use rates between this group and the highest penetration group (whites) had narrowed significantly, controlling for the influence of other socioeconomic variables; and it can be expected to close in the near future. In marked contrast, the gaps in network service use between blacks and Hispanics versus socioeconomically similar whites widened significantly between 1993 and 1997, after having remained stable during the previous four years. For Native Americans, despite their substantial net gain in access to computers at home, the gap between them and socioeconomically similar whites in network service use remained constant from 1993 to 1997.

On the whole, then, we find rather large and persistent differences across race/ethnicity in both the availability of a household computer and the use of network services when the influence of other socioeconomic variables is controlled. These findings are consistent with results from other research on ethnic and racial gaps in access to digital media (National Telecommunications and Information Administration, 1998; Hoffman, Novak, and Venkatesh, 1998; Kraut et al., 1996). For instance, Hoffman and her colleagues point out that Asian Americans and Native Americans are—in net terms—among the most “wired” demographic groups, while African Americans and Hispanics are the least connected. The HomeNet study carried out by Kraut and his colleagues likewise finds race/ethnicity differences in technology use not explained by variation in income or education.
As we pointed out in our earlier report, we had not expected to find race/ethnicity differences in computer access and connectivity that were not attributable to variation in income, education, or other demographic characteristics. The size and endurance of the differences, however, indicate that race/ethnicity gaps deserve further investigation.

Differences by age. We now turn to differences by age.\textsuperscript{14} In the figures that follow, for individuals between the ages of 20 and 60, we break down information about household computer access and network service use by decade. For analytic purposes, however, we rely on four categories, distinguishing between individuals under 20 years of age, between 20 and 39, between 40 and 59, and 60 years of age and older (preserving comparability with our earlier study). Boundaries based on age are admittedly arbitrary, and different studies employ different cutoffs and/or different numbers of categories. Particular boundary choices do not, however, appear to influence analytic results in ways that would affect most policy decisions.\textsuperscript{15}

Figures 9 and 10 show age-related data on computer access and connectivity. As Figure 9 suggests, availability of a home computer is not marked by wide divisions between age-defined categories until about age 60, when rates of access to a household computer decline steeply. In 1997, around 40 to 50 percent of all individuals under age 60 had access to a home computer, whereas only about 20 percent of individuals above age 60 lived in a household with a computer. Even when other socioeconomic variables are controlled, this difference is

\textsuperscript{14}The treatment of age is determined by the objectives of the study. The decision to purchase a computer is in part influenced by the size and composition of a household. However, our aim is to document socioeconomic and demographic differences in access to information and communication technology, rather than differences in personal ownership or use. The connection between presence of a computer at home and access to it requires only the relatively plausible assumption that the computer is available to all household members.

\textsuperscript{15}In our exploratory analyses, we distinguished as many as eight different age categories. In Figures 6.9 and 6.10, we have retained six categories to permit inspection of outcome trends for individuals who are going to reach Medicare-eligible age levels in the relatively near term (see Chapter Three of Sending Your Government a Message). However, for analysis purposes, we collapsed them into the four categories presented here and employed in our previous study, because the patterns that emerged were robust to this more parsimonious classification.
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highly significant (see the appendix, Table A.1). Moreover, while age-based gaps have remained essentially constant across the other age groups since 1993, the gap in home computer ownership for the over-60 group has increased significantly (Table A.2).

Figure 10 additionally reveals the existence of large differences in the use of network services across the age categories defined. Gross percentages suggest disparities at both ends of the age range, even though the youngest group overtook the oldest. In 1997, about 7 percent of all individuals age 60 and older, and about 11 percent of all individuals under age 20, reportedly used network services; these figures compare with over 33 percent of all people between the ages of 20 and 59 who used network services. However, these figures are quite different from net percentages that control for other socioeconomic variables (see the appendix, Table A.2). When other characteristics are controlled, the gap between younger individuals and those age 20 to 59 in use of network services is substantially decreased. Older adults, in contrast, make markedly less use of network services than any other age group, and the difference remains large and significant even after the influence of other socioeconomic variables is controlled. Further, the gaps in network use between all individuals over age 40 and their demographically similar counterparts in the younger adult age group (20 to 39) has increased substantially from 1993 to 1997.

As we noted earlier, it is possible that the measure of network use employed here underrepresents students' access to on-line services, because no CPS questions directly addressed network use at school. However, recent careful studies of wired schools indicate that even where computers and connectivity are available, there is very little network service use on the part of students at school (Schofield, 1995; Schofield and Davidson, 1997). Moreover, these technologies tend to be largely available in schools attended by students from higher-income households who also have access at home. A recent Educational Testing Service (ETS) study concluded that minority and poor students had significantly less access to computers in their classes than did more-affluent children. Further, schools with a predominantly minority enrollment had an average student-computer ratio of 17 to 1, compared with the national average of 10 to 1; for computers with advanced graphics or interactive video, the discrepancies were even larger (Educational Testing Service, 1997).
These conclusions are corroborated, in part, by the detailed comparative study of Internet and Web use among black and white students carried out by Hoffman, Novak, and Venkatesh (1998). Their research found very large gaps in use of those technologies as a function of ethnicity; the difference was attributable to black students' relative lack of access to the Internet and Web outside of school, and especially to the lack of a home computer. A Yankelovich Monitor study similarly concludes that “what bars entry to cyberspace among African Americans” is not owning a home PC.16

We believe, then, that there have been substantial gains in connectivity for those at the lower end of the age range, but that the wiring of K–12 schools is probably not implicated in this trend. Rather, increased computer and network access at home probably accounts for this major change. In contrast, optimistic expectations for near-term connectivity gains among those over 60 (see Anderson et al., 1995) are disconfirmed by analyses of the 1997 data.

Differences by sex. Unlike our analyses based on the preceding socioeconomic variables, our analyses based on sex find little variation in access to home computers and use of network services, as Figures 11 and 12 illustrate. While the gross data shown in Figure 11 suggest a 2.5 percent discrepancy in rate of access to a computer at home in 1997, that gender difference disappears entirely when the influence of other socioeconomic variables is controlled (see the appendix, net percentages in Table A.2). Our previous report documented the closing of the real gender gap in household computer access between 1989 and 1993; 1997 data indicate that, even though availability of computers at home increased by more than 50 percent from 1993 to 1997, this equal access trend remained unchanged. It should be acknowledged, however, that data related to this outcome variable—having a computer at home—do not take into account which household member instigated the purchase of the computer or makes greatest use of it. For example, usage data presented in the appendix (see Table A.3) show that men use a home computer much

Figure 11—People in Computer Households, by Gender

Figure 12—People Using Network Services, by Gender
more frequently than women do, even though they are approximately equally likely to be users if they have household access.

Figure 12 shows that use of network services exhibits similar variation as a function of sex when gross data are examined—a discrepancy of about 2.4 percentage points favoring male network users. When the influence of other socioeconomic variables is controlled, the size of the difference is much reduced but remains statistically significant (see the appendix, Table A.2). This latter result is surprising, because analyses of data for both 1989 and 1993 produced no statistically significant gender differences in network use when the influence of other socioeconomic variables was held constant.

That this difference in network access has persisted and widened somewhat rather than disappeared over the most recent years for which CPS data are available conflicts with the general perception, expressed in our previous report as well as other studies, that the gender gap is closing (Hoffman, Novak, and Venkatesh, 1998; Sproull, in press). Although the net growth in the access gap during this period is fairly small (from a tenth of a percent difference in 1993 to 1 percent in 1997) and may have no social policy significance, CPS data provide a more reliable representation of the U.S. population than other data sources do. We therefore recommend continued careful tracking of gender-based trends in use of digital technologies in the next CPS supplements.

Differences by location of residence. Home computer penetration and access to network services as a function of residential location, the last predictor variable we explored in detail, are shown in Figures 13 and 14. Location is categorized as rural or urban, where “urban” characterizes residences within standard metropolitan areas as the census defines them.\(^\text{17}\)

Ostensibly, the household computer penetration rate in urban areas is much higher than in rural areas. In 1997, about 45 percent of individuals living in an urban area had a computer at home, compared with about 35 percent among rural residents (see Figure 13). About

\(^{17}\)These areas are defined using the Office of Management and Budget’s June 30, 1984, definitions.
Figure 13—People in Computer Households, by Location

Figure 14—People Using Network Services, by Location
half of the difference is due to correlation with other characteristics, such as household income or education; nonetheless, the net gap is statistically significant. As pointed out in our earlier report, the urban-rural gap in home computer access had remained approximately constant between 1989 and 1993. Between 1993 and 1997, however, it narrowed significantly (see the appendix, Tables A.1 and A.2).

There are also substantial gross differences in people’s use of network services as a function of household location. About 25 percent of residents in urban areas made use of network services in 1997, whereas the figure is 15 percent for rural residents. Again, approximately half of the difference is due to characteristics such as income and education. However, when the influence of these characteristics is held constant, the gap remains. Further, the gap between rural and urban use of network services widened significantly between 1993 and 1997 (see the appendix, Tables A.1 and A.2).

These analyses do not adequately reflect large-scale geographic variation in computers and connectivity. People living in the south-eastern states, for instance, continue to lag people in all other regions in access to a computer at home (34 percent penetration rate) or to network services anywhere (18 percent penetration rate). Nor do our analyses do justice to the range of variation in digital media access to be found within particular urban or rural contexts. For instance, a study of distressed urban areas found that telephone and cable companies all too often have moved quickly to wire wealthier suburbs, bypassing poorer neighborhoods in the inner city. The lack of adequate telecommunications facilities makes problems not just for individuals but also for businesses, feeding a downward spiral in which lack of investment at the community level leads to fewer economic opportunities for the people who live there (Krieg, 1995). At the same time, unemployment, poverty, and outmigration have exacerbated the structural problems of many rural areas, according to one Office of Technology Assessment report. Today’s high-technology businesses are attracted by a highly skilled work force plus network connections to other economic markets, which are what many rural areas lack (Office of Technology Assessment, 1991). Such more finely grained assessments provide an important complement to the large-scale analyses reported here.
CONCLUSIONS

Research carried out at RAND and elsewhere provides evidence that access to computers and communication networks influences opportunities to participate effectively in a range of economic, educational, social, and civic activities. The ability to interact with government agencies will soon be influenced by such technologies as well.

For these kinds of reasons, it is important to find out whether parts of the U.S. population are cut off from the emerging information society on the basis of their socioeconomic status. To address this question, our analyses sought to learn whether significant differences in access to these digital media existed in 1993 and 1997 and, if so, what had happened to the sizes of these differences over time. Table 1 serves as a score card summarizing the results we have discussed in this report.

While the score card does not present findings in numeric form, it highlights the main conclusions from detailed quantitative analyses: There is a “digital divide” between those who do and do not have access to computers and communication technologies; the division is significantly predicted by income, education, race/ethnicity, and—to a lesser extent—age, location, and possibly gender. For the most part, as Table 1 shows, these disparities have persisted over a period in which the technologies of interest have decreased dramatically in price (relative to what they can do) and increased markedly in user friendliness. More worrisome still, many of these socioeconomically based gaps have widened over this period.

These conclusions, drawn from a national sample of the U.S. population, are disturbing: Sizable demographic subgroups that remain on the wrong side of the digital divide may be deprived of the benefits associated with citizenship in an information society. In democracies, however, it is usually regarded as unfair to exclude individuals from the means for accessing information, communicating ideas, and participating in voluntary associations, civic organizations, and political activities (Anderson et al., 1995; Hochschild, 1981).

Further, as we pointed out at the beginning of this report, society as a whole loses out when broad and equitable access to these media
Table 1

Summary of Socioeconomic Findings

<table>
<thead>
<tr>
<th></th>
<th>Computer at Home</th>
<th>Use of Network Services</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income quartile</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bottom vs. top</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bottom vs. 3rd</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Bottom vs. 2nd</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school vs. college</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>High school vs. dropout</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Race/ethnicity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White vs. Hispanic</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>White vs. black</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>White vs. Asian</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>White vs. Native Amer.</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20–39 vs. 60+</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>20–39 vs. 40–59</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>20–39 vs. 0–19</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sex: male vs. female</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Location: urban vs. rural</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

As increasing fractions of the population become connected to a network, those left unconnected become an increasing burden on the democratic principle, and the cost of subsidizing their inclusion becomes smaller and smaller. Sooner or later the political calculus tips the balance toward a policy of guaranteeing universal service.

Our study of e-mail communications between government agencies and their citizen clients gives reasons for thinking that the shift should come soon, if governments are to realize the advantages of efficiency and quality potentially afforded by digital media. In 1982,
Time magazine announced the arrival of the long-envisioned “information revolution” by naming the personal computer “Machine of the Year” (Sproull, in press). Now, over a decade and a half later, we still have only half a revolution.