The Rise of Generative AI and the Coming Era of Social Media Manipulation 3.0

NEXT-GENERATION CHINESE ASTROTURFING AND COPING WITH UBIQUITOUS AI

WILLIAM MARCELLINO, NATHAN BEAUCHAMP-MUSTAFAGA, AMANDA KERRIGAN, LEV NAVARRE CHAO, JACKSON SMITH
About RAND

The RAND Corporation is a research organization that develops solutions to public policy challenges to help make communities throughout the world safer and more secure, healthier and more prosperous. RAND is nonprofit, nonpartisan, and committed to the public interest.

Research Integrity

Our mission to help improve policy and decisionmaking through research and analysis is enabled through our core values of quality and objectivity and our unwavering commitment to the highest level of integrity and ethical behavior. To help ensure our research and analysis are rigorous, objective, and nonpartisan, we subject our research publications to a robust and exacting quality-assurance process; avoid both the appearance and reality of financial and other conflicts of interest through staff training, project screening, and a policy of mandatory disclosure; and pursue transparency in our research engagements through our commitment to the open publication of our research findings and recommendations, disclosure of the source of funding of published research, and policies to ensure intellectual independence. For more information, visit www.rand.org/about/research-integrity.

RAND’s publications do not necessarily reflect the opinions of its research clients and sponsors. RAND® is a registered trademark.

Limited Print and Electronic Distribution Rights

This publication and trademark(s) contained herein are protected by law. This representation of RAND intellectual property is provided for noncommercial use only. Unauthorized posting of this publication online is prohibited; linking directly to its webpage on rand.org is encouraged. Permission is required from RAND to reproduce, or reuse in another form, any of its research products for commercial purposes. For information on reprint and reuse permissions, please visit www.rand.org/pubs/permissions.

For more information on this publication, visit www.rand.org/t/PEA2679-1.

© 2023 RAND Corporation

Design: Rick Penn-Kraus

## Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Generational Shift in Social Media Manipulation</td>
<td>3</td>
</tr>
<tr>
<td>What Is Generative AI?</td>
<td>5</td>
</tr>
<tr>
<td>What Is the Threat?</td>
<td>8</td>
</tr>
<tr>
<td>What Are the Limitations?</td>
<td>23</td>
</tr>
<tr>
<td>What Should Be Done About Generative AI?</td>
<td>24</td>
</tr>
<tr>
<td>Endnotes</td>
<td>29</td>
</tr>
<tr>
<td>References</td>
<td>31</td>
</tr>
<tr>
<td>About This Perspective</td>
<td>37</td>
</tr>
</tbody>
</table>
The world may remember 2022 as the year of generative artificial intelligence (AI): the year that large language models (LLMs), such as OpenAI’s GPT-3, and text-to-image models, such as Stable Diffusion, marked a sea change in the potential for social media manipulation. LLMs that have been optimized for conversation (such as ChatGPT) can generate naturalistic, human-sounding text content at scale, while open-source text-to-image models (such as Stable Diffusion) can generate photorealistic images of anything (real or imagined) and can do so at scale. Coming soon is likely the ability to similarly generate high-quality audio, video, and music based on text inputs. This means that nation-state–level social media manipulation and online influence efforts no longer require an army of human internet trolls in St. Petersburg (Mueller, 2019) or a “50 Cent Army” of Chinese nationalists (Nemr and Gangware, 2019). Instead, using existing technology, U.S. adversaries could build digital infrastructure to manufacture realistic but inauthentic (fake) content that could fuel similarly realistic but inauthentic online human personae: accounts on Twitter, Reddit, or Facebook that seem real but are synthetic constructs, fueled by generative AI and advancing narratives that serve the interests of those governments.

Imagine interacting with someone online who shares an interest with you: a hobby, a sports team, whatever. To all appearances, they are authentic: They post about the big game last week or the restaurant they went to with their spouse, and they make comments in response to others that make sense. They do not just sound like native U.S. English speakers but use regional variations, such as “Pittsburghese” or Southern American English. They get jokes and U.S. cultural references, and they post pictures of their life: camping with the kids, their dog lying on the living room rug, a birthday party.

This online friend does all this, but they also share their political opinions from time to time. Not enough to sound like a one-trick pony, but enough to make clear where they fall on a given issue. And it is not just one or two people you know online: It is hundreds, thousands, or even millions. In fact, they all are AI-generated personae and represent a deliberate attempt to influence public opinion through social media manipulation.

While generative AI may improve multiple aspects of social media manipulation, we are most concerned about the prospects for a revolutionary improvement in astroturfing, which (as illustrated above) seeks to create the appearance of broad social consensus on specific issues (Goldstein, Chao, et al., 2023; McGuffie and Newhouse, 2020). Although Russia and China already employ this tactic, generative AI will make astroturfing much more convincing.

Ultimately, the risk is that next-generation astroturfing could pose a direct challenge to democratic societies if malign actors are able to covertly shape users’ shared understanding of the domestic political conversation and thus subvert the democratic process. If Russia’s 2016 U.S. election interference, which targeted key demographics and swing states, represented cutting-edge social media manipulation at that time, then generative AI offers the potential to target the whole country with tailored content by 2024.

In contrast with previous improvements in social media manipulation, the critical jump forward with generative AI is in the plausibility of the messenger rather than the message. To be sure, generative AI can be used to make higher-quality false or deceptive messages. This is, however, an incremental improvement: What is radical is the possibility of a massive bot network
that looks and acts human and generates text, images, and (likely soon) video and audio, supporting the authenticity of the messenger. We highlight the risk of generative AI because convincingly authentic content generation at scale has so far been one of the biggest challenges in large-scale social media manipulation. While it is too early in the era of generative AI to make definitive statements about the gap between offensive generation capabilities and defensive detection capabilities, we argue that generative AI presents very serious technical challenges for detection that are likely to grow in severity as the technology matures.

In this Perspective, we argue that the emergence of ubiquitous, powerful generative AI poses a potential national security threat in terms of the risk of misuse by U.S. adversaries (in particular, for social media manipulation) that the U.S. government and broader technology and policy community should proactively address now. Although we focus on the People’s Republic of China (PRC) and its People’s Liberation Army (PLA) as an illustrative example of the potential threat, a variety of actors could use generative AI for social media manipulation, including technically sophisticated nonstate actors (domestic as well as foreign). The capabilities and threats discussed in this Perspective are likely also relevant to other actors, such as Russia and Iran, that have already engaged in social media manipulation.

We begin with an overview of generative AI and the generational shift in social media manipulation presented by generative AI. We then address the potential threat of generative AI for social media manipulation, including how generative AI will change (and not change) common social media manipulation tactics and how such changes might affect China’s current approach to social media manipulation. This topic has been addressed by RAND Corporation researchers and others, but we provide an overview as an introductory baseline for a broader readership. We then provide an overview of China’s indigenous generative AI capabilities, explore Chinese military writings that provide insights into how China might leverage these new capabilities, and consider what this might mean for future Chinese efforts against Taiwan as an illustrative case study for this new risk. We also address the likely limitations of generative AI. We conclude with recommendations for technical, policy, and diplomatic mitigations by U.S. government and industry. We argue that any mitigation strategy must account for generative AI being ubiquitous and unregulated globally.

This Perspective also breaks new ground in our understanding of concrete evidence for PRC interest in leveraging emerging technologies for social media manipulation and of the potential implications of generative AI for PRC adoption and employment. We center our PRC research on a case study of Li Bicheng, a Chinese military researcher who, in our view, has likely helped the PLA operationalize AI for its information warfare and, specifically, for social media manipulation. Li presciently envisioned a future social media manipulation capability for China that is now likely within reach thanks to generative AI. We also present evidence that PLA researchers have written how-to guides for astroturfing on Facebook.

This Perspective was drafted in February 2023 and updated lightly in May 2023 but, given the rapid advances in the field, will inevitably not be perfectly up to date at the time of its publication in September 2023. The explosion and proliferation of this technology is critical context for this Perspective. Even during the drafting of this Perspective, many of the caveats about model size and cost have been overcome, and early itera-
tions of publicly available text-to-video models have emerged. Thus, we stress that the specifics of generative AI are developing and likely will continue to develop, accentuating risks. Readers should prepare for a scenario in which (1) the enabling technology we highlight here improves at an increasingly fast rate, (2) various AI models and resources are chained into ecologies that produce robust AI-run social media manipulation end-to-end systems, and (3) the threats we discuss emerge in months rather than years.

A Generational Shift in Social Media Manipulation

The use of algorithms to simulate human behavior dates to the early years of computing, and malicious social bots—algorithmic agents for social media—have been deployed to manipulate social media since at least 2010 (Ferrara et al., 2016). Although generative AI can support multiple parts of a social media manipulation campaign, this Perspective focuses primarily on the novel ability to generate realistic content (text and images) to support social media manipulation.6

In terms of content generation, it may be helpful to think of three generations: early crude iterations, followed by more-sophisticated deepfakes, and now generative AI (Table 1).

Social media manipulation generation 1.0 used what we might term crudefakes: low-quality procedural bots (fake accounts with some amount of automation) that churned out content but were clearly synthetic (fake). They were marked by continuous, automated text-only output and lacked any ability to interact with users meaningfully, making them easy to detect (Ferrara et al., 2016). The majority of this content was human produced.

Social media manipulation generation 2.0 was more sophisticated, with bots that had more-humanlike features, including (1) some ability to scrape the internet to inform their content

<table>
<thead>
<tr>
<th>Generation</th>
<th>Key Enabling Technology</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Basic computer programming</td>
<td>Semi-automated bots that post human-generated, nontailored content</td>
</tr>
<tr>
<td>2.0</td>
<td>Early machine learning</td>
<td>Low-quality manipulated videos; limited computer-generated content with limited scale; some distribution by procedural bots</td>
</tr>
<tr>
<td>3.0</td>
<td>Generative AI</td>
<td>High-quality tailored fake text and images at scale; advanced, dynamic, automated distribution and coordination</td>
</tr>
</tbody>
</table>
and profiles, (2) the use of more-natural day-night cycles for posting, and (3) a limited ability to interact with human social media users (Ferrara et al., 2016). In this generation, AI improved both the message and the messenger. More-humanlike (if you did not look too closely) accounts could share more-sophisticated disinformation: for example, “deepfake videos” that might show a world leader calling on their own forces to surrender, as happened to Ukrainian President Volodymyr Zelenskyy at the beginning of Russia’s invasion of Ukraine in 2022. Such deepfakes can usually be detected by careful human observers—lips and facial parts may not be synchronized, skin may look too smooth or too rough, and the subject almost always looks straight ahead—but the increased verisimilitude of the sharing accounts and the shared synthetic audio, video, or pictures can fool people. In generation 2.0, both the improved plausibility of the accounts and especially the improved quality of the content made influence campaigns harder to detect and potentially more effective.

Social media manipulation generation 3.0 uses generative AI, a technological leap forward that blurs the line in terms of what is detectable as real versus synthetic content, by humans in particular but also through machine means. In contrast with the previous generation, here the critical jump forward is in the plausibility of the messenger rather than the message. As mentioned earlier, generative AI can be used to make higher-quality false or deceptive messages. This is, however, an incremental improvement: What is radical is the possibility of a massive bot network that looks and acts human and generates text, images, and (likely soon) video and audio, supporting the authenticity of the messenger. Moreover, LLMs have exhibited an emergent quality of autonomous decisionmaking: Given a task, they can plan courses of action, attempt those actions, make revisions, and decide when the task is done. While generation 2.0 included some amount of procedural programming to make bots post at different times, this new capability means that, in addition to generating content, LLMs could function as control modules for end-to-end systems (Hee Song et al., 2022; Shinn, Labash, and Gopinath, 2023).

Before sharing an overview of the technical aspects of generative AI in the next section, we discuss how generative AI makes social media manipulation generation 3.0 so different from previous generations. Generative AI solves many of the limitations of prior generations of social media manipulation, such as the following:

- **Authenticity.** Generative AI means social bots can act in ways that appear authentic: for example, by engaging with other accounts in tailored, highly cogent ways or by generating custom, realistic pictures. While generative AI social bots may be exposed as nonhuman over extended inter-
actions, they can produce remarkably human interactions in short exchanges.

- **Labor replacement.** Social media manipulation generation 2.0 involved a performance trade-off between more-authentic content and greater labor requirements: The more authentic (convincing) you wanted to make your efforts, the more human labor you had to invest in; the less you spent on human labor, the less authentic the content was. The high authenticity of generative AI replaces most of the human labor needed to conduct social media manipulation.

- **Scale at lower cost.** Generative AI scales well. Although there are likely to be up-front costs in customizing and deploying a social media manipulation generation 3.0 network, the costs do not increase as you scale because of the labor replacement mentioned above. This ability applies to both content generation and network management, which distinct LLMs could handle at scale.

- **Lower detection.** The authenticity of generative AI makes it much harder to detect than synthetic (fake) content from previous generations. There is likely to be an arms race between detecting generative AI and improving generative AI, but (as we discuss below) it appears that detection is at a disadvantage at the moment.

However, generative AI is not perfect; most importantly, generative AI does not appear to have the kind of general intelligence that humans possess. As sophisticated as this technology is, it has limitations (as with any technology). In the next section, we discuss this technology in more detail.

---

**What Is Generative AI?**

*Generative AI* is an umbrella term for AI models that can produce media, primarily based on user-generated text prompts (Sætra, 2023) but increasingly through other media, such as images. For example,

- “write a 1,000-word literature review of the psychological resilience literature, from a theoretical perspective of human agency”
- “a picture of a necropolis, overgrown moss, vertical shelves, in the style of h.r. giger, with spooky symbols in real life, high detail, ominous fog, high detail, 4k UHD.”

Generative AI is an advanced type of machine learning, which itself is a popular type of AI. Within generative AI, LLMs and text-to-image models are currently the most mature and most deployable kinds. Others that may reach maturity rapidly include audio, video, and music.
Large Language Models

LLMs are mathematical representations of the patterns found in natural language use and are able to generate text—answer questions, hold a conversation—by making probabilistic inferences about the next word in a sequence, essentially building very human-sounding, contextually appropriate language word-by-word. Despite the “AI” name, LLMs are (in one sense) fairly dumb: They cannot think and have no outside contextual knowledge of the world beyond the word sequences in their training data. One way to think about LLMs is that they are very good at saying what might be said, based on what has been said before, which is not the same thing as having human knowledge, although it is a powerful affordance.

What these models have is an enormous, high-dimensional representation of how words have been used in context, based on a massive training dataset (for example, OpenAI’s GPT-3 has 12,288 dimensions and has been trained on a 499-billion-word dataset). These LLMs are foundational models: general representations of real-world discourse patterns. LLMs do not work very well on their own, but they provide a powerful starting point for models with a specific purpose. So, for example, while GPT-3 does poorly in conversation, human AI-trainers, in conjunction with a separate “reward” model, trained a chat-optimized version of GPT-3 called ChatGPT (and have since produced GPT-4). ChatGPT, while imperfect (as anyone who has used the public beta version knows), can produce impressively useful, cogent responses to human prompts. Microsoft has also released a revamped Bing search, which runs on a customized version of OpenAI’s GPT-4; Google has released Bard, which uses its own LLM, PaLM 2; and Facebook also has its own model, LLaMA. And beyond these large companies trying to monetize their LLMs is a burgeoning field of smaller, open-source models that, while generally not as capable, can be fine-tuned and trained to work well on specific tasks or in specific domains.

Text-to-Image Models

Text-to-image models such as Midjourney or DALL-E 2 use a clever trick to create images: The model has been trained on
millions of labeled images ("a boy holding a red balloon") that are represented numerically and projected into a latent space, and the model learns to slowly add noise until the image is completely random. That process can be reversed: Using a text prompt, the model starts with random pixels, slowly removing noise until it matches the text (or text plus an image) input by the user. Finally, the model upscales the generated image to better quality, outputting a synthetic image that may be hard to distinguish from a real photograph.10

Fine-Tuning Large Language Models and Text-to-Image Models

LLMs and text-to-image models are particularly well suited to social media manipulation because they can be taught to perform specific tasks. ChatGPT works surprisingly well out of the box (called zero-shot prompting) when given social media synthesis tasks. For example, given the prompt “write 5 tweets from NASCAR fans, using Southern American English (SAE), talking about their favorite race car drivers,” ChatGPT’s output is plausible: e.g., “Can’t wait to see my boy Kyle Bush tearing up the asphalt at Bristol Motor Speedway. He’s a true legend #RowdyNation.” As you scroll through your social media, it would be very difficult, if not impossible, at first glance to know this post was synthetic and distributed by an inauthentic account.

Generative AI can quickly produce very convincing text and images with just a little additional effort, in the form of additional human training. For even more fidelity and plausibility, we can add five examples of desired output (called few-shot prompting), and the output can improve dramatically, with the model learning from the example prompts. To work at scale and achieve the greatest fidelity, however, an adversary would want to fine-tune a model for its specific concept of operations, teaching the model how to very precisely mimic target populations through a larger but still very modest set of examples, as compared with traditional efforts to train task-specific models: e.g., extending a foundational English model to Brazilian Portuguese (Souza, Nogueira, and Lotufo, 2020).11 Because of the robustness of the underlying models, fine-tuning generative AI models may be relatively easy. For text-to-image models, five to ten pictures may be enough to fine-tune a model for a specific person or class of persons (e.g., a demographic or social identity); for LLMs, 100 labeled examples per class or person may suffice.12 Therefore, although creating foundational models is an expensive, time-consuming effort, it is easy to adapt them for specific downstream tasks once they are built.

Generative Models: Beyond Text and Image

So far, we have focused on LLMs and text-to-image models. However, there now are generative AI models for media beyond text and images, including video and music. Currently, those models are not as mature and accessible as LLMs and text-to-image AI and thus likely do not pose the same threat. However, these capabilities are advancing quickly, such as the use of generative AI to produce realistic synthetic audio from a speech sample of a real person combined with text prompts.13 We argue that audio, video, and music AI generation will likely (perhaps very soon) be as powerful and accessible as text and image generation. The line between what is real and synthetic (fake) is already blurred and soon will be blurred even further.
What Is the Threat?

We argue that the emergence of ubiquitous, powerful generative AI poses a potential national security threat by expanding and enabling malign influence operations over social media. Generative AI likely makes such efforts more plausible, harder to detect, and more attractive to more malign actors because these efforts are cheaper and more efficient and may inspire new malign tactics and techniques (Goldstein, Sastry, et al., 2023). The confluence of multiple kinds of generative AI is particularly worrisome because these models dramatically lower the cost of creating inauthentic (fake) media that is of a sufficient quality to fool users’ reliance on their senses to decide what is true about the world (Hendrix and Morozoff, 2022). And while it is not clear exactly how generative AI is being leveraged by known malign actors at the nation-state level, such use aligns with the Chinese Communist Party’s (CCP’s) information operations strategy, and there are indications that Russia has already begun using generative AI for social media manipulation (Hendrix and Morozoff, 2022).

As mentioned earlier, although generative AI may improve multiple aspects of social media manipulation, we are most concerned about the prospects for a revolutionary improvement in astroturfing. *Astroturfing* is defined by the Technology and Social Change Project at Harvard as “attempt[ing] to create the false perception of grassroots support for an issue by conceal[ing] [actor] identities and using other deceptive practices, like hiding the origins of information being disseminated or artificially inflating engagement metrics” (Harvard Kennedy School
Shorenstein Center for Media, Politics, and Public Policy, 2022, p. 11). Ultimately, the risk is that next-generation astroturfing could pose a direct challenge to democratic societies, if malign actors are able to covertly shape users’ shared understanding of the domestic political conversation and thus subvert the democratic process. If Russia’s 2016 election interference, which targeted key demographics and swing states, represented social media manipulation 2.0, then generative AI offers the potential to target the whole country with tailored content in 2024. Adding to this risk is that generative AI requires large amounts of training data to teach the model how to perform realistically: Massive amounts of real text and images from social media can serve this purpose well. Authoritarian states such as China have vast surveillance capacity domestically and may have access to data from Chinese-owned platforms (e.g., TikTok) and therefore likely have easier access to training data.

In the following sections, we examine the threat of social media manipulation using generative AI, both in a theoretical framework and from a CCP and PLA perspective. We think many malign state actors (e.g., Russia and Iran) are likely to adopt generative AI for their malign social media manipulation efforts, and we believe that, as the technology becomes more mature, more ubiquitous, and easier to implement, other nations are likely to follow suit. Further, while it is too early in the era of generative AI to make definitive statements about the gap between offensive generation capabilities and defensive detection capabilities, we think generative AI presents very serious technical challenges for detection that are likely to grow in severity as the technology matures. Without discounting the breadth of actors who may attempt to leverage generative AI (e.g., Russia, Iran), we argue that China’s potential application of this technology is a particularly compelling illustrative example.

Theoretical Applications of Generative AI

Generative AI will be a useful, potentially transformative component within social media manipulation. Broadly, social media manipulation can be broken down between content generation (e.g., writing propaganda) and content delivery (e.g., getting people to read the propaganda). We highlight the risk of generative AI because convincingly authentic content generation at scale has so far been one of the biggest challenges in large-scale social media manipulation. Comparatively, Russian and Chinese actors have been running botnets as the main form of content delivery at scale since at least 2012 and 2014, respectively (“Russian Twitter Political Protests ‘Swamped by Spam,” 2012; Kaiman, 2014). Yet the content published by those botnets so far appears to ultimately have been human produced in some way, and it is often their repetition of the same content that leads to their identification and removal.14

Overall, generative AI will improve the quality and speed of content generation (production) and may affect content delivery, with LLMs acting as autonomous scheduling agents (Hee Song et al., 2022; Shinn, Labash, and Gopinath, 2023). The process of creating or otherwise acquiring inauthentic (fake) accounts will remain unchanged, but this process has historically not been a great hurdle for malign actors, anyway. More importantly, generative AI will likely make fake accounts have larger effects with greater viral reach, since content that sounds more authentic will better create dynamic, believable (synthetic) personae, potentially dramatically increasing the overall effect of a social media manipulation campaign. Put another way, high-quality content is a necessary but not sufficient condition for successful social media manipulation; it also requires content to be resonant, and the overall interaction must be humanlike.
While there are platform-specific aspects that affect the reach and impact of accounts and their content, the ability to create massive, human-appearing networks without massive investment in a human labor force is potentially transformative in social media manipulation. Thus, tactics that have relied on human labor, such as paid promotional content, may diminish in appeal to malign actors. On the other hand, some parts of social media manipulation may be less affected: Gaming algorithms and designing truly compelling content may still require human insight but could be leveraged by generative AI. Generative AI excels at creating believable content at scale to support large networks of synthetic actors, but there is no guarantee that its messaging will be resonant and influential. Table 2 highlights the potential implications for various social media manipulation tactics.

China

For China, generative AI (生成式人工智能 or 生成式AI) offers the possibility of realizing long-standing CCP ambitions for tailored and targeted information operations. It is important to note that we do not have evidence that Beijing is currently using generative AI to generate and publish content on social media. Moreover, there has been no definitive connection proven between pro-China content and the PRC government, but the consensus among independent researchers, social media platforms, and the U.S. and other governments is that the PRC government is conducting social media manipulation (Satariano and Mozur, 2023). However, Beijing has reportedly used early generative AI to create inauthentic images for profile pictures, and it has reportedly used a company in the United Kingdom to produce content with synthetic video (fake spokespeople), which we categorize as social media manipulation 2.0 (Strick, 2021; Graphika, 2023). Domestically, China has growing technical capability in developing LLMs, which are trained primarily on Chinese-language data, potentially providing the PRC government with a robust capability for social media manipulation at scale for both domestic and foreign use. This section provides an initial look at Chinese capabilities and interest in generative AI, according to our open-source review of Chinese generative AI–related technical capabilities, as well as Chinese-language research by the Chinese military and other parts of the PRC government.

It is important to note that these CCP efforts to shape foreign public opinion span not just social media but a wide variety of media, including print, radio, and television. For some of these media, the CCP has also already embraced obscuring the CCP origins and publishing inauthentic content, so using generative AI for such content at scale would be a natural progression of CCP efforts (Gui Qing and Shiffman, 2015; Charon and Jeangène Vilmer, 2021).

China’s Technical Capabilities in Generative AI

With a vast technology ecosystem and strong government support, China has the potential to develop generative AI models that are similar to the technology demonstrated by U.S. companies. As of April 2023, at least 30 Chinese companies, universities, and other research institutions are developing generative AI models, including large technology companies such as Alibaba, Baidu, Huawei, iFlyTek, and SenseTime (Cheng, 2023). These models include LLMs, such as Huawei’s PanGu-Alpha and Baidu’s ERNIE 3.0 Zeus. Baidu has also developed a text-to-image model optimized for Chinese-language prompts, ERNIE-ViLG 2.0.
Baidu’s technical leader for natural language processing claimed that “the various comprehension and generation capabilities involved in ChatGPT can all be found in the ERNIE model” (Zhang, 2023). Additionally, PRC AI startup DPTechnology has developed a model called DPA-1 that is trained to be a “GPT in the field of natural science” (Ling, 2022).

However, it appears that China’s LLMs are not yet quite at the technical level of ChatGPT, and the premiere of ChatGPT was a wake-up call for PRC companies to build and release similar services. In February 2023, Beijing authorities pledged to help companies develop LLMs like GPT-3 (Jiang, 2023). During that same month, at least ten AI companies based in

<table>
<thead>
<tr>
<th>Tactic</th>
<th>Definition</th>
<th>Potential Implication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm gaming</td>
<td>Driving specific content via algorithmic understanding (e.g., search engine optimization or hashtag manipulation)</td>
<td>Likely to be broadly relevant and further exploited by large-scale synthetic (bot) accounts, though gaming may still require some human expertise</td>
</tr>
<tr>
<td>Bots for astroturfing</td>
<td>Using large numbers of inauthentic (fake) accounts (bots) to create the appearance of a broad consensus on a topic</td>
<td>Likely to increase dramatically, since it will become orders of magnitude cheaper to produce convincing, unique content, and thus will be harder to detect</td>
</tr>
<tr>
<td>Advertising</td>
<td>Paid promotional content to support a cause or actor</td>
<td>May diminish, because generative AI makes other methods (e.g., astroturfing) so much cheaper</td>
</tr>
<tr>
<td>Cheapfakes and recontextualized media</td>
<td>Supporting a campaign either with simple edits or by repurposing media (usually, images)</td>
<td>May diminish, because generative AI is likely to be cheaper, faster, and more effective at generating high-quality, customized media</td>
</tr>
<tr>
<td>Memes and meme wars</td>
<td>Use of easily shared “units of culture” (often, a slogan incorporated into an image) to promote a cause or actor</td>
<td>Unclear, because generative AI may help speed up production, but effective memes may still need human insight</td>
</tr>
<tr>
<td>Misinfographics</td>
<td>Infographics that appear professional and authoritative but are inaccurate or misinforming</td>
<td>Unclear, because generative AI may help speed up production, but effective infographics likely still need human insight</td>
</tr>
</tbody>
</table>

What we stress is that China is developing generative AI capabilities, including Chinese-language LLMs.

China made public statements affirming that they were working on ChatGPT-like services (Zhang and Goh, 2023). Even as PRC tech companies rushed to highlight their developing LLM capabilities, some of them also sought to temper market expectations about their capabilities, with AI “national team” member company 360 Security Technology stating that there is “major uncertainty” about the release date of its ChatGPT-like services (Yang, 2023).

In March 2023, Baidu chief executive officer (CEO) Robin Li launched Ernie bot (文心一言), displaying its ability to compose a company newsletter, invent a corporate slogan, solve a math problem, and generate video and audio (Toh, 2023; Li, 2023). Baidu’s stock plummeted as Li’s presentation unfolded because, according to market watchers, the prerecorded demo of the tool made investors skeptical about its robustness. Baidu’s stock, however, recovered the following day when the company reported that over 30,000 businesses signed up to test the tool after the launch (Toh, 2023). Li admitted during the launch that the technology was not yet perfect but said that Baidu decided to present it because of market demand. He also acknowledged that the English-language capability of Ernie bot was relatively weaker than the Chinese-language capability but said Baidu would further train the bot’s English-language capabilities (Li, 2023). Li emphasized that Baidu has been investing in AI research and development for over a decade and had announced the first version of Ernie bot in 2019; the launch of Ernie bot in March 2023 was simply a continuation of the research and development Baidu had already been doing. He stated that the expectations for Ernie bot should be comparable with the level of ChatGPT or even GPT-4, highlighting that this technical threshold was quite high and that Baidu was the first of the Big Tech companies (such as Microsoft, Google, Amazon, and Meta) to launch such a product. Microsoft, he emphasized, was simply using OpenAI’s tool (Li, 2023).

In terms of the LLMs that PRC companies have created thus far, it is unclear how powerful these Chinese language-focused models actually are or will become: Real-world performance on specific tasks may differ from benchmark performance, and moving from a foundational model (e.g., GPT-3) to a task-specific model (e.g., ChatGPT) is a nontrivial engineering challenge. Although model performance scales with increases in compute time, parameters, and data size (Kaplan et al., 2020), it is not possible to directly compare different models simply by their technical characteristics. What we stress is that China is developing generative AI capabilities, including Chinese-language LLMs. Microsoft’s president similarly said in April 2023 that a PRC government-affiliated institute, the Beijing Academy of Artificial Intelligence (often known as BAAI), was among the best in the world—along with OpenAI/Microsoft and Google—and that any U.S. technological advantage would last “months, not years” (Murayama and Obe, 2023). It is reasonable to assume
that the PRC will, if desired, soon have the technical means to conduct indigenous social media manipulation 3.0.

Regardless, even if PRC LLMs are currently inferior to Western capabilities, the PRC government could, as a motivated nation-state actor, very likely find a way to leverage U.S. generative AI models, even though Western companies such as OpenAI are not likely to intentionally open up their LLMs to Chinese or Russian state-affiliated propaganda operations. Indeed, ChatGPT is not supported for users with Internet Protocol (IP) addresses in mainland China, but China-based users quickly found ways to access and engage the program, though the PRC government is moving to stop this access. Moreover, Facebook’s LLM, LLaMA, was leaked online days after it was released to a limited group of users, so it can now be downloaded and used by anyone (Cox, 2023), and there are many open-source models available.

China’s political system is likely to also complicate public rollout of these indigenous capabilities. Despite the current drive to create ChatGPT equivalents in China, it is important to note that building these capabilities can be complicated because companies face censorship, restrictions on data they can use, and additional costs associated with compliance with government rules (Jiang and Feng, 2023a; Zheng, 2023). In April 2023, the Cyberspace Administration of China, which is responsible for regulating the internet within China, announced that it would require PRC generative AI products to undergo security review before their release to ensure they do not harm national security, among other considerations (“China Mandates Security Reviews for AI Services Like ChatGPT,” 2023). Some observers suggest that such an environment may hamper the ability of companies to innovate in the future (Feng, 2023; Jiang and Feng, 2023a; Yuan, 2023).

The next section demonstrates that the CCP very likely has a high interest in adopting generative AI for malign uses on social media.

Chinese Communist Party Interest in Generative AI

Generative AI offers the CCP the potential to fulfill long-standing desires to shape the global conversation about itself and China more broadly. Chinese General Secretary Xi Jinping reiterated this focus in his remarks at a May 2021 CCP Politburo Collective Study Session focused on “strengthening China’s international communication capacity” (Xinhua, 2021). Xi said China should “create a favorable external public opinion environment for China’s reform, development and stability,” in part by developing more-compelling propaganda narratives and better tailoring content to specific audiences. Xi also emphasized that since he came to power in 2012, Beijing has improved the “guiding power of our [China’s] international public opinion efforts,”
ChatGPT “could provide a helping hand to the U.S. government in its spread of disinformation and its manipulation of global narratives for its own geopolitical interests.”

—China Daily

which is the CCP’s term for influencing and manipulating foreign public opinion.

Xi has already seized on AI as one way to achieve these desires, though it appears the Party-state propaganda apparatus still lags behind the United States’ overall national capabilities for generative AI. In a January 2019 Politburo Collective Study Session, Xi exhorted his comrades that it was necessary to study the application of AI in news collection, production, distribution, and feedback to improve the ability to guide public opinion (舆论引导能力; Xinhua, 2019). The broader Party-state apparatus has already moved to realize Xi’s vision, including establishing “AI editorial departments” (Song, 2019; Guo, 2020). In practice, however, it seems this effort is more focused on the editing process (e.g., using machine learning to automatically edit videos, such as China Media Group’s “smart clip” program; Guo, 2020) and production process (e.g., Xinhua using machine learning and generative adversarial networks to produce deepfake video of human anchors; Kuo, 2018). Party-state media has not similarly touted any generative AI capabilities yet (as of May 2023) and was generally subdued in its coverage of ChatGPT (Ling, 2022; Liu, 2023; Zhang and Wang, 2022).19

We categorize these capabilities as social media manipulation generation 2.0, since they do not appear to use generative AI.

The CCP’s other reaction, however, to the massive success of ChatGPT and its demonstration of the power of generative AI may well be to fear for its regime security. As the Party-run China Daily newspaper said on Weibo (China’s version of Twitter), ChatGPT “could provide a helping hand to the U.S. government in its spread of disinformation and its manipulation of global narratives for its own geopolitical interests” (Zhou, 2023). The CCP has always been worried about foreign (often U.S.) efforts to undermine its rule, and manipulating Chinese public opinion represents one way to do just that. While this paranoia is in part an intentional design feature of the CCP’s worldview, which draws power from the constant search for enemies (Garnaut, 2019), the CCP also points to U.S. efforts from the very founding of the PRC all the way to the present.20 These concerns have been manifest in PRC accusations of U.S. government involvement in a wide variety of anti-CCP movements, from the 1989 Tiananmen Square protests to the 2019 Hong Kong protests (Laris, 1999; Ministry of Foreign Affairs of the People’s Republic of China, 2021a; Ministry of Foreign Affairs of the People’s Republic of China, 2022). The CCP Politburo’s April 2023 meeting readout stated that Beijing must “pay attention to the development of artificial general intelligence, create
an ecosystem for innovation but at the same time take risk prevention into account,” reflecting the Chinese leadership’s awareness of and concern about these risks (Jiang and Feng, 2023b).

Specific CCP concerns about the threat of social media arose in the early 2010s, driven by watching the Arab Spring—during which social media platforms run by companies based in the democracy-promoting United States were used by movements that overthrew authoritarian governments—and by multiple instances of high-profile domestic unrest driven by Chinese and Western social media platforms.21 Public reporting on U.S. government uses of non-attributed social media accounts almost certainly reinforces Chinese beliefs that the United States is already using this technology against the CCP (Fielding and Cobain, 2011; Graphika and Stanford Internet Observatory, 2022).22 Indeed, Chinese intelligence analysts arguing in favor of China conducting foreign election interference via social media specifically couch their argument in defensive terms of responding to adversary (U.S.) use against China (Zhao and Feng, 2017; Li, 2018).

PRC Actor Case Study: Chinese Military

As an example of Chinese Party-state interest in generative AI, we point to the PLA. The Chinese military is one of many Party-state actors involved with influencing foreign public opinion, and it has always sought to leverage emerging technology for long-standing objectives.23 The Chinese military has this role for two reasons. First and foremost, as the armed wing of the CCP (and not a national military), its first responsibility is ensuring the CCP’s regime security and survival, so it seeks to support broader CCP efforts to defend the regime abroad.24 Second, the Chinese military’s information warfare strategy (currently, the “Three Warfares”) includes public opinion warfare across the spectrum of peacetime competition and wartime.25 Now that the PLA is moving toward intelligentization (AI-driven warfare), generative AI will very likely be part of next-generation Chinese military information warfare under an emerging operational concept called cognitive domain operations (认知域作战) that similarly seeks to use social media to shape foreign public opinion, with a greater emphasis on emerging technologies (Beauchamp-Mustafaga, 2019; Beauchamp-Mustafaga, 2023).

PLA researchers are likely to embrace generative AI because they are already interested in generating inauthentic (fake) content. Since at least 2005, PLA researchers have espoused a desire to create what they sometimes call synthetic information (合成信息): specifically, creating inauthentic content using some amount of original information that is intended to be spread online for malign purposes.26 Multiple PLA researchers over the years have highlighted the value of synthetic information for a variety of objectives, including videos imitating adversary leadership to give false orders to troops, for creating “explosive political news” about adversary leadership, for creating subliminal messaging
content, and (most relevant here) generally influencing online public opinion (Bu et al., 2011; Ji, Sun, and Yu, 2005; Luo et al., 2018; Li, 2016).

PLA researchers are also highly interested in leveraging these new capabilities. A 2020 article on the implications of emerging technology for public opinion struggle, published in the PLA’s most authoritative journal, explained the importance of AI: “Compared with traditional image and video synthesis technologies, deepfakes [深度伪造] using artificial intelligence have the characteristics of low cost of use, low operating threshold, and short time required. At present, many [deepfake] videos are produced by amateurs with the help of open source technology” (Wang and Zhang, 2020, p. 104). The article further pointed out that machine learning, including generative adversarial networks and neural networks, was the key technology for realizing this information warfare capability.

Other PLA research has more directly tied these early AI capabilities to foreign social media manipulation. For example, a 2018 article by the PLA’s only unit dedicated to the Three Warfares, PLA Strategic Support Force (PLASSF) Network Systems Department Base 311, called for the PLA to “speed up the research for online propaganda technology targeted toward the real-time release on social platforms, voice information synthesis technology using deep learning and other technology, as well as online netizen sentiment trend analysis using big data analytics” (Liu et al., 2018, p. 42). This 2018 research by Base 311 very likely supported PLA efforts to conduct social media manipulation for election interference against Taiwan for its 2018 elections (Beauchamp-Mustafaga and Drun, 2021).

Moreover, a 2022 article by PLA researchers argued for embracing bots on social media as the perfect complement to AI: “In the face of Western countries taking the opportunity to smear and attack [us], we must have the courage to use social bots [社交机器人] to carry out public opinion [struggle], and use relevant social bots to carry out information bombing [信息轰炸] against the enemy’s social network to drown it out” (Long and Zhou, 2022).

Lastly, we also know the PLA is interested in a long-term but potentially high-impact version of astroturfing. According to a 2018 article by Base 311 researchers that was likely intended to be a how-to guide for manipulating Facebook, the recommended approach is to integrate into preexisting online communities, participate in anodyne nonpolitical conversations and not draw too much attention, then (at the right time) inject the desired political narratives (Weng and Chen, 2018). This tactic is exactly what we are worried generative AI will be especially good at.

For the Chinese military, generative AI offers the possibility to do something it could never do before: manipulate social media with human-quality content, at scale. Chinese military researchers routinely complain the PLA lacks the necessary amount of staff with adequate foreign-language skills and cross-cultural understanding. Considering other examples of inauthentic content attributed to China, such as content produced during the 2019 Hong Kong protests, this deficit appears to be true of the Party-state broadly. Open-source tools, such as Google Translate or Baidu Translate, can already solve this foreign-language-skill problem for Beijing if simple
direct translation was all that was needed. The real problem is that the PRC’s Great Firewall has, in this narrow case, backfired to practically limit China’s understanding of adversary (U.S.) society below the high-fidelity level the PLA needs to conduct the quality of social media manipulation that Russia did in 2016. Generative AI LLMs, such as ChatGPT, offer to bridge this cultural gap for the Party-state at scale. However, generative AI’s reliance on massive amounts of training data will be a key focus for the PLA, and PLA information warfare researchers have even complained about the lack of internal data-sharing.30

PLA researchers already recognize the potential offered by generative AI, according to an initial review of PLA Daily articles through May 2023. Hu Xiaofeng, a top PLA researcher, paraphrased Friedrich Engels to say that “undoubtedly, the cutting-edge technology of AI represented by ChatGPT will inevitably be applied in the military field” (Hu, 2023). Specifically, Hu noted that for “cognitive domain operations, ChatGPT technology may also be used to produce fake news, fake emails, and even imitate human language styles for information deception, or be used in cyber attacks.” This view was echoed in another article arguing that the “rapid development of generative AI and its wide application . . . is the general trend of cognitive warfare in the future” (Chen and Xu, 2023). Yet another said, “ChatGPT-like applications can efficiently generate massive amounts of fake news, fake pictures, and even fake videos to confuse the public . . . Compared with human beings, large-scale model technology has huge advantages in terms of quantity and time for its application toward information generation” (Shen, 2023). Another PLA Daily article argued that GPT-3 and emotional AI (情感智能 or 情感AI) are much better for social bots and public opinion guidance than deepfake technology, since such AI “can learn a person’s language style, and even act as that person to communicate with you. If you don’t deliberately screen it, you can’t judge its authenticity at all” (Wang, 2023).

At least some PLA researchers also understand the limitations. A 2023 PLA Daily article stated that the “full application of generative AI in the military field seems to be relatively far away,” citing limited relevant training data, human trust issues for black-box models, and ethical challenges (Shen and Shu, 2023). Yet not all PLA views are positive: One 2023 PLA Daily article argued that the inevitable human bias introduced into ChatGPT by its U.S. creators presents a high risk that its outputs will have implicit bias toward Western political values, thereby subconsciously influencing (PRC) users (Chen and Xu, 2023).

One open question is whether the CCP and PLA will allow unorthodox narratives to be produced from generative AI, even if such narratives are exclusively for use abroad and likely to be successful at their intended purpose to influence foreign perceptions. CCP foreign propaganda is very often still constrained to domestically acceptable narratives and is sometimes crafted more for domestic audiences than foreign ones.31 While PRC social media manipulation should, in theory, be able to escape this trap because of its often covert nature, the evidence suggests that PRC campaigns continue to center on CCP domestic propaganda narratives.32

PRC Intent Illustration: Li Bicheng
Li Bicheng, a Chinese military researcher who has likely helped the PLA operationalize AI for its information warfare and, specifically, social media manipulation, provides a useful illustration of what the PLA may be dreaming of with generative AI. Since at least 2016, Li has led a research effort to explore how to design
an operational system for “online public opinion struggle.” In a 2019 article as part of this effort, Li laid out a model for AI-enabled public opinion manipulation that matches the threat we have outlined above: a network of AI-controlled synthetic personae that are realistic enough to simulate public consensus on issues of concern to the CCP (Li, Hu, and Xiong, 2019). Li clearly revealed his intent in research published in 2016 that called for the PLA to improve its ability to conduct “online information deception” and “online public opinion guidance,” the cornerstones of social media manipulation (Li, 2016). Li’s special importance within the PLA is evident in the fact that he coauthored his 2019 article with a researcher at Base 311, right after the unit was accused by Taiwan of election interference via social media (Beauchamp-Mustafaga and Drun, 2021).

While LLMs and text-to-image models were not available at the time of Li’s research in 2019, Li accurately predicted the AI capability needed to overcome technical bottlenecks for maximally effective online public opinion warfare, writing that traditional social bots or trolls do not sound human enough to be fully effective. Specifically, Li complained that their “post generation is mechanized without regard for personality, occupation, and age differences; there is no individuality or simulation of human characteristics, so posts are easily identified and deleted,” something generative AI elegantly solves (Li, Hu, and Xiong, 2019).

The model Li proposed has five main capabilities:

1. receive public opinion situation and guidance orders from command-and-control centers
2. select appropriate post generation models according to the topic, style, and emotional tone set by guidance orders, and generate posts with certain character traits
3. adjust guidance timing and methods based on current online public opinion
4. publish posts and conduct public opinion guidance based on set behavioral characteristics and guidance timing and methods
5. carry out coordinated online public opinion guidance between multiple intelligent agents (Li, Hu, and Xiong, 2019).

In the above five capabilities, generative AI will help with content generation (capability 2), and the potential for autonomous
action from LLMs and their interactivity may mean they can assist with solving the orchestration (capability 3), delivery (capability 4), and coordination (capability 5) challenges. Li’s 2020 article visualizes this model as a set of inputs (AI modeling and CCP objectives) that inform post (content) generation and post timing (delivery) mechanisms for outputs to social media, as shown in Figure 1.

Li’s research is ongoing: He published another article in January 2023 on improving the outputs of a language model for better using emotion in text generation and thus generating more-convincing synthetic text (Li and Gong, 2023). Although we categorize this research as social media manipulation 2.0, since it is based on an earlier generation model (a fine-tuned version of Google’s BERT), it clearly demonstrates Li’s research interests evolving over time and seems ripe for leveraging generative AI for social media manipulation 3.0.

Thus, in addition to the PRC’s growing technical capacity and well-documented intentions of using AI to spread propaganda, PLA-affiliated researchers such as Li are proposing operating concepts for employing AI for social media manipulation.

Illustrative Potential PRC Use Case: Taiwan

As the focal point of Chinese foreign social media manipulation, Taiwan illustrates the potential implications if China successfully adopts generative AI for its social media manipulation. Beijing is already known for using social media to interfere in Taiwanese politics since at least 2016. The CCP claims Taiwan and seeks to achieve unification through nonmilitary means if possible, and therefore it hopes to shape the outcome of Taiwanese elections toward Taiwanese politicians who Beijing views as being more favorable toward unification.35
China engages in widespread political interference against Taiwan, not just via social media manipulation but also by leaning on traditional media figures and cultivating election influencers via local power brokers, including criminal gangs, managed by the CCP’s United Front Work Department (Cole, 2019; Hille, 2018). The first reports of Chinese election interference via social media manipulation against Taiwan emerged in 2018, when Taiwan’s government accused the PLASSF of creating fake social media accounts and spreading fake news to interfere with the November 2018 elections, as practice for manipulating the 2020 elections in support of candidates with policies favorable to Beijing (Chung and Hetherington, 2018; Everington, 2018). The reported tactics were coordinated across media formats and largely centered on content generated by PRC traditional media; first, PRC state-owned media created videos and other content targeting Taiwan, then the PLASSF and other CCP-affiliated actors (e.g., the 50 Cent Army) spread the content on social media platforms (Chung and Hetherington, 2018; Everington, 2018).

PRC tactics for social media manipulation have evolved since 2018 to focus on more-organic content specifically tailored for social media, though broader PRC efforts still include influencing Taiwanese traditional media. One shift involved a greater reliance on content farms: specifically, PRC-controlled websites that produce false or misleading content, which is spread by PRC-affiliated actors (and unwitting non-PRC users) on Taiwanese social media. Such tactics included cheapfakes and recontextualized media, and the PRC reportedly used bots to spread this content. Another shift involved PRC attempts to buy established Taiwanese social media accounts, whether Taiwanese media companies’ official accounts or just popular accounts with large followings. Lastly, Beijing reportedly attempted to pay Taiwanese influencers, or online celebrities, to “advertise” pro-Beijing narratives within their normal content (Feng, 2019; Chen and Hetherington, 2023).

Despite these sophisticated, coordinated, and expensive efforts, foreign researchers have concluded that the PRC’s attempts to influence Taiwan’s 2020 election results were minimal at best. However, these attempts appear to have some measurable effects, worsening Taiwanese political and social polarization and widening perceived generational divides (Huang, 2020, p. 29). Social media manipulation 3.0 is likely to improve these Party-state efforts meaningfully.

Looking forward, the theoretical benefits of generative AI may be borne out by PRC efforts against Taiwan. The prospect
With generative AI, PRC malign actors will likely be able to appear more authentic, simply using few-shot prompt generative AI to produce text content for social media posts. Indeed, the director-general of Taiwan’s main intelligence organ, the National Security Bureau, warned Taiwanese lawmakers in April 2023, “We are closely watching whether [China] will use new generative AI applications in disseminating disinformation” (Shan, 2023). Going a step further, generative AI that is fine-tuned on Taiwanese social media—easily attainable by the PRC government—could revolutionize this content. Such AI would improve overt propaganda, such as China Global Television (a key PRC overseas propaganda organization) and, more importantly, would make astroturfing more convincing. It is unclear exactly how much of a constraint human labor was on PRC efforts previously; regardless, generative AI will directly benefit Beijing by reducing its labor requirements. This, in turn, will be helpful for expanding the scale and reach of PRC efforts, especially for astroturfing. Lastly, improved authenticity will likely decrease the possibility that PRC efforts are detected by Taiwan, further improving the impact of PRC efforts by going unnoticed. Building on the general tactics and implications outlined in Table 2, Table 3 illustrates how generative AI may change PRC social media manipulation tactics against Taiwan in the future.

of improved authenticity will be the most important, since previous CCP attempts have been generally regarded in Taiwan as ultimately not very effective because they are not very tailored and thus (so far) have been easy to spot, such as using the wrong Chinese-language script (simplified Chinese, used on the mainland, instead of traditional Chinese, used in Taiwan; Harold, Beauchamp-Mustafaga, and Hornung, 2021). With generative AI, PRC malign actors will likely be able to appear more authen-
## TABLE 3
How Does Generative AI Change the Game for Chinese Social Media Manipulation Against Taiwan?

<table>
<thead>
<tr>
<th>Common PRC Tactic</th>
<th>Definition</th>
<th>Previous Shortcoming</th>
<th>Potential Implication with Generative AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertising</td>
<td>Paid promotional content to support a cause or actor</td>
<td>PRC paid Taiwan influencers to promote pro-CCP content, but they sometimes were easy to identify with blatant one-off messages</td>
<td>May diminish; PRC no longer needs to pay others to create viral content if it is able to generate convincing, authentic text</td>
</tr>
<tr>
<td>Bots for astroturfing</td>
<td>Using large numbers of inauthentic (fake) accounts (bots) to create the appearance of a broad consensus on a topic</td>
<td>PRC has largely relied on human-generated comments, limiting quality and scale</td>
<td>Likely to increase dramatically; generative AI will give bots written voices that are near-indistinguishable from human-created content</td>
</tr>
<tr>
<td>Cheapfakes and recontextualized media</td>
<td>Supporting a campaign either with simple edits or by repurposing media (usually, images)</td>
<td>PRC attempts are relatively easy to identify and slow enough for Taiwan government to expose and debunk</td>
<td>May diminish; realistic, highly believable fakes will be far cheaper to make en masse and may not be able to be identified or may overwhelm Taiwan government response capabilities</td>
</tr>
<tr>
<td>Impersonation</td>
<td>Pretending to be another person in order to misrepresent their position or views</td>
<td>PRC relies on pressuring public individuals into creating misleading information (especially, confessions)</td>
<td>Now possible to (1) mass-generate text in the style of a given individual's writing (2) falsify images of an individual and produce those images en masse. There is no longer a need to actually coerce a targeted individual</td>
</tr>
<tr>
<td>Keyword squatting</td>
<td>Creating mass content to manipulate search engine results related to a given term, phrase, or hashtag</td>
<td>Past PRC campaigns on Xinjiang issues have lacked variety, making them easier to detect</td>
<td>Generative AI does not revolutionize keyword squatting’s mechanism but permits squatters to automate mass content generation containing a given keyword</td>
</tr>
<tr>
<td>Swarming</td>
<td>Loosely organized groups coordinating to fill an information space (e.g., spamming a comment section)</td>
<td>50 Cent Army members are inconsistent in their ability to avoid detection or achieve specific narrative goals</td>
<td>Generative AI automates the process of creating mass unique content for spamming a comment section or otherwise drowning out a narrative</td>
</tr>
<tr>
<td>Testimonials</td>
<td>Personal stories used to elicit emotional reactions or sway opinions</td>
<td>PRC-manufactured testimonials have historically been presented on state media and appear to be relatively scripted</td>
<td>Generative AI is capable of writing short-form and long-form testimonials of wide-ranging content on a mass scale, representing various demographics for both broad and niche effects</td>
</tr>
</tbody>
</table>

SOURCES: Adapted from Harvard Kennedy School Shorenstein Center for Media, Politics, and Public Policy, 2022; and Huang, 2020.
What Are the Limitations?

Although we believe that social media manipulation using generative AI poses a meaningful threat, we also acknowledge there are limitations to generative AI. Despite the “AI” moniker, LLMs and text-to-image models do not appear to have humanlike, general intelligence. They are very data-rich representations of patterns in language and images, but fundamentally there is no understanding involved. Output from LLMs such as ChatGPT is often inaccurate or contextually inappropriate enough that attentive readers can detect something is off, because, at their core, LLMs are statistical models of next-word prediction. Similarly, text-to-image outputs often have visible anomalies (e.g., hands with seven fingers) because these models are only statistical impressions of things humans understand holistically and accurately (such as people). Generative AI is not perfect, nor is it undetectable by humans (yet). We do note, however, that the quality of these models is rapidly improving.

Looking ahead to more-sophisticated AI, we note that there are technical limitations to building improved, next-generation models and to improving some of their basic architectural limitations. Foundational LLMs such as GPT-3 and GPT-4 are not cheap to build; the latter reportedly cost $100 million to develop (Knight, 2023). Deploying them can also be extremely costly: While we do not have exact figures, running ChatGPT might cost $100,000 per day, given the cost of renting high-end graphics cards via cloud computing services. Although we cannot predict pricing for computing power in the future, training the next generation of larger and higher-performance models is still likely to be very expensive: Fine-tuning existing models is cheap, but building new ones is a nontrivial endeavor. This cost may be prohibitive to some nonstate actors; however, if the Chinese military leadership decides to pursue such models, China can certainly afford it, with its military budget estimated at more than $290 billion in 2021. We do note, however, that the technical limitations on cost for building and deployment are specific to LLMs: Text-to-image models, such as Stable Diffusion, are much cheaper to train and can be deployed on personal computers.

Improving the performance of LLMs is also limited by architecture, such as the length of text inputs during modeling. Although humans are relatively slow and forgetful compared to machines, we have great scope in how we make sense of text data. A reader may not remember every word of *The Lord of the Rings*, but they can make sense of the whole story (for example, understanding character arcs and relationships that span the entire narrative). However, the current generation of LLMs uses transformer architectures that can process a limited amount of text at a time, though even this limitation is changing rapidly: When we started drafting this report in February 2023, LLMs could only ingest two to four pages of text; several months later,
that has grown to eight pages and even, reportedly, 40 pages (Hern and Bhuiyan, 2023). Transformers are quadratic in how they ingest text: Doubling the length of the input quadruples the computing requirements, and this can quickly scale out of feasibility (Dubey, 2021). There is ongoing research in this area, but LLMs as of May 2023 can only make inferences on a model built from (relatively) short chunks of documents, which appears to limit their accuracy and appropriateness for various tasks. Indeed, Microsoft blamed the early failures of its Bing version of GPT-4 on this problem (Weise, 2023).

Finally, as much as generative AI appears to be revolutionary for social media manipulation, it is not clear just how much real-world impact social media influence campaigns have in the first place, regardless of how convincing they might be. While there is a body of evidence showing some effects from such campaigns, the degree and duration is not clear. Some research has found that social media manipulation campaigns do not change strongly held opinions (Cohen et al., 2021), and other research has shown how little influence some campaigns have (e.g., pro-Western campaigns attributed to the U.S. government; Graphika and Stanford Internet Observatory, 2022). There is reason to think that malign information operations, including social media manipulation, have meaningful effects: Certainly, U.S. adversaries conducting these operations think so. But we do not have clarity on how serious the threat is.

What Should Be Done About Generative AI?

Although generative AI presents threats in terms of social media manipulation, a coherent, proactive response by the U.S. government and broader technology and policy community may mitigate those threats. There are technical and policy solutions to specific aspects of the larger problem. Additionally, the U.S. national security establishment has a role to play. Finally, diplomacy and engagement with both adversaries and allies may be critical to mitigating the informational threat of generative AI. Please note we do not discuss mitigation strategies that are country- or platform-specific. Regulating U.S. or European Union AI technology or placing guardrails in high-profile models, such as ChatGPT, will not have any effect on how Russia might use the open-source YaLM 100B Russian-language LLM or how the PLA might leverage PanGu-Alpha. Mitigation strategies must account for generative AI being ubiquitous and unregulated globally.

Many of the mitigation strategies we raise here involve trade-offs, whether between profits and platform integrity for private companies or between freedom of speech and information security for the U.S. government and broader public. These public and private policy decisions may be fraught, but they will be improved by an inclusive and informed public conversation that begins now, not after another foreign (or domestic) attack on the U.S. democratic process in the 2024 elections. We do not recommend any specific solutions as easy choices but instead raise these options for consideration to start the conversation.

Technical Mitigations

The U.S. government, social media platforms, and the AI industry can explore technical solutions to generative AI threats, but foreseeable mitigations in the near term all appear to fall short right now. The overall principle should be to identify, attribute, and remove inauthentic personae (accounts) in order to restore
faith and trust in the public conversation on social media. While this may be a moment in which the offense-defense balance shifts toward the offense, offensive advantage has historically been transitory; thus, policymakers should not despair that the advent of generative AI means social media manipulation is forever impossible to counter. The United States can invest in defensive technology that can detect inauthentic content at scale or in watermarking technology to verify the source of the content. At this time, it is not clear what technologies may be available and how effective they will be. In response to ChatGPT’s potential use by students, some vendors are touting “AI detection” tools, but these are generally very crude models that use simple perplexity measures (essentially, word variability) and are trivial to defeat. Even OpenAI’s tool to detect its own model is fooled simply by asking ChatGPT to do so (e.g., “use a variety of words with a perplexity of about 600”). That does not mean, however, that better approaches and thus better detection models cannot be developed.

If the current prospects for detecting generative AI–produced content are slim, then it is also worth considering how to address another major part of the problem: content delivery. With the improvements offered by generative AI for content creation, content delivery (specifically, inauthentic accounts) may be the new limiting factor for social media manipulation. Platforms should redouble their efforts to make it harder for new accounts to be opened by malign actors and should redouble efforts to identify and remove inauthentic accounts.
Short of directly identifying and removing inauthentic content, another option would be to bolster public confidence in authentic social media content. A blockchain system for media that acts as a kind of public chain of custody and authenticity may help create confidence that an image or document is authentic and comes from when and where it claims (Horvitz, 2022). Such a system would make alterations to documents or images visible and could highlight inauthentic documents as having no verifiable, trustworthy lineage. Similarly, journalistic reputational systems via blockchain may give the public a way to quickly verify trustworthy sources (Almasoud, Hussain, and Hussain, 2020).

Other technical measures to restrict the proliferation of generative AI–produced content could include attempting to restrict adoption by malign actors. While AI models will be hard to contain or control, the underlying hardware used to train current and future language-generation models may be easier to control. These models are nontrivial to produce: They require massive datasets, computing power, and skilled technical labor to train them (Goldstein, Sastry, et al., 2023), so the sort of restrictions on access to AI hardware the U.S. government enacted against China and Russia in 2022 may help. We note, however, that prohibitions may be hard to enforce, and the United States likely cannot ban every potential bad actor—Iran, for example—from developing and exploiting this new generation of language AI.

Policy Mitigations

While we do not think that U.S. or Western regulation of generative AI can restrict foreign social media manipulation efforts, we do think that there are regulatory steps the United States can take to make it harder for adversaries to gain access to platforms and remain hidden. Regulating social media platforms to create norms of transparency, public accountability, and access for researchers might be a powerful tool against social media manipulation. We think regulatory policy that lays out threats and platform responsibilities, while protecting civil liberties, may be an important first step toward reducing platforms’ vulnerability as vectors of transmission for social media manipulation (Rochefort, 2020; West, 2017). Further, regulation that requires transparency and access for researchers could be a critical way to strengthen democracies against these threats (Aral and Eckles, 2019).

Another potentially powerful (but complicated) policy intervention would be requiring platforms to verify the identity of users behind accounts (Balasubramaniam, 2020; De Leon, Enriquez, and Tiglao, 2019), creating a uniform standard for social media platforms. On the one hand, requiring identity verification, similar to verification required for banking, could directly attack the scale advantage of generative AI social media manipulation. On the other hand, identity verification may have a chilling effect on free speech: The anonymity of social media helps support unpopular speech (for example, government criticism). We note that this is primarily a domestic mitigation strategy for U.S.-based platforms. Autocratic regimes such as Russia or China would still, of course, be free to flood and manipulate platforms within their influence, such as WeChat, TikTok, and VKontakte.

In addition to internally facing regulation for platforms, outward-facing national security policy can help mitigate the threat of social media manipulation. The U.S. Department of Defense (DoD) must be prepared to operate across a con-
tested information environment in which generative AI scales propaganda and makes it ubiquitous, preparing across doctrine, organization, training, materiel, leadership and education, personnel, facilities, and policy. An example is force-wide training and education, for which DoD as a whole lacks sufficient resources for operations in contested information environments: specifically, vignette or case study repositories, access to subject-matter experts, simulated training environments, and supporting infrastructure (U.S. Government Accountability Office, 2023). Preparations to deal with generative AI could include multiple DoD components, including the Under Secretary of Defense for Personnel and Readiness, Under Secretary of Defense for Policy, Chairman of the Joint Chiefs of Staff, armed services, and combatant commands. Likewise, DoD components could robustly research and red-team possible adversary use of generative AI, informing national security policy. One example is educating the joint force on identifying images produced by generative AI: Although such images may be photorealistic, they often have visual anomalies (e.g., too many fingers) that can be detected with a close eye.

Lastly, if the detection of generative AI content will be much more challenging, then public attribution will also be difficult even as it becomes more important. The policy community should discuss standards for attribution now, and the United States and other interested governments should consider how they might support public attribution of malign actors. Another step is to raise public awareness of this threat and to expand ongoing public education and media literacy efforts to include addressing generative AI (Huguet et al., 2021).

Diplomatic Mitigations

The United States could also consider engaging in dialogue with China on the topic of generative AI and the risks for social media manipulation. Although any dialogue is challenging, given ongoing tensions in the bilateral relationship, Track II dialogues may help facilitate at least some conversation between the two sides’ broader policy and research communities. The objective of these conversations would be to better understand how each side views the risks of generative AI and whether there is room for agreement on restraining government use and limiting malign uses by domestic nonstate actors.

Short of direct or even indirect engagement with China, Russia, and others on rules of the road for nation-state uses of generative AI, the U.S. government could also (at a minimum) make a public declaration of its principles for using this emerging capability. Such a declaration would be similar to the February 2023 declaration by the U.S. Department of State on the “Responsible Military Use of Artificial Intelligence and Autonomy” (U.S. Department of State, 2023). China made a similar declaration in December 2021 (Ministry of Foreign Affairs of the People’s Republic of China, 2021b). While it would serve the immediate purpose of clarifying U.S. policy, it would also ideally serve to allay some concerns in Beijing, Moscow, and elsewhere, though this is unlikely in practice due to a lack of mutual trust with the Chinese and Russian governments. It might also inspire other countries to consider adopting similar principles and might at least limit the proliferation of nation-state and domestic nonstate actors employing generative AI for malign purposes.

The United States should also begin monitoring for PRC employment of generative AI–produced content as an indicator of intent and technological progress. While early PRC employ-
ment may be experimental and poor, it would confirm PRC intent to leverage this emerging capability and provide an opportunity for the United States and others to raise awareness. Special focus should be paid to Chinese efforts against Taiwan, which has historically been Beijing’s testing ground for information warfare, including social media manipulation. Such efforts would benefit from engagement with Taiwan on the topic, detailed below. One specific indicator of Chinese intent would be PRC development of LLMs that focus on Taiwanese text, such as pulling from PTT (Taiwan’s version of Reddit).

Multilaterally, the United States should begin engaging with allies and partners (especially, Taiwan) on these emerging risks, evidence of Chinese employment, and potential countermeasures. While PRC social media manipulation has historically been a limited concern outside Taiwan and the United States, generative AI has the potential to extend China’s capability to a much wider range of target countries, such as Japan, South Korea, and the Philippines, as well as other countries in Southeast Asia and Europe. Although raising awareness and sharing information—especially on evidence of Chinese employment of generative AI—would be the first goal, reaching consensus on norms of behavior and cooperation on countermeasures would be good medium- and long-term goals. Such conversations can be folded into common 2+2 bilateral diplomacy and defense dialogues or multilateral forums, such as the Global Cooperation and Training Framework, which provides a platform for Taipei to showcase its expertise on the topic.

Lastly, the United States could consider the potential of arms control for social media manipulation—related capabilities (especially, generative AI, as described in this Perspective). While arms control in general is facing headwinds amid severe downturns in relations with China and Russia, especially given the fraught recent history of nuclear arms control and failed attempts at cyber arms control, the prospects of a highly destructive offensive-favoring but unregulated new capability (generative AI) may make the topic worthy of consideration. In fact, China and Russia have historically favored, at least in public statements, arms control for what they call “information weapons.” If nothing else, some of the low-hanging fruit from the arms control process, such as confidence-building measures, may be worthy of further research and policy consideration.

Conclusion: A Proactive, Broad Strategy

We are at the start of a new era of potential social media manipulation. Many of the former constraints on malign influence activities over social media (particularly, the trade-off between scale and quality) appear to be largely or even completely obviated by advances in generative AI. Further, these advances in AI are continuing at an explosive pace, not only in terms of new and improving generative capabilities but also in terms of emerging capabilities for AI-enabled distribution and management. The U.S. government and broader technology and policy community should respond proactively, considering a variety of mitigations to lessen potential harm. Although we have emphasized and unpacked here the specific intent and interests of China vis-à-vis Taiwan, such concerns extend to a variety of malign state and nonstate actors. Therefore, we strongly suggest the development of a coherent, proactive, and broad strategy for dealing with this new threat.
Endnotes

1 We define social media manipulation as the artificial intervention to influence discourse on social media platforms, whether by state or nonstate, domestic or foreign actors. Strictly speaking, the technology we address here is machine learning, a subset of AI. However, popular discourse uses the two terms somewhat interchangeably, so we default to AI here.

2 Early text-to-video models have been released at the time of this writing but are still not as mature or ready for deployment as text and image generative models.

3 Russia’s Internet Research Agency is an online troll farm that engages in influence campaigns and election interference on behalf of the Russian government. The name for China’s 50 Cent Army originates from the notion that online commentators were paid RMB¥0.50 per post to spread pro-CCP propaganda.

4 Estimates from the mid-2010s suggest that the typical American has 15 to 20 online friends who they have never met in person (Center for the Digital Future, 2019).

5 For example, see Goldstein, Sastry, et al., 2023; and International Institute for Strategic Studies, 2023.

6 For an overview of the disinformation process, see Sedova et al., 2021a.

7 Although deepfakes have been produced with generative adversarial networks and thus technically are generative AI content, we argue that the newer generation of LLMs and other models are substantially different.

8 For a good overview of the technology underlying deepfakes, see Hwang, 2020.

9 For earlier work on this topic, see Sedova et al., 2021b; Helmus, 2022; Goldstein, Sastry, et al., 2023; and OpenAI, 2022.

10 See, for example, the AI-generated “photo” of a couple on a carousel in Yang, 2023.

11 ChatGPT has a limited “context memory” (approximately 3,000 words) in any given conversation, so few-shot learning while interacting with the model is temporary, forgotten after about 3,000 words have passed. In contrast, these models can be fine-tuned with additional training and data that permanently changes the model and its output. For example, OpenAI has already made GPT-3 available for fine-tuning (see OpenAI, undated) and may do so for ChatGPT soon as well.

12 See, for example, Edwards, 2022; and Liu et al., 2022.

13 See, for example, a deepfake of President Joseph Biden attacking transgender people (Lajka, 2023).

14 For example, see François, Nimmo, and Eib, 2019.

15 For a good, recent review of PRC-attributed social media manipulation, see Zhang, Hoja, and Latimore, 2023.

16 Russia has also made use of early generative AI for profile photos (see Grossman et al., 2021).

17 A May 2023 report by a Chinese government–affiliated think tank claimed that various Chinese organizations had developed 79 LLMs since 2020. See Li and Baptista, 2023.

18 For a recent comparison between Chinese and foreign LLMs, see Ding, 2023.

19 A search of state media Xinhua and the Chinese Communist Party’s official newspaper People’s Daily for “ChatGPT” from November 30, 2022 (when ChatGPT was released), to January 13, 2023, returned only four unique reports.

20 For background on CCP concerns, see Delury, 2022.

21 For more on PRC threat perceptions from social media and the Arab Spring, see Beauchamp-Mustafaga and Chase, 2019; and Zhao, 2018.

22 For some PLA views, see Chen, 2016; and Zeng and Shi, 2014, pp. 79–81. For a PRC Ministry of Foreign Affairs view, see Ministry of Foreign Affairs of the People’s Republic of China, 2023.

23 For earlier research on PLA interest in emerging technologies for information warfare, see Chen, 2022; and Chen, 2023. For a good, recent review of multiple PRC actors involved in PRC influence operations, see Zhang, Hoja, and Latimore, 2023.

24 For more on the PLA’s assigned missions, see State Council Information Office of the People’s Republic of China, 2019.
For more on the Three Warfares and public opinion warfare, see Wu and Liu, 2014.

Early PLA sources with this intent include Ji, Sun, and Yu, 2005; and Yang and He, 2007.

The authors list their affiliation as Huayi Broadcasting Corporation (中国华艺广播公司), but this is a well-known front organization for Base 311. See Beauchamp-Mustafaga and Drun, 2021.

The most prolific PLA information warfare researcher lamenting the PLA’s lack of foreign language skills is Liang Xiaobo. See, for example, Li and Liang, 2018, pp. 1–6; and Liang, 2019.

For more on the shortcomings of 2019 Hong Kong–related disinformation, see Conger, 2019; and Dotson, 2019.

See, for example, Liu and Zhang, 2016.

See, for example, Cowhig, 2021.

For foreign propaganda, see Ryan et al., 2021. For one PRC inauthentic social media campaign, see Strick, 2021.

Notable PRC government funding includes National Social Science Fund grants 14BXW028 and 19BXW110. For key articles in this general line of research, see Li, 2016; Li, Hu, and Xiong, 2019; and Li et al., 2020.

Li lists his affiliation as Huaqiao University (华侨大学), but he is a career PLA researcher, and we assess that he likely still maintains his PLA ties, based on his coauthored research with PLA organizations.

For some research on this practice, see Beauchamp-Mustafaga and Drun, 2021; Harold, Beauchamp-Mustafaga, and Hornung, 2021; and Insikt Group, 2020.

For two reviews of PRC tactics during Taiwan’s 2020 elections, see Insikt Group, 2020; and Huang, 2020. For reporting on broader PRC efforts targeting Taiwanese media, see Lee and Cheng, 2019.

See, for example, Goldstein, 2022.

Data from the Stockholm International Peace Research Institute via Center for Strategic and International Studies, 2023.

The CEO of Stability AI reported the cost of training Stable Diffusion at $600,000 (Mostaque, 2022).

For more on offense-defense balance, see Brown et al., 2004.

Fine-tuning and deploying image generation models is comparatively easy, and AI hardware bans are unlikely to have any effect on their proliferation and deployment.

See, for example, Ministry of Foreign Affairs of the People’s Republic of China, 2011; and Ministry of Foreign Affairs of the People’s Republic of China, 2017. For relevant research, see Farnsworth, 2011; Barmin et al., 2011; and McKune, 2015.
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About This Perspective

This Perspective explores the implications that generative artificial intelligence (AI) might have for social media manipulation. We argue that the advent of generative AI presents a revolutionary improvement for the social media manipulation process, including content generation and content delivery, and that this heralds a new era. Not everything will change, however, as it is not clear that existing generative AI excels at tasks such as social media campaign design or campaign assessment.

This Perspective begins with an overview of the generational shift in social media manipulation presented by generative AI and an overview of generative AI. We then address the potential threat of generative AI for social media manipulation, including how generative AI will change (and may not change) common social media manipulation tactics and how, in particular, this might affect China’s approach to social media manipulation. We provide an overview of China’s indigenous generative AI capabilities, explore Chinese military writings that provide insights into how China might leverage these new capabilities, and consider what this might mean for future Chinese efforts against Taiwan as an illustrative case study for this new risk. We also address the likely limitations. We conclude with recommendations for technical, policy, and diplomatic mitigations by U.S. government and industry. We argue that any mitigation strategy must account for generative AI being ubiquitous and unregulated globally.
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The world may remember 2022 as the year of generative artificial intelligence (AI): the year that large language models (LLMs), such as OpenAI’s GPT-3, and text-to-image models, such as Stable Diffusion, marked a sea change in the potential for social media manipulation. LLMs that have been optimized for conversation (such as ChatGPT) can generate naturalistic, human-sounding text content at scale, while open-source text-to-image models can generate photorealistic images of anything (real or imagined) and can do so at scale. Using existing technology, U.S. adversaries could build digital infrastructure to manufacture realistic but inauthentic (fake) content that could fuel similarly realistic but inauthentic online human *personae*: accounts on Twitter, Reddit, or Facebook that seem real but are synthetic constructs, fueled by generative AI and advancing narratives that serve the interests of those governments.

In this Perspective, the authors argue that the emergence of ubiquitous, powerful generative AI poses a potential national security threat in terms of the risk of misuse by U.S. adversaries (in particular, for social media manipulation) that the U.S. government and broader technology and policy community should proactively address now. Although the authors focus on China and its People’s Liberation Army as an illustrative example of the potential threat, a variety of actors could use generative AI for social media manipulation, including technically sophisticated nonstate actors (domestic as well as foreign). The capabilities and threats discussed in this Perspective are likely also relevant to other actors, such as Russia and Iran, that have already engaged in social media manipulation.