America’s 5G Era

Balancing Big Data and Privacy

Fifth-generation (5G) wireless networking will increase the scale of wireless networks by an order of magnitude or more.1 Perhaps nothing exemplifies the future of the 5G era more than the ubiquitous surveillance that is gathering more and more-diverse data on people. Even before the 5G era, data were seen as a source of new economic value. At the same time, the gathering and use of data have already raised privacy concerns, both in the United States and in Europe (Gopalakrishnan, 2020; Singer and Conger, 2019).

KEY FINDINGS

■ As the volume, variety, and velocity of data gathered increase dramatically, both the value and the risk are likely to increase as well.

■ In the fifth-generation (5G) wireless era, a government could expand and automate its surveillance for infectious-disease monitoring and translate that surveillance into controls of day-to-day activity.

■ In the 5G era, law enforcement has more information than ever before, which it can fuse together a lot more quickly.

■ The 5G era, with increased bandwidth for more-connected devices, will likely continue the trend of the collection and utilization of personal data by firms, both large and small, and could contribute to a ubiquitous mobile surveillance environment.
Although concerns about big data are not new, the connection between growth of the opportunities and risks associated with big data, personal privacy, and the coming 5G era are often an overlooked piece of the 5G conversation. As the volume, variety, and velocity of data gathered increase dramatically, both the value and the risk are likely to increase as well. Our focus in this report is on the implications of 5G hardware, and we assume that artificial intelligence (AI) algorithms and processing capacity will evolve to exploit the new data sources.

The challenge to U.S. policymakers and their constituents is striking a balance between the potential gains of the 5G era and the potential loss of privacy and of control over personal data. Here, we first outline current and potential problems, then discuss a general approach for balancing disparate risks and rewards, including some alternative models for the ownership and control of the data someone generates. Finally, we illustrate an alternative model through the context of countering the coronavirus disease 2019 (COVID-19) pandemic.

### 4G-Era Reality and 5G-Era Potential: Two Use Cases

Today, much is inferred about people using information from the devices they choose to carry, from mobile phones to fitness trackers. The 5G era—with much more reliance on machine analyses—will move from inferences to direct measurements, gathered independently of any overt choice by the user. It might be illustrative to explore the implications of these changes through the use of notional case studies. We are not advocating for these use cases but use them as a thought experiment to determine how 5G systems might affect people in the future.

#### Containing COVID-19 in China

Consider the case of Chinese surveillance applied to COVID-19 tracking. In 2020, people under quarantine were required to remain in their homes until they received permission to leave. If they left early or congregated outside their homes, human teams monitoring public surveillance cameras would order them to disperse or return home, via public address systems or by dispatching police (Cadell, 2020; Y. Yang et al., 2020). To access public transportation or buildings, every traveler is required to show other people their COVID code (red,
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yellow, or green) on their smartphone (Mozur, Zhong, and Krolik, 2021). In the 4G era, the smartphone provides only the COVID code.

In the 5G era, China could expand and automate its surveillance (Zhong, 2020) and translate that surveillance into controls of day-to-day activity. Cameras facing a home’s doorway would communicate, to an automated control center, the face and gait of anyone leaving home (Gan, 2020). AI algorithms could identify the person leaving and check their COVID code with radio-frequency identification (RFID) devices in the doorframe. If the code were red, the center would call or text the subject’s phone with an order to return home, and elevators, building doors, and public transportation would not allow the subject to pass. If the person remained outside, loudspeakers in the vicinity could announce the person’s noncompliance, and law-enforcement officials would be dispatched to detain the person or return them home.

If a subject’s code were green, they would be allowed access to building doors, elevators, and public transportation as usual. As the subject used or passed within a few meters of these and other portals—and each street-light, parking meter, vehicle, or regularly spaced sensor unit—their smartphone would announce their presence and status to be checked with that of other people passing within 2 m. AI agents performing this check would confirm that the person holding the smartphone was the same person who left home and would automatically adjust their code downward to the lowest status of anyone with whom they were judged to have come into transmissible contact (i.e., if they came into transmissible contact with someone of yellow status but no one of red status, they would drop to yellow status; if they came into such contact with anyone of red status, they would drop to red status). If their status dropped to red, they would receive a call or text ordering them home—with the same compliance mechanisms described above.

Public Doxing by Anonymous Accusers

Imagine taking a bicycle ride in Gainesville, Florida, or Bethesda, Maryland, or any other city or town or along any country lane in the United States today. Just you and your smartphone and maybe a wearable device with a fitness app. A man on your route is seen
behaving badly and maybe even criminally—perhaps he assaults someone or breaks into a house. A passerby takes pictures of the culprit and sends them to local law enforcement—which then tweets it out to 55,000 followers with a request to identify the suspect in the picture. Some of these 55,000 crowdsourcing people think they have identified the person—or perhaps several different people—because of the picture or from location information publicly shared by a fitness app. With perhaps a bit of time and social media savvy, they come up with the name, cell number, and address of one or more men who seem to match the time, date, and description of the culprit. In a process commonly known as doxing, the social media armchair detectives retweet the information to all 55,000—who then send thousands of threatening tweets, texts, and other social media messages (all effectively anonymous) to the supposed suspects. The problem is that they got the wrong people—but subsequent retractions from authorities do not have nearly the reach of the initial accusation. In fact, this very situation has already happened using 4G technologies (see Nuzzi, 2020, and Schuppe, 2020).

In the 5G era, local law enforcement has more information, which it can fuse together a lot more quickly. Cameras on traffic signals, streetlights, public buildings, private residences, vehicles, and wearable devices have all taken pictures. AI continuously monitors those owned by public agencies and willing private entities and those automatically scraped from social media. Advanced facial and gait recognition, cross-checked with fitness-app tracks and maybe RFID hits and accelerated by increased edge computing, has already been used to generate alerts and dispatch police (“Utah Police Look to Artificial Intelligence for Assistance,” 2020). In the future, this man could probably be intercepted before he even pedals home. If needed, law-enforcement AI could ask or subpoena individuals for helpful images or hits from their Ring doorbell cameras, Bluetooth apps, RFID systems, or Wi-Fi. Of course, some perhaps well-meaning people (or less well-meaning vigilantes) might also be able to access some of the same data and systems and pursue on their own anyone who is under suspicion.

Real or Notional Issues?

The 4G-era cases mentioned above have already happened; the notional 5G cases are based on capabilities under development but not yet widely deployed. Surveillance has been possible under all previous iterations of cellular networking. Indeed, the electronic collection of
data on people’s activities did not begin with the adoption of cellular phones. Electronic tracking actually began with the advent of the personal computer, and tracking of online activities began in earnest with the development of the ad-supported internet model.

Each member of society generates valuable data that they trade for otherwise-free services, such as use of an application or hardware. Often, the collection of data also serves a different purpose for the individual user. People use fitness trackers to optimize their physical training and smart thermostats to optimize efficiency. At the same time, tech firms, such as Alphabet (owner of Google) and Meta (owner of Facebook), harvest, interpret, and traffic personal data. The monetary value of the data concentrated by the app developer that accesses and aggregates the data has been deemed “more valuable than oil” (“The World’s Most Valuable Resource Is No Longer Oil,” 2017). The 5G era, with increased bandwidth for more-connected devices, will likely continue the trend of the collection and utilization of personal data by firms, both large and small, and could contribute to a ubiquitous mobile surveillance environment.

Such commercially driven surveillance can erode individual control because these corporations are answerable to individuals only when it comes to specific types of information collected by covered entities under current laws in the United States, although protection of individual privacy is more broadly regulated in the European Union (EU) and, for Californians, under state law. Although this information seems relatively harmless when it targets people with demographically relevant ads, the technology is being used in more ways and becoming more personal. In 2018, Amazon patented technology to identify coughs, presumably to sell cold medicines and soup, but this same technology could be repurposed to identify personal illnesses for beneficial or detrimental purposes (Jin and Wang, 2018). Beneficially, audio diagnostics could be useful in clinical settings in diagnosing specific illnesses, such as pertussis (Pramono, Imtiaz, and Rodriguez-Villegas, 2016). However, it is not a stretch to imagine similar diagnostics being used by companies or individuals who would not normally be allowed access to others’ health information.

Although Health Insurance Portability and Accountability Act of 1996 (HIPAA) (Pub. L. 104-191) regulations cover health providers and insurers, they do not cover nonmedical biometric data, even if one can use them to infer health information about an individual.

Overt data use is not confined to economic activities. Law-enforcement agencies have used some commercial data, including data collected through home video doorbells, in investigations (Harwell, 2019). Law-enforcement agencies in Utah have partnered with an AI company to monitor data streams from traffic cameras, closed-circuit television and public-safety cameras, 911 emergency systems, location data for state-owned vehicles, and social media posts to alert police to suspicious activity (Koebler, Maiberg, and Cox, 2020). As already mentioned, some law-enforcement authorities in the United States have begun to use fitness-tracking apps to identify people who might have been at crime scenes (Schuppe, 2020). The expansion of data collection in
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daily life has coincided with an increased reliance on big data analytics for decisionmaking. The data industry has become embedded in the basic societal structure in the United States, how people in the United States interact on social media, the news they see, and how governments recognize people. The 5G era will expand this further in two fundamental ways:

- It will incorporate the wide variety of Internet of Things sensors that will, in many cases, monitor people as a matter of course, including the devices someone might wear or carry.
- It will require and so spur the development of AI systems in order to interpret and make use of the flood of data in the data economy.

As people have adopted more-connected devices, the sheer amount of data collected will continue to increase. People in the United States have already expressed concern about their privacy. In a 2019 Pew Research Center study, 79 percent of adults were very or somewhat concerned about how the data that companies collected were used (Auxier et al., 2019). Although we cannot predict which applications will be most prevalent in the 5G era (e.g., surveillance, disease-tracking, autonomous driving, or other human-substituting intelligent agents), the changes 5G will usher in are likely to change society drastically, much as previous generations of technological innovation have. Although this change might be gradual, the final, overall technological change is likely to be drastic simply because the amount of data will be significantly larger.

**Ubiquitous Surveillance**

Even under 4G, there are potential benefits from the ubiquitous monitoring and interpretation of the coming flood of data. Indeed, some of these benefits, such as new diagnostics and contact tracing through widespread data collection, are being applied to the COVID-19 pandemic (O’Neill, Ryan-Mosley, and Johnson, 2020). An app developed by researchers in the United States and United Kingdom (UK) identified loss of taste and smell as key COVID-19 symptoms through self-identified symptoms of users in the UK (Menni et al., 2020).

But this is not an unalloyed benefit. The same data and analytic methods that produce virtuous outcomes can produce problematic outcomes as well. Already, in
China, the combination of proliferated cameras in public places, near–real-time facial recognition, and required apps on cell phones has created an ability to monitor much of the population (Mitchell and Diamond, 2018). In a report released in December 2019, researchers estimated that the number of cameras used in surveillance would increase to more than a billion in 2021, with China accounting for half of the total (Lin and Purnell, 2019). The Chinese government has used this technology extensively to track the Uighur population in Xinjiang, where the government uses proliferated sensors and information streams, along with a mandatory app, to track each person at an individual level. Although this type of technology is generally associated with authoritarian governments, democratic governments have also utilized mass surveillance and data collection to track people, both through systems those governments have developed and by utilizing the data collected by other means. The UK had already utilized automatic license-plate recognition to track and flag vehicle registration, insurance, and crime involvement, and similar technology has been used with drones to track out-of-area vehicles during the COVID-19 lockdown (Dearden, 2020).

The widespread collection and interpretation of data can also have other detrimental effects, even absent any state utilization. The 2010s were full of stories of major data breaches by malicious actors. Some, such as the hack of Office of Personnel and Management data in 2015, were the result of state-sponsored efforts; others, such as the hack of Target data in 2013, were large-scale criminal operations aimed at credit card theft (J. Yang and Jayakumar, 2014; Nakashima, 2015). Regardless of the actor, once data are lost, the people exposed become vulnerable, and once the data have been compromised, the information is “out there” on the internet, essentially impossible to remove.

Data breaches are not simply a one-way street either. Once the data have been compromised, exposure is not the only risk; there can be broader uses—against, for example, society by compromising the democratic process. The intruder might alter the data, which was a key concern with the Russian hacking of voter rolls during the 2016 election (Robles, 2019). The irreversibility of data breaches and the ways in which data can be misused will continue to motivate broad concerns about data gathering, security, and controls.

In some industries, laws have placed the liability for data theft on the data owner; such is the case with credit cards. If your credit card information is stolen and used, the credit card company is liable for the loss. For this reason, credit card companies track account usage closely in order to block fraudulent transactions, even while they also use this information to sell more services. In other industries that use personally identifiable information, there is not always the same type of preventive effort. When personally identifiable information is compromised, companies often simply provide customers with credit-monitoring services for a limited period of time. Credit-monitoring services have also been hacked but have simply put the onus on the individual subject of the data to watch for and identify fraudulent activity on their credit reports for flagging and removal.
How data-collecting industries should be incentivized to properly safeguard against data theft and misuse represents one of the most-important sets of policies that should be established in the 5G era. As more connected devices enter homes and workplaces, cybersecurity and the safeguarding of the data collected will become increasingly urgent. As we discuss in the next section, “Principles to Guide Responses,” the EU has mandated some data protections as a condition for companies to operate there.

Often, some effort is made to anonymize data in order to protect privacy and prevent malicious use, but this has proved to be of limited benefit. For example, efforts have been made to decouple data from the device on which they were collected and the device owner’s contact information. However, in aggregate, this information can become deanonymized. Individual people can be identified with only location data over time, as demonstrated by the New York Times when it purchased location data and was able to trace a senior U.S. Department of Defense official to the Women’s March (Thompson and Warzel, 2019). In essence, anyone, including high-ranking officials, influential businesspeople, or politicians, can be identified by their pattern of life in anonymized location data. That information can then be used by any entity or person who is willing to buy or hack the data.

Moreover, sometimes, even anonymous data can be damaging. Location information collected and made public by the fitness-tracking app Strava might have compromised sensitive U.S. military operations when it published a heat map of users’ activities even without releasing the users’ identities (Sly, 2018). The initial reaction from the company was to warn users to make sure they understood the privacy settings in the app, shifting the burden of understanding the potential uses of the data from the company to each individual user.

The use of data and modeling also has the potential to change people’s behavior in real time. Some undesired outcomes from earlier cellular generations might give insights into potential effects of the 5G era. For example, Google Maps and Waze have measurably changed traffic patterns all over the world by showing where traffic is and where it is not (Littman, 2019). These apps change human behavior but are relatively easy to trick (Barrett, 2020). Unfortunately, reliance on rapid interpretation can lead to more-consequential outcomes than a longer commute or much busier residential side streets (Macfarlane, 2019). The 2010 flash crash was driven in part by high-frequency trading algorithms (Gara, 2015). In 2019, the hacking of smart cameras allowed malicious actors to look inside private homes and broadcast to children (Brown, 2019). Data collected by wellness devices can be used to determine whether someone has a health condition, but the data are not generally protected under HIPAA (Pub. L. 104-191, 1996), in part because the data are collected for personal use and not linked to a HIPAA-covered entity, such as a provider of insurance coverage or medical care (Federal Trade Commission [FTC], 2016).

A different problem can arise through the AI engines using the approaching flood of data. The poten-
Who is responsible if the government uses an opaque algorithm to make decisions that affect people’s rights, such as equal protection under the law? The application of advanced AI to analyze and interpret data streams will only increase the potential for unintended, biased, or even malicious uses of data, which will often be opaque to the affected parties.

Many of the technologies used now and many more projected for the 5G era rely on device-to-device (D2D) communication (Cisco, 2020). The uses for these D2D communications are vast. For many years, there has been a push for vehicle-to-vehicle, vehicle-to-infrastructure, and any number of other vehicle-to-something communications. If road vehicles can talk to each other, they can minimize their energy use, as well as overall congestion, based on road conditions and traffic flow. Surveillance from other D2D communications will also permeate into all rooms of U.S. homes. Wearable devices, such as smart watches and fitness trackers, are already common, as are smart assistants, such as Alexa. In the 5G era, these devices will increasingly

potential use of opaque algorithmic decisions that affect individuals, such as health care, insurance rates, and hiring and firing decisions, all raise questions of equity and democratic control. In 2018, a study reported in Science Advances showed that a model that several states used in sentencing proceedings to calculate recidivism rates was no more accurate than decisions by people with no criminal justice background (Dressel and Farid, 2018). Worse, although the algorithm did not use race as a criterion, other factors that were correlated with race were used, leading to racial bias in sentencing. This raises a question: Who is responsible if the government uses an opaque algorithm to make decisions that affect people’s rights, such as equal protection under the law? The application of advanced AI to analyze and interpret data streams will only increase the potential for unintended, biased, or even malicious uses of data, which will often be opaque to the affected parties.
talk to each other and to additional smart devices in the home. Today, the user must connect devices though Wi-Fi; in the 5G future, smart devices will automatically connect directly to the 5G network without a guarantee of an off switch. They already listen to conversations—even when users have not asked them to or acted to turn them on—again raising privacy concerns (Haselton, 2019).

The ability to analyze someone’s intimate pattern of life based on their connected devices already exists, but it is unclear whether the firms gathering the information currently have the capacity to analyze and make full use of all of the existing data. In the current legal and policy structure, a company may repurpose all of the data collected in one’s home, and one’s continued use of the device implies consent to the terms of service (ToS), including that repurposing. This is an essential part of the current economics of app development: A free app is not free to produce and support—apps are free because the maker can monetize the data that the app collects. And, of course, discontinuing use of a device or app does nothing to get the already-collected data back. The changes that the 5G era creates are the volume and nature of the data to be collected and exploited. Each new type of Internet of Things sensor with increased bandwidth and interconnectivity will create new dimensions to the information collected.

The question is whether this onrushing technology is akin to a force of nature that societies must simply endure the best they can or whether it is something societies can and should channel and control. We found that some clear choices are available, even when a society is under a pervasive, unfamiliar threat like they are today with the COVID-19 pandemic. A country can explicitly decide on the limits of data collection, the rules for holding and analyzing data, and the potential uses for the results of those analyses.

**Principles to Guide Responses**

In recent history, the ethos of the technology industry, as made famous by Facebook, has been to “move fast and break things.” Companies have moved forward with minimally viable products, introduced new features, and allowed accidents to happen while seeking forgiveness later. An example of this ethos is the history of adjustments to Facebook’s functionality and privacy policies (Romm, 2019).

With the increasing volume of personal information available for exploitation by a large number of more-diverse organizations, it is important that communities and governments make decisions now about the trade-offs they are willing to accept—between the potential benefits and the risks associated with widespread mobile surveillance—ideally before the information is collected because, once out there, data cannot be taken back. To date, most privacy regulations in the United States have been applied to specific types of data in certain contexts. For example, HIPAA created rules and regulations for insurance and service providers governing the protection of health information, while the Privacy Act of 1974 (Pub. L. 93-579) prohibited transmission of
personal information between federal agencies without the person’s permission. So far, there have been no broad federal-level decisions on what privacy protections consumers should have, aside from a few specific data types, such as credit, financial, and health information, and often these laws cover only specific entities, with the same data collected by other entities or means not covered.

In light of the forthcoming 5G era and, with it, the increased collection of data covering all aspects of people’s lives, we propose a more structured approach. Specifically, we propose a basic principle: that the beneficial uses be identified, well defined, and agreed upon before data are collected or new analysis is conducted. This principle also allows—and, in fact, demands—that the related ethical questions be broadly discussed in some structured manner before a system is implemented.

For new applications and exploratory research, some initial simultaneity of data protections and collection might be possible. The COVID-19 contact-tracing algorithms we discuss in this report are a particularly salient case. Other important examples include other medical and law-enforcement research. Google is now mining millions of patient records with the goal of improving patient care and is developing an AI-based system to improve cancer diagnoses (Abbott, 2020). And, as previously mentioned, AI companies have prototyped systems to generate alerts for law-enforcement agencies (“Utah Police Look to Artificial Intelligence for Assistance,” 2020). The current status quo favors very little in terms of safeguards of exploratory research with personal data, but such applications should be testable with limited data sets, carefully established safeguards to protect privacy, and appropriate human supervision of algorithm operations and uses. Most importantly, these limits and applications should then be reevaluated once their benefits and risks become better understood, in order to perhaps ease the limitations or add further restrictions. We see this as a framing of the questions of costs, risks, and benefits of the use of data, so we must immediately confront the two very different sorts of judgments: the ethical ones that determine which costs, risks, and benefits are relevant and the scientific ones for estimating the chosen factors (Fischhoff, 2015).

Although typically much attention is focused on scientific or technical analyses for 5G, the ethical issues
This approach with a diverse public can be possible only if the burden of proof is explicitly—and continually—on those proposing to gather and use data for some purpose that is beneficial or financially advantageous to them.

are far more complicated. The ethical issues surrounding privacy and data use are not new, but the adoption of 5G and the increased bandwidth for connected devices in combination with edge computing and an increase in the use of algorithms to make decisions create a turning point in the magnitude of the data available. Many questions are important to consider, including what privacy users should have and what rights they have over information about them, their movements, and their activities. Although these concerns apply most directly to the devices someone chooses to use themselves, the implications extend to the decisions the people around them make. In May 2020, a judge found that one does not have a right to not have one’s image taken in public by someone else (Cramer, 2020). If someone else’s device is tracking you, without your consent, did you imply consent by being in public? These issues are difficult, not only because analysts thinking about such issues must explicitly explain their choices and rationales for what is of concern—although they do need to do that—but also because of the related need to involve diverse stakeholders in reaching a decision.

The imperative to involve the relevant stakeholders in any assessment of risks, costs, and benefits is now simply a part of the process, even embedded within the relevant global standard, International Organization for Standardization 31000 (International Organization for Standardization, 2018). The problem for the risks and benefits associated with the 5G era is that the stakeholders include the general populace, increasing the challenges involved in having meaningful consultation to define the “right” choices and even communication about those choices.

Another way to conceive of this is that, in the 5G era, the public needs to view these decisions as having what we call perceptible legitimacy. Otherwise, the decision risks being seen as the product of isolated elites—technical or economic—and so risk rejection by large parts of the public. This means that the public must meaningfully be involved in deciding the ethical
questions—notably, what is included as risks and benefits and how they are defined.

One way of handling this, described in the literature, involves an explicit plan for iterating with the stakeholders at each stage in the process (in which formal elections and voting are one example of an iteration). This is inherently in contrast to the “move fast and break things” ethos the technology industry has adopted. This approach is admittedly complex and onerous, which might not be easily implemented. We describe this methodology to illustrate a counterpoint to the current approach to data collection and use in the private sector, not to imply that it is the only or best approach.

We believe that this approach with a diverse public can be possible only if the burden of proof is explicitly—and continually—on those proposing to gather and use data for some purpose that is beneficial or financially advantageous to them. If that is explicitly true from the initiation of the analysis through to the monitoring of the use of the data, members of the public can see that their interests, however defined, can be protected. A key characteristic of this type of iterative risk assessment is clear communication of assumptions, limitations, and associated risks.

Most importantly, this up-front shifting of the burden of proof requires articulation and agreement on the ethical questions about what potential risks should be considered. The alternative, allowing data use and waiting to adjust once a problem arises, risks a familiar pattern in which the ethical questions are not faced until someone notes a problem. The fact that some use would then be established, presumably with gains for some party, could produce either a time-consuming disagreement on the ethical questions, frustrating those who see a problem and threatening the perceived legitimacy of the entire process, or the imposition of an ill-considered, draconian “solution” that sacrifices all the economic gain. Neither is even close to ideal, but steering between these two options takes care and attention.

In a sense, this is much like environmental regulation, in which a community demands some consideration of detrimental environmental effects of a development before committing to a project. Of course, this could also lead to delays that threaten a project, even if it eventually obtains permission. In one such example, the construction contractor threatening a potential stoppage in construction of the Purple Line mass-transit system in Maryland, claiming that this is in part because of the costs of delays in obtaining environmental permits (Shaver, 2020). The potential for such delays, and the presumably accompanying economic loss, is another one of the risks that must be considered in this process.

Potential Outcomes

The process described in the previous section can produce a wide variety of outcomes to be monitored. Here, we sketch a few to illustrate the breadth of potential outcomes.
One option that could be adopted would be having industry self-regulate. This would rely on voluntary guidelines adopted by the industry that is gathering and using the data—a form of self-governance.

**Self-Governance by Technology Companies**

The model of evaluation of technology described previously is a model in which the federal government would take the leading role in convening stakeholders and setting privacy norms. One option that could be adopted would be having industry self-regulate. This would rely on voluntary guidelines adopted by the industry that is gathering and using the data—a form of self-governance. Indeed, there have already been some attempts at these sorts of arrangements.

The FTC has previously recommended legislation that would allow consumers access to the information that data brokers collect and that would improve transparency for consumers while urging industry to implement self-regulatory measures (FTC, 2014). In the further development for a model in which the primary mover is technology companies’ self-governance, a different risk framework might be necessary. One example of such a risk framework for self-governance is described in *Ethics and Data Science* (Loukides, Mason, and Patil, 2018). In it, the authors identify five categories, or five Cs, as guidelines to consider before building a data product: consent, clarity, consistency, control (and transparency), and consequences (and harm).

Consent refers to building trust with the people who are providing the data. The current standard operating procedure is to use acceptance of ToS as evidence of consent. Mistrust in ToS is not misguided: ToS are not the product of a negotiation but rather a one-sided agreement in which each user consents to let the product maker do what it wants with the data it collects. And product makers can and often do unilaterally change these agreements. Because full participation in modern U.S. society relies on access to these technologies, consumers do not usually have a true choice about whether to use a particular product. This assumes that consumers even give consent; in fact, currently, many companies profit by collecting, using, and selling data without ever obtaining explicit consent. Credit reporting agencies are an example of companies that collect, use, and sell personal information without explicit consent.
Five Cs are guidelines to consider before building a data product: consent, clarity, consistency, control, and consequences.

Related to consent is clarity about the activity (and consequences) to which one is consenting. In the current framework, the ToS to which a consumer agrees is written in legalese, and studies have shown that only 9 percent of people bother to even read ToS prior to installing an app—presumably, even fewer fully understand what is written (Deloitte, 2017). A party cannot obtain meaningful consent if the party consenting does not understand the terms to which it is agreeing.

Consistency and trust are tied together because, if a company is not consistent, it does not build trust with its consumers. An example of a company that has lost trust because of its lack of consistency is Facebook, which, through several scandals, including Cambridge Analytica’s use of its data and lack of consistency in addressing misinformation campaigns, has damaged the trust consumers place in it (Weisbaum, 2018).

Control and transparency refers to the amount of control the user has over their data; what data, control, and transparency are provided and collected; and how the data are used. Laws, including the GDPR in the EU and the California Consumer Privacy Act (Cal. Civ. Code Title 1.81.5), have made efforts to legislate the control consumers have over their data.

The final C is consequences. There have been innumerable consequences for the collection and use of data, most of which had not been considered by the original technology developer, nor were the associated risks considered in the planning of the technology. It is also worth noting that, historically, the organizations with the economic incentive to move ahead have not done the best self-policing of their products, as seen with Facebook.

An important aspect of adopting this or any form of self-government is the explicit monitoring step above, the last in the organized process. Compliance monitoring is properly a governmental function and, because of the interstate and international nature of networks, one most appropriate for the federal government to perform. The federal government must continue to monitor the agreed-upon set of ethical issues and report regularly and transparently to all stakeholders, including members of the public who use or are affected by the technologies. This monitoring both provides an incentive for firms to abide by the guidelines and reassures all stakeholders that the outcomes are acceptable—or that, if they
are not, the government will revisit the process above to consider other outcomes.

**Alternative Models of Data Ownership**

Another potential outcome would be a policy change for who “owns” the data collected on individuals, likely requiring some legal and regulatory changes. This could be accomplished in any of a wide variety of ways, with differing implications for the firms and for individuals, particularly in the context of the control and transparency described in the discussion of self-governance. Currently, a firm owns the data it has gathered on an individual, largely with few restrictions and little responsibility to the people involved. But this is not the only possible framework.

In one model of data ownership, people could continuously own their data but be able to grant permission, for only certain uses, to a firm or firms. This could be combined with requirements limiting the further dissemination of the information and with security requirements for holding the information. The latter might even be backed up by insurance against economic losses if, for example, financial information were used to steal someone’s retirement accounts or social security benefits. In this case, all earnings from the use of the data would continue to accrue to the firm. One important complication of this model is an owner’s right to withdraw permission for the use of their data. This would be a difficult and expensive rule for firms to implement—a risk that the overall process must consider alongside privacy concerns. The data would have been aggregated in different ways and used for other purposes already.

Alternatively, perhaps people could sell some or all of their data, granting some broader rights, such as allowing ads from many firms but for some (probably micro) payment. This would then again be combined with binding restrictions on other uses of the data, on security, and so forth, as in the prior example. Also as with the previous example, the potential loss of economic value if too few people sell their data should be acknowledged and considered.

**Rights for People to Know About and Control Their Data**

Another framework for data ownership could be a larger change in the basic legal structure involving personal
Another framework for data ownership could be one in which people have fundamental rights to know about the data collected about themselves and have some power over the use of those data.

data. The most sweeping change would be one in which people have fundamental rights to know about the data collected about themselves and have some power over the use of those data. For example, the United States could adopt a framework similar to the EU’s GDPR. The GDPR requires that some personal data be deleted upon request of the subject of the data (Wolford, undated). However, the GDPR has proved difficult to enforce, in part because the lead regulator is the EU country in which the data-holding company is headquartered.

All these cases, and others that one can imagine, need to resolve some common questions, such as the allowed access for law enforcement to any personal information and the conditions for that access; the allowed access of the news media to some information, such as images of protests that might allow people to be identified; and the nature of any penalties for failure to secure personal data, perhaps dependent on the use or misuse of the data. All of these should be uncovered and identified early on, in the preliminary analysis and risk-estimation steps of the process, and this fact illustrates only some of the wide variety of stakeholders who must be involved.

For this report, we cannot determine the “right” or “best” outcome because that will necessarily be a societal decision, driven fundamentally by the ethical issues of privacy and overall societal well-being. Without a broad, societal decision, any outcome will lack the necessary base of support to be sustainable. And without a sustainable policy, the United States risks policy uncertainty and perhaps instability—forfeiting the economic promise of the 5G era while still incurring damaging uses of the data.

**COVID-19 as a Case Study**

There is a particular relevance to this process because the United States now faces both an urgent challenge and a unique opportunity. As of December 28, 2021, COVID-19 is known to have sickened nearly 53 million people in the United States and killed more than 818,000, with the threat of future mutations and waves
pending and the numbers probably being higher than those given because of testing scarcity and undiagnosed deaths and cases (CNN, 2021). When in crisis, people are often more willing than they might be otherwise to accept extreme measures for safety and security, so the trade-offs that a community is willing to make during the pandemic will have long-lasting effects on how it implements technology. Because the United States is currently in a time of upheaval, it is likely to enter the 5G era with even more-intrusive surveillance and fast-changing technology than it otherwise might have. This is a fast-moving area of public policy, with many recent reports and analyses (e.g., Mello and Wang, 2020; Darby, Louie, and Matheny, 2020). Our work emphasizes that these concerns should be addressed in the broader context of the 5G era, with the current pandemic serving as both an urgent reason to consider the issues and a striking example of the general problems that society will soon face.

The pandemic has already had direct effects on the gathering and use of personal data—notably, in China and Europe. At the same time, the enormous effects and uncertainty induced by the pandemic have made this a time of unusual fluidity in social and political behavior. The pandemic has shaped how people view the roles of these technologies. As the virus rapidly spread across the globe, people increasingly moved their work and social lives online. For many people, every interaction with someone else, every exercise class, every purchase has moved to an electronic device. Information collected by phones already shows whether populations and individuals are complying with mandatory stay-at-home and shelter-in-place orders.

The COVID-19 pandemic is a particularly important turning point, not just because of the threat but also because of the unprecedented executive powers available by the declaration of both a national health emergency and a national emergency. This could be the most consequential time in modern history to use risk assessment with stakeholders to make decisions about the implementation of technology.

Beyond their uses of existing technology, countries and companies have rapidly invested in ways to track COVID-19 using surveillance and data. The use of this technology might well be an example of people being willing to give up privacy concerns for the greater good, to allow the weakening of isolation measures and to prevent themselves from becoming ill. In hopes of tracking COVID-19 outbreaks, countries all over the world have implemented various forms of electronic technologies to first track and then enforce quarantining and self-isolation measures, as well as to trace contacts of infectious people when lockdowns are not in effect. All these options are natural ones for the United States to consider as well.

Beyond the initial lockdown in Wuhan, China quickly implemented a strict mobile app requirement. To engage in normal activities, such as entering a hotel or taking a train, each person must present their phone to show their color-coded status of green, yellow, or red. The app tracks the user’s location and purchase history and changes their status based on possible contact
In hopes of tracking COVID-19 outbreaks, countries all over the world track, enforce quarantining and self-isolation measures, and trace contacts of infectious people.

with COVID-19 cases. The algorithms underlying the Chinese app are opaque, and it is unclear how the information is collected and how a color status is assigned (Mozur, Zhong, and Krolik, 2021). In Hong Kong, international travelers arriving in the country are required to wear electronic wristbands that also interface with an app and so monitor compliance with a two-week quarantine order (Saiidi, 2020).

The Republic of Korea has utilized data from electronic transactions, mobile phone location, and surveillance video streams to contact trace (Fendos, 2020). Detailed information about the locations, activities, and behavior of confirmed-positive patients are made public to allow others to assess their risk. The system has been successful in identifying and isolating outbreaks but at the cost of personal privacy. The system has been criticized for the level of personal detail provided in publicly released information. An outbreak in the Seoul party district highlights important privacy concerns; the information released about positive cases could identify members of sexual- and gender-minority communities, which could deter potentially exposed people from seeking COVID-19 testing (Kim, 2020).

How might contact tracing have been implemented more impactfully in the United States? Even putting aside the issues of privacy, duration of storage, and use of the information collected, other, quite practical issues remain. One in six Americans does not have a smartphone, and, of those who do, only 70 percent say they are willing to use a contact-tracing app; many cite privacy concerns. Another limitation to widespread adoption of this type of contact-tracing technology is the uneven levels of concern in different groups (e.g., ideological, racial). All of these represent sorts of ethical issues that need to be squarely and explicitly addressed to have a sustainable, effective policy in the United States.

Although contact tracing might be the most publicized, many health-related technologies have refocused to track COVID-19. Some existing networked devices, including health and fitness trackers, have turned to
Now is the time when people should rethink and more thoughtfully balance concepts of privacy, anonymity, safety, well-being, and fundamental freedoms.

using their data to track the COVID-19 outbreak. Examples include

- Kinsa QuickCare Bluetooth Smart Thermometers and Kinsa Smart Ear Bluetooth Thermometers, tools that connect to an app that contributes data to maps tracking fevers across the country (McNeil, 2020; “Social Distancing May Already Be Working to Slow Coronavirus Spread,” 2020)
- the Oura Ring, which tracks heart rate and body temperature, has partnered with the University of California, San Francisco, to study whether the device can track COVID-19 outbreak patterns (Oura, 2020; Landi, 2020).

These examples are striking because they are repurposing data collected from users, are using health information that is not subject to HIPAA restrictions, and potentially link the user with a disease.

For the purpose of analyzing what a thoughtful assessment of a technology could look like, we used the example of the COVID-19 contact-tracing apps. Countries around the world have used the unprecedented Apple/Google partnership to develop contact tracing, which utilizes Bluetooth signals to measure proximity and duration of contact between people. At the time of this writing, Apple and Google have prohibited the development of apps that use location data to trace contacts. Several government organizations have said that the prohibition limits the usefulness of electronic contact tracing (Bond, 2020).

The underlying technology of Apple/Google tracking allows Bluetooth-enabled phones to ping each other when in proximity to each other; the duration of that contact would be collected. Each phone will collect a “key” for the devices with which it has had contact. If someone tests positive for COVID-19 and provides that information to the app, everyone who has been in contact with that person is notified. Health authorities have access to this information for contact tracing. The intention was for local health authorities to use the application programming interface developed by Google and Apple to develop their own apps with which users could interact and for participation to be voluntary for individuals.

Now is the time when people should rethink and more thoughtfully balance concepts of privacy, anonymity, safety, well-being, and fundamental freedoms. Emer-
Emergencies have a habit of suspending democratic norms, and many short-term emergency measures become permanent. The longest current national emergency declaration in the United States is from 1979 in response to the Iran hostage crisis (Trump, 2020b), and many of the measures taken following the attacks on September 11, 2001, also still remain in effect (Trump, 2020a). Many of the provisions first passed in the Uniting and Strengthening America by Providing Appropriate Tools Required to Intercept and Obstruct Terrorism (USA PATRIOT) Act (Pub. L. 107-56, 2001), including pen-register exceptions to wiretap laws, have been broadly applied to internet communications and use. This provision allows the government to view some information, such as email subject lines and metadata, without a warrant. This is all to say that the decisions made during crisis have long-lasting effects, so people should consider this when deciding what norms they are willing to accept.

We believe that a thorough assessment of contact-tracing apps could and should use the above framework to help policymakers decide whether the potential benefit of a technology outweighs the associated risks. The assessment should, as above, include all relevant stakeholders from the companies developing the apps, government agencies, public health officials, and users, as well as those who might be negatively affected by the technology.

To illustrate the difficult issues that the process must confront and distinguish, we applied the five-C framework described above to a few alternative approaches for contact-tracing apps. For purposes of illustration, this analysis need not be specific to the current COVID-19 pandemic. Consider how public perception of risk—and emergency measures taken by government authorities—might change with higher infection and mortality rates. Indeed, this framework could also be applied to diseases that would pose substantially higher risks to life and health, not just to a potential second or third wave of COVID-19.

**Consent and Clarity**

A user cannot legally consent without understanding the terms to which they are consenting. Contact-tracing apps should therefore be explicit with users about the information collected, how it is used, and how their privacy is or is not protected. Clarity of this information for the user will likely affect public trust in adoption of apps and thus the effectiveness of electronic contact tracing.

**Consistency (and Trust)**

So that users can trust that information is being used in the way in which they have agreed, an app’s purpose and description should not be changed without prior notification to those users. For example, various concerns would arise with contact tracing. Information about the people with whom each of us comes into contact and the duration of the contact is sensitive. It reveals the identities of people with whom one works and socializes. For example, one could imagine that a corporation that seeks to prevent its employees from unionizing might use
information from apps that track the people with whom organizers interact. By knowing the duration of the interaction, a corporation could know who is interested in unionizing. For public health officials, though, who are responsible for stay-at-home and physical-distancing orders, the data could be used to track people who have broken pandemic-related laws.

Can a user sufficiently trust Apple and Google, as well as their local health authorities, to use the information for only the intended purpose, for the data to be protected, and the data to sunset (i.e., to be deleted) when no longer needed? These are all examples of the questions that we believe must be addressed before a technology is adopted.

Control (and Transparency)

In a voluntary contact-tracing program, users could have control over their own data. They could even have the power to see and delete their own information. Alternatively, public health officials could argue that the government needs to maintain such records, at least for the duration of a pandemic wave.

Consequences

The efficacy of app-based contact tracing is not a given, in that success is dependent on adoption rates and test availability. If too few people are using the apps or not enough tests are performed to identify COVID-19 cases, the technology might not be useful. There is thus no guarantee of apps’ efficacy, which will also likely vary by location.

The reason a deliberate approach to risk is so essential to COVID-19 contact-tracing apps is that the potential for negative consequences is vast. The apps specifically track everyone with whom a user has contact and their disease statuses. Each of these pieces of information is of a private nature, and each could be misused to harm someone. And in a future wave or an entirely different pandemic, this information could be even more harmful to someone.

If the mortality rate of a subsequent wave of the COVID-19 pandemic were higher, if for some other disease, if the spread of the illness were associated with specific behaviors or with marginalized groups, the misuse of information collected by contact-tracing apps would become more deleterious. Consideration of such consequences is particularly relevant during the COVID-19 pandemic because the pandemic has been coupled with civil unrest. Government misuse of contact information for identifying demonstrators could further erode public trust, decreasing the likely adoption of the technology and so rendering it less useful.

This example of contact tracing is only one example of the rapidly developing mobile technologies that will have a significant impact on future personal privacy and security. The applications of these technologies for coping with the COVID-19 pandemic are likely to be seen as urgent by some and threatening by others. Society will need to make choices.
The 5G era brings the promise of real economic gains but also the threat of great losses of privacy, anonymity, safety, and general well-being.

**Final Observations**

The 5G era, with its ubiquitous surveillance, brings the promise of real economic gains but also the threat of great losses of privacy, anonymity, safety, and general well-being. Most, if not all, the privacy issues discussed in this report predate the 5G era but will become more pressing with the adoption of 5G. Balancing legitimate but often-competing demands is a challenge—but one that appears ripe for meeting. Moreover, we believe that it can be met in a way that establishes the legitimacy of the result, producing a lasting resolution of this competition. Fundamentally, revenue is important, but it must not be the only metric by which technology is measured.

The federal government has the convening authority to organize a focused effort around a process of setting rules and guidelines governing the collection and use of data. It also has the ability to implement whatever result is determined, from monitoring a set of voluntary standards to large changes in law and regulation. Coping with the COVID-19 pandemic provides both new potential uses for this information and a window of time during which significant changes can be entertained—changes that might, in less eventful times, be viewed as too difficult or not urgent. The pandemic also highlights the need for public trust in information and processes.

What is needed is a decision to address issues related to data and privacy directly and not to simply wait to see what happens. We believe that adopting an explicit principle for widespread use during this 5G era—that any potential uses of data be identified, well defined, and agreed upon before data are collected and analyzed—can provide the rationale for the process and be a powerful incentive to participate for those wishing to make use of the data.

The resulting process described here, involving an intense focus on risk communication to the diverse stakeholders, then offers a path to a decision that has legitimacy across the country. Without such solid support, we feel that the competing risks and benefits of the 5G era could cause great dissent and indecision—resulting in losses of the benefits while still permitting some harms. We hope, and believe, that following this course of action can do the opposite, gaining benefits and avoiding most harms.
Notes

1 This section draws heavily on Bonds et al., 2021.

A 5G network has data rates of up to 10 gigabits per second and 1 millisecond of latency and can accommodate up to 1 million devices per square kilometer; a 4G network has data rates of up to 100 megabits per second and 20 milliseconds of latency and can accommodate up to 60,000 devices per square kilometer.


3 We focus here on ToS because they are included in the millions of apps available for Apple and Android devices. The discussion might also apply equally to end-user license agreements.

4 Most people never interact directly with a credit reporting agency except when requesting a free credit report. Although an agency checks the credit of a credit applicant, and accountholder information is reported regularly to those agencies, the consumer has no way to opt out of that system except to entirely forgo any type of credit. These agencies also collect public information, such as court judgments against consumers. The agencies sell this information to banks as part of credit checks, but some of that information is also sold for marketing purposes (hence people with good credit receiving credit offers in the mail).

5 Senator John Kennedy of Louisiana introduced a bill stating, “Each individual owns and has an exclusive property right in the data that an individual generates on the internet under section 5 of the Federal Trade Commission Act (15 U.S.C. 45)” (U.S. Senate, 2019, § 2[a]). The EU grants individuals the right to be forgotten under GDPR Article 17. Also known as the right to erasure, it means that people have the right to demand that their personal data be erased. This right arises in specific circumstances, such as when “[t]he personal data is no longer necessary for the purpose an organization originally collected or processed it” (see Wolford, undated).

6 A pen register collects all phone numbers dialed from a telephone line. The definition has expanded to include any technology that collects similar information, including the monitoring of internet communications.
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The latest generation of wireless networks, called 5G (for “fifth generation”), has launched with great expectations and amid significant concerns. A theme running through discussions of the 5G era is that this is a race, that first movers will dominate all others, and that this dominance will provide enduring economic and technical benefits to those first movers’ home countries and people. (Bonds et al., 2021, p. 1)

This framework of 5G technology adoption as a race might tend to blind the public and policymakers to some of the dangers of rushing into the 5G era without carefully considering its potential downsides.

Concurrently with the adoption of 5G technology, the number of automated sensors and devices connected to wireless networks will grow in the next few years by an order of magnitude or more. Increasingly, these networks will inform artificial-intelligence algorithms, which will then autonomously make decisions and take actions—with human decisionmakers directly involved only infrequently. In this report, we describe how the United States should seek to balance the potential gains of the 5G era with the potential loss of privacy and of control over personal data. The findings should be of interest to policymakers and researchers with an interest in the broader impacts of the implications for the 5G era.

**Funding**

Funding for this research was made possible by the independent research and development provisions of RAND’s contracts for the operation of its U.S. Department of Defense federally funded research and development centers.