The U.S. government frequently deploys emerging technologies that directly affect the American public. The U.S. Department of Homeland Security (DHS), for example, has recently deployed technologies that include artificial intelligence (AI) and machine learning (ML), such as face-recognition technology (FRT), fifth-generation (5G) network technology, counter–unmanned aircraft systems, and chemical and biological detection. Such technologies offer a variety of potential benefits, such as automating decisionmaking or processes to increase speed, accuracy, or convenience (West and Allen, 2018). There are also risks associated with the use of such technologies (Osoba and Welser, 2017), such as infringement of privacy and civil liberties (Yeung, Balebako, et al., 2020), biased or discriminatory results (Buolamwini and Gebru, 2018), and lack of transparency and oversight (Richardson, 2019).
Before these technologies are deployed, their use by government entities typically involves an extensive acquisition process intended to ensure, for example, that vendors are selected fairly, costs are reasonable, and the technology will work as intended (Halchin, 2021). These processes are essential elements of successful technology deployment.

Public perception is another essential element that can help identify risks and benefits of the use of technology and can inform multiple stages of the technology acquisition and deployment life cycle. However, it can be underappreciated in ways that undermine the effective and trustworthy use of the technology. For example, in 2009, the Transportation Security Administration (TSA) deployed full-body scanners at airport security checkpoints. To search for potential threats, a TSA officer monitoring a scanner could view a full-body image of the traveler inside the scanner. These scanners were met with strong public reaction, including concerns about potential privacy invasions, discrimination, and infringement of civil liberties. Within weeks, complaints “poured in” from the traveling public (Stellin, 2010). Some of these complaints reflected frustration from dealing with unexpected or unclear procedures, implying a failure to anticipate people’s expectations and to provide needed information.

The body scanners also attracted scrutiny in the media and from public stakeholders, such as privacy-advocacy groups. Research about the new TSA security procedures, which included the body scanners, found that, in blogs on three major social media platforms written within a single week in November, more than half of all news links were about the security procedures, thereby making them the top trending topic on those platforms (Pew Research Center, 2010). In addition, the Electronic Privacy Information Center, a nonprofit focused on privacy and civil liberties, sued TSA over its use of the scanners, arguing that the scanners invaded privacy and that the public could not opt out (Electronic Privacy Information Center, undated).

In this and other cases, the resulting attention when the government has failed to account for public perceptions in technology deployments has had consequences both for the intended technology use and for government personnel who work with the public; this lack of public trust has implications for homeland security. One anonymous TSA worker, describing stress about scanning transgender and non–gender-conforming passengers, alluded to the impact of public perception on the TSA workers’ day-to-day lives: “A lot of the traveling public already hate us . . . . [W]e don’t want to offend people by [scanning them] wrong” (Waldron and Medina, 2019). Eventually, TSA removed 250 older scanners, leaving in use those scanners with privacy-protecting software (Ahlers, 2013). Although the manufacturer of the removed scanners paid to remove them, the U.S. government most likely shouldered additional costs, such as installing the scanners, training per-
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**Abbreviations**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5G</td>
<td>fifth generation</td>
</tr>
<tr>
<td>ACLU</td>
<td>American Civil Liberties Union</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>CBP</td>
<td>U.S. Customs and Border Protection</td>
</tr>
<tr>
<td>DHS</td>
<td>U.S. Department of Homeland Security</td>
</tr>
<tr>
<td>FRT</td>
<td>face-recognition technology</td>
</tr>
<tr>
<td>JAMRS</td>
<td>Joint Advertising, Market Research and Studies</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>MMA</td>
<td>mental-model approach</td>
</tr>
<tr>
<td>TSA</td>
<td>Transportation Security Administration</td>
</tr>
</tbody>
</table>
A variety of important stakeholders, including members of Congress, technology companies, state and local governments, and civil liberties advocates, have raised concerns about DHS’s use of emerging technologies.

Moreover, the body-scanner controversy continues to resonate with the public and underscores the potential for long-term impacts and mistrust from failing to anticipate the public’s views on technologies that the government might deploy.

The TSA body-scanner example also suggests some of the different types of stakeholders that might raise concerns about government deployments of technology and seek to shape or constrain DHS’s use of such technologies in other contexts. Researchers in academia or nonprofits might, for example, discover that technologies cause harms disproportionately to certain groups of people or are not as effective as claimed. Advocacy groups might also criticize the potential privacy violations of the broad surveillance that these government technologies enable. Local, state, or federal legislators might seek to limit the scope of technology deployments in their jurisdictions or restrict funding for these use cases. In addition, a variety of operational partners—including the private-sector companies that build many of the tools and state, local, federal, and international governments—might themselves have concerns that will need to be addressed.

DHS has several broad use cases of emerging technologies, for which the implementation could be affected by public perception. Examples of these DHS use cases of emerging technologies are

- **FRT**, which uses computers to match a face in a photo or video to a face in a database (DHS, 2020)
- **risk-assessment tools** that use computerized algorithms to assess how likely it is that something will occur (DHS, 2017)
- **license plate–reader technology** that uses computers to identify or match a license plate (or car tag) from a state-run database (DHS, 2021)
- **cell phone location tracking** that uses cell phone location data to track movements (Tau and Hackman, 2020).

Among the serious challenges DHS faces is misinformation about the current and planned use of emerging technologies and how this misinformation might influence public perception (Andrews, 2020). For example, DHS has already begun preparing to combat potential attacks against 5G cell towers that are based on false beliefs that 5G wireless technology causes coronavirus disease 2019.
Americans have expressed concerns about how the government and private companies use people’s personal data.

(COVID-19) (Nakashima, 2020). Misinformation could play a similar role in shaping public perceptions of other technology deployments, which might increase public scrutiny in ways that diminish the effective use of those technologies.

This Perspective (1) explores the ways in which public perception can influence the success of government technology deployments, (2) identifies different methods of assessing public perception, and (3) suggests ways in which government agencies, such as DHS, might account for public perception across the technology deployment life cycle. To begin, it first presents the nature of public perceptions, especially toward science and technology.

Public Perceptions of Government Use of Science and Technology

The term public perception can be difficult to define, but it includes both cognitive and affective, or emotionally driven, components across a wide variety of groups and stakeholders (Slovic et al., 2013; Kahneman and Frederick, 2002, p. 81; Tversky and Kahneman, 1974). Perception involves issue-specific knowledge, cognitive processes, beliefs, and feelings that drive how people experience the world around them and make decisions. Perception is important to understand across distinct public groups (for example, U.S. citizens over 18, people living in a particular area, or members of a racial or ethnic minority group), as well as stakeholder groups (for example, all levels of government, technology developers, academic researchers, international partners, and advocacy groups). For instance, public perception of government use of technology involves what someone from a specific group knows about a technology and how the government uses it, as well as how someone feels about the technology itself and the circumstances surrounding its use.

In general, research suggests that public confidence in science remains high (Funk and Kennedy, 2020) but that there is skepticism about transparency and accountability in how scientific work is conducted (Funk, 2020). Even since the initial crisis of the COVID-19 pandemic, confidence in science remains higher than in other institutions, although it has declined modestly among all Americans (Jones, 2021). Other research underscores an overall decline in trust in basic facts across various institutions in American society (Kavanagh and Rich, 2018). Some recent polling suggests that the American public’s views on government use of technology might be shaped by people’s views of the specific type of technology and the institution
deploying it. At the broadest level, that polling also suggests that Americans generally distrust the government (Rainie, Keeter, and Perrin, 2019). A 2021 public survey by Edelman showed that the public’s trust in the technology sector has declined in the past decade and even in the past year (Edelman, 2021). Perhaps as a result, Americans have also expressed concerns about how the government and private companies use people’s personal data (Auxier et al., 2019), which is a key feature of many technology deployments.

Another important factor that might affect public perception is the type of technology being deployed and the extent to which the public might have direct contact with it. For instance, some people might favor a government role in supporting technology to address large-scale challenges, such as climate (Tyson and Kennedy, 2020). In surveys, people are also more positive about relatively abstract science and technology areas, such as space exploration and bioengineering, and are split or more negative about areas that might affect them personally, such as brain implants or genetically modified food (Pew Research Center, 2015).

Public perception might also shift based on the content of what is being asked and the timing and mode of collecting information. The public might not always have a well-defined view of new technologies or the many ways the government uses them. In some cases, the public might have a defined and hardened view about a specific technology but not have clarity on the details of how DHS uses it and the potential safeguards that are in place for addressing harms. Many advanced technologies—especially AI and ML—are “black boxes” that operate in ways that might be highly opaque to the public and perhaps even to DHS operators themselves (Bleicher, 2017). Moreover, public perception in different communities might shift as these technologies become widespread or more (or less) well-understood.

Ultimately, the uncertainty and potentially shifting landscape related to the public’s views underscore the importance of a routine and comprehensive approach to better understanding public perception, including current views about key technologies and the socioeconomic, demographic, and other factors that correlate with different attitudes.

**How Public Perception Can Affect Technology Deployment**

The ultimate objective of DHS uses of technology is to promote American safety and security, per its mission statement: “[DHS] will safeguard the American people, our homeland, and our values” (DHS, 2019b). Whether DHS deployment of emerging technology will meet this objective will depend in part on the public’s support of its use. A variety of stakeholders have raised concerns about the harmful implications of technologies, such as FRTs, and have sought public support for legislative and other action to regulate and shape how they are deployed. Some of the stakeholders that have engaged in this discussion are federal, state, and local governments; private-sector technology developers; academic researchers; international partners; and civil rights advocacy groups. Each of these actors can play an important role in shaping DHS’s use of emerging technology, and the issues they raise might inform or influence public perception in ways that could either further fuel public alarm or help to build public trust and support.
The mapping in the figure depicts the key stakeholders that are concerned about public perception and their differing roles and relationships with DHS’s use of technology. As depicted in the figure, these actors have levers available to them that might enable or constrain DHS’s ability to implement technology.

This diagram helps illustrate three major reasons that understanding public perception matters to DHS:

- to build public trust and promote public uptake of technology uses
- to be prepared for potential regulatory and funding decisions
- to promote key partnerships.

Each of these three considerations directly relates to DHS’s ability to use technologies that protect the public and improve homeland security. Before we discuss these three reasons in more detail, we note that one element of this mapping merits a bit of discussion: the role of different forms of media in reporting on the use of technology.

The media play a role in shaping how the public thinks, but the ways in which the media operate as a source of information that conditions public attitudes is highly complex.¹ For instance, there is a body of research that explains the “virality” of content circulated through both social media and traditional media (Berger and Milkman, 2012; Tellis et al., 2019). In many cases, the public tends to engage more strongly with certain types of content—such as stories that provoke an emotional reaction or information that confirms existing views (see, for instance, Tellis et al., 2019). This effect might increase the salience of content describing acts that DHS seeks to prevent, such as terrorism. It might also increase the public salience of technology failures, such as when someone is wrongfully arrested because of biased FRT (Hill, 2020).

Beyond traditional and social media, an additional source that might affect public perception is depictions of technology in fictional narratives, such as science fiction films. For the sake of a compelling story, these presentations might exaggerate the drawbacks of technologies without accounting for the more-benign benefits they might offer or vice versa, thus influencing perceptions negatively or positively. Media consumption might influence both the
information that the public has about technology and the public’s opinions about appropriate use.

**Trust and Public Uptake**

A primary reason public perception matters to DHS is so that the department can ensure that it is using technologies in the ways that most effectively build public support and trust. Arguably, this is part of preserving American values and undergirds the legitimacy of a democratic government by and for the people. It also helps ensure that the public judges that the specific use is appropriate, just, and fair. Importantly, the issue of public trust also relates to DHS’s ability to improve homeland security because, if people do not have sufficient trust in DHS’s uses of emerging technologies, they might try to circumvent such uses.

A better understanding of public perception can reveal when specific communities—especially marginalized or underrepresented communities—have concerns that are otherwise not given sufficient attention in mainstream discourse. President Joe Biden’s “Executive Order on Advancing Racial Equity” notes that “entrenched disparities in our laws and public policies, and in our public and private institutions, have often denied . . . equal opportunity to individuals and communities” (Biden, 2021). In order to ensure the full inclusion and participation of all communities, especially of historically marginalized groups, it will be important to better understand these groups’ perspectives and concerns. DHS’s mission to safeguard the American public will be significantly enhanced with all Americans’ trust and support for its mission. To put it simply, public perception matters to DHS because DHS serves the public.

If people do not support a specific use case, they might resist using the technology, thereby undermining the goals of deploying it in the first place.

In seeking to build public trust, it will be valuable for DHS to distinguish attitudes about the U.S. government in general, attitudes about DHS and its components (e.g., TSA, U.S. Customs and Border Protection [CBP]), and attitudes about the specific emerging technologies under consideration. For instance, even as Americans become more comfortable using face recognition to unlock their phones or while traveling, that comfort level might not imply similar levels of comfort with FRT in other contexts, such as at protests or voting locations. It will be important to clearly understand these distinctions to most effectively understand where trust and public support might be lacking and thus how it can be built.

In addition, in some use cases, the public has a clear, voluntary choice in whether to participate in a program that claims to offer increased convenience, accuracy, or security. In these cases, views about DHS uses will matter
for people’s decisions about whether to participate in DHS programs. If people do not support a specific use case—for instance, because of a belief that it violates privacy unnecessarily or is disproportionately cumbersome relative to its benefit—they might resist using the technology, thereby undermining the goals of deploying it in the first place.

If usage data are an indicator of public support, some specific DHS uses of technologies seem to be the subject of increased public support, such as CBP’s use of FRT through Trusted Traveler programs (e.g., Global Entry) (CBP, 2021). This observed behavior is one way to gauge public support, but only when the technology is truly opt-in and the opportunity costs for alternative actions are low—which might be relatively rare. That said, tracking these public decisions and getting more detail on why the decisions were made will be important for DHS to implement programs with broad public uptake.

Preparing for Legislation and Securing Funding

Additional reasons to care about public perception are to anticipate potential legislation and to ensure that the concerns of elected officials and government regulators are addressed in technology deployments. Legislators can legally constrain or even prohibit DHS’s use of a technology, so understanding the views of their constituents can help DHS be prepared for attention and inquiries from Capitol Hill and from state and local governments. Although longstanding federal law and constitutional protections apply to DHS activity writ large, there is not yet new federal law that applies to many of the AI, ML, and other emerging technologies that have recently been developed or that applies to how DHS can use these technologies. That said, some federal, state, and local governments have taken an increased interest in how government actors deploy technology, especially face recognition and other AI tools. This development comes in the context of the public’s declining trust in the technology sector, which might increase constituents’ desire for government regulators to take action (Edelman, 2021).

Congressional committees have held hearings that provide opportunities for advocacy groups and researchers to shape how lawmakers think about the harmful implications of technology. For instance, these groups have brought congressional attention to concerns about discrimination and inequity in the use of AI surveillance systems
As described in these hearings, discrimination and inequity might be due to characteristics of AI systems, such as dependence on training data that are biased or unrepresentative, or biases programmed directly into the optimization function of AI models. Harmful discrimination can also result from using accurate technologies in contexts of historical inequity—such as the use of predictive policing or recidivism risk-assessment algorithms that are optimized for accuracy yet have a greater error rate for certain minority groups because of historical disparities in arrest rates (see Yeung, Khan, et al., 2021).2

Congressional hearings have also raised questions about privacy risks of surveillance technologies, the limited transparency about the quality of the technologies, and the implications for how they are used. Congress has also posed specific questions to DHS officials—for example, more than 20 members of Congress presented a series of critical questions to DHS about CBP’s use of face recognition (Wild et al., 2019)—and a better understanding of public perception will help DHS respond to these and other inquiries.

In addition to hearings, several bills have been proposed that would prohibit or restrict the use of face recognition and other biometric technology by federal law enforcement, including DHS.3 The American Civil Liberties Union (ACLU) and more than 60 other privacy and faith groups have written an open letter to Congress to push for a moratorium on the federal government’s use of FRT (ACLU, 2019). As these discussions continue, it will be valuable for DHS to understand the views of the public so it can be prepared to present its perspective effectively to Congress, explain its current and planned use of technologies, including how the technologies would support DHS’s safeguarding mission, take precautions or decide to limit technology use, and shape possible legislation in line with the public interest.

In state and local governments, recent years have seen increased legislative action, and some states have already enacted laws that apply to local government use of technologies, including face recognition.4 Although these various state and local efforts do not apply directly to federal actors, they have implications for federal use. Constituents might themselves support state or local restrictions, so a divergence between local restrictions and expansive use at the federal level might lead constituents to mistrust the federal actors and fuel objections.

In addition, bans or restrictions by state governments will have ramifications for the private-sector partners that develop and furnish technological tools. For instance, in order to comply with the Illinois Biometric Information Privacy Act (740 ILCS 14), the FRT company Clearview AI removed all Illinois residents from its face-recognition database, which both makes the database less useful for federal law enforcement and raises questions about whether other states will follow (Hill, 2021b).5

In the context of all of this legislative attention, a better understanding of public perception can help DHS predict what legislation might be on the horizon that would affect how—or whether—it uses certain technologies. It can also help DHS explain to Congress and to state and local governments how it is meeting the most-fundamental concerns about implications for privacy, bias, transparency, and other issues as they are raised.

In addition, Congress maintains the power of the purse to provide DHS with the funds it needs to acquire
technologies and to implement programs. If there is less public support—for instance, if constituents express serious concerns about specific uses—Congress might reduce or cancel funding. Here again, understanding such concerns can help DHS better engage Congress to ensure that the department can be prepared for and anticipate funding decisions and work to secure the funding it needs to best safeguard the American public and build trust and support.

Strengthening Partnerships

A third reason that public perception matters for DHS is to build and strengthen its partnerships that are essential for promoting homeland security. To use technology effectively, DHS depends on a variety of partners that are themselves subject to public pressure from their customers, shareholders, and employees. Some of DHS’s partnerships for emerging-technology deployments are nascent and might even be fragile because of the power of public perception in influencing companies’ behavior. A better understanding of public perception could help DHS strengthen these relationships and maintain one of DHS’s core values, “honoring our partners” (DHS, 2019a).

Technology developers provide the basic tools that DHS seeks to use, and the private sector is an important source of technology, especially for advanced AI systems. In addition, DHS has operational relationships with partners, such as law enforcement, across federal, state, and local governments that are important for effective collaboration. It also maintains partnerships with transportation authorities both domestically and internationally—for instance, the foreign governments that participate in Trusted Traveler programs (CBP, 2021). Last, researchers and standard-setting organizations partner with DHS to ensure that technologies meet appropriate standards and otherwise develop and refine technology for operational use. Without these relationships, DHS might not have access to the advanced technology it seeks to use or have the operational arrangements to use it effectively, thereby hindering DHS’s homeland security objectives.

Some technology developers in the private sector have expressed concern about government use of certain technologies; in some high-profile cases, important private-sector actors have decided not to partner with DHS because of public concerns.
Some technology developers in the private sector have expressed concern about government use of certain technologies, in part because of public outcry about their use. And in some high-profile cases, important private-sector actors have decided not to partner with DHS because of public concerns. For instance, employees and shareholders of major firms have demanded that the companies not sell face recognition to police or government agencies, especially for law or immigration enforcement (see, e.g., Vincent, 2018; ACLU, 2018; and Dave, 2020). Several companies have stopped selling FRT to governments altogether (IBM, 2020) or until Congress passes a face-recognition law that would establish privacy and ethical standards (Amazon, 2020; Greene, 2020; Ovide, 2021). As stated by one major technology company, “now is the time to begin a national dialogue on whether and how facial recognition technology should be employed by domestic law enforcement agencies” (IBM, 2020). In addition, Axon, one of the largest suppliers of law enforcement technology, such as body cameras, has decided not to sell FRT to law enforcement, in part because of the critical questions raised by its ethics board (Smith, 2019).

The private sector is diverse, and other companies, including Clearview AI and NEC Corporation, have continued to sell AI and FRTs to government, and there are media reports that Clearview AI has signed a contract with U.S. Immigration and Customs Enforcement (Lyons, 2020). However, that company has been under significant scrutiny both in the United States and internationally and is subject to multiple litigation challenges, and its data-harvesting practices have even been deemed illegal in Canada, a significant operational partner (Hill, 2021a). Many of these private-sector partners find themselves under increasing public scrutiny, which will have ramifications for how DHS can leverage some of its advanced tools.

International governments are also increasingly turning their attention to AI and other emerging technologies and are moving quickly to implement regulations that might have implications for U.S. public perception and DHS collaboration. The European Union, for example, has proposed a set of regulations that would significantly constrain key technologies—for instance, it has proposed broad prohibitions on the use of real-time biometric identification (such as face recognition) in public places for law enforcement purposes (European Commission, 2021). Although it is not clear how these kinds of regulations will affect operational relationships with DHS, they do indicate how the international community is thinking about these technologies and how this might increase pressure on the U.S. government to develop its own regulations.7

To best secure and strengthen its partnerships, DHS will need to ensure that it uses technology in ways that the partners, influenced by the public at large, will continue to support. To better understand this dynamic, as well as the broader factors associated with public attitudes, DHS can proceed in any of a multitude of ways, which we address in the next section.

How to Assess Public Perception

DHS could benefit from reliable indicators of public perception, as well as an understanding of the factors that affect public trust, using affordable methods for capturing and interpreting such indicators within reasonably short time frames. Yet perceptions are intangible and multidimensional—made up of, and driven by, various
conditions. Adding to this complexity is that public perception about emerging technology is a shifting terrain. Together, these considerations make it difficult for DHS to identify public views that might be relevant.

Public-perception studies rely on imperfect indicators and methods to describe views on topics of interest at a single point in time. How these views are tapped depends on the research objectives and communities of interest. Herein lies the power of the research design. By design, research can focus on the perceptions of different communities based on social, economic, demographic, or organizational characteristics, and group composition can be altered to maximize insights into how similar people communicate in natural settings or to include diverse perspectives to explore differences between them.

Perceptions can be either elicited or observed. Surveys, interviews, and focus groups (e.g., with members of the public, stakeholders, or experts) are all examples of elicited methods, whereby the participant is provided prompts in various settings and formats to elicit a response. Observed methods include content analysis (e.g., social media analysis of perceptions on Twitter), behavioral observations (e.g., voting or internet search behavior), literature reviews, and secondary data analysis that use existing data in naturalistic settings—in other words, analysis on data not derived from a specific prompt posed by a researcher. Many collection methods might consider the influence of the Hawthorne effect—that is, the potential change in behavior when someone is aware of being under observation (McCarney et al., 2007). Table 1 summarizes a subset of these approaches, offering other considerations for their use.

## Elicited Methods

### Interviews

An interview typically involves questions on a topic of interest posed by an interviewer to an individual. Interviews can foster in-depth exploration of public perceptions, insights from experts (e.g., through expert interviews and panels), or stakeholder input. DHS might use interviews to explore mental models—individuals’ internal representations of external reality, which play a major role in cognition, reasoning, and decisionmaking—of emerging technologies (Morgan et al., 2002). Certain interviews offer the opportunity to ask respondents to clarify or expand on specific points, so these types of interviews can reveal far more-complex attitudes than surveys can. Interviews allow deeper access to the ways in which knowledge and opinions are internalized, encoded, and expressed in one’s natural language—thus supporting a sophisticated understanding of perceptions. However, interviews can be resource intensive, and findings cannot be generalized to a larger population, a fact that can pose challenges when the objective is to understand overall public views that might be of interest to DHS. As an example of this approach, interviews with community members might be useful when DHS wants to understand the nuance of FRT deployment surrounding a sensitive government building.

### Focus Groups

Focus groups typically convene six to 12 people who are representative of the target group whose perceptions are of interest. A facilitator might lead participants through a protocol (i.e., a carefully planned line of questioning)
and can observe how perceptions are communicated, exchanged, reinforced, and dispelled in a social, interactive setting. One example of how focus groups might be used is to understand a specific marginalized group’s views on risk-assessment systems that might have a disparate impact or error rate on them.

Research that uses focus groups can strike a good balance between depth and breadth. However, focus groups are also subject to conforming concerns (i.e., biasing toward group consensus). Although administering a focus group is generally inexpensive, focus group findings have little basis for empirical generalization. Conversely, focus groups can offer conceptual or theoretical generalization.

### TABLE 1
Select Methods for Assessing Public Perceptions

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Benefit</th>
<th>Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Elicited</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interview</td>
<td>Questions posed to an individual</td>
<td>• In-depth exploration of individual perceptions</td>
<td>• Can be resource intensive</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Depending on design, can be difficult to generalize</td>
</tr>
<tr>
<td>Focus group</td>
<td>Questions posed to a small group (around 6–12 people)</td>
<td>• Balances depth and breadth of perceptions in a social, interactive setting</td>
<td>• Answers capable of being influenced by other group members</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Difficult to communicate or implement findings</td>
</tr>
<tr>
<td>Survey</td>
<td>Series of questions on topics of interest distributed to a sample of people</td>
<td>• Efficient</td>
<td>• Difficult to get sufficient response rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Structured, replicable, generalizable (with appropriate sampling)</td>
<td>• Can be hard to capture nuanced dimensions of perceptions in depth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Easier to communicate or implement findings than with focus groups</td>
<td>• Not necessarily reliable predictor of behavior</td>
</tr>
<tr>
<td><strong>Observed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Content analysis</td>
<td>Process of identifying certain words, concepts, or themes present in some form of text data (e.g., a transcript)</td>
<td>• Systematic</td>
<td>• Potentially high up-front costs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Low unit costs</td>
<td></td>
</tr>
<tr>
<td>Behavioral observation</td>
<td>Data collection on behavior in a natural environment (e.g., search history or market analysis)</td>
<td>• Can help support external validity of research</td>
<td>• Difficult to control outside variables</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Can provide valid and reliable measures that do not rely on self-reported data</td>
<td>• Behaviors possibly influenced by others in the social setting</td>
</tr>
</tbody>
</table>

---

*a Elicited methods might be subject to the requirements of the Paperwork Reduction Act (Pub. L. 104-13, 1995), a federal law mandating certain authorizations from the Office of Management and Budget in order for a federal agency to collect information on members of the public for certain applications. These methods will also be subject to human-subject protection requirements.*
to inform subsequent, confirmatory surveys. Like with individual interviews, research using focus groups should include tested protocols, facilitator training, and qualification of reported results. Protocols should include probes that specifically mitigate conforming concerns (e.g., “Does anyone have a different perspective on this issue?” or “Have we missed anything important in this discussion?”).

Surveys

Surveys are a means of gauging public attitudes on a particular topic, such as people’s perceptions of emerging technologies or environmental risks. Conducting surveys allows researchers to elicit subjective opinions from a sample of interest and to perform analyses to describe patterns or infer something about the study population that the sample represents. For example, a large nationwide survey could help compare public views on license plate readers that rely on vehicle databases that vary across states.

Methods for survey studies depend on their intended purpose and involve different types, designs, questions, and response options. Sampling approaches, sources of bias, adherence to reporting standards, and the survey instrument itself are all important in ensuring study quality. Within a given type of survey design, different options include the time period, respondent group, variable choice, data collection method, and analytical approach. This discussion is bounded to two survey options: closed form and signal-detection design.

The closed-form survey employs the most-common response scales (e.g., multiple choice, dichotomous, rating, Likert). Because surveys are such a common part of everyday life, the closed-form approach offers a familiar format—and perhaps a degree of comfort—to respondents. The question format provides relatively clear expectations and less variance than other types of surveys do. However, this can also be a disadvantage. If the research objective is to capture the full range of beliefs or attitudes about a topic, the closed-form option might dilute certain perspectives that would be important for measuring public perceptions.

A signal-detection design is based on signal-detection theory (Macmillan and Creelman, 2004) and can be employed to determine the degree to which diverse publics accept various emerging technologies to identify people’s decision thresholds and turning points. This option requires careful consideration of public participants, as well as thorough pretesting and logical design in congruence with signal-detection theory. Although inherently more complex than closed-form survey methods, this option provides quantitative data for each respondent, which is more robust for certain statistical tests. The approach offers unique insight into the direct response biases in respondents’ acceptance of certain scenarios, decision thresholds, and turning points. These metrics are calculated consistently across participants to allow direct and between-group comparisons (e.g., if researchers are interested in the predictive power of certain characteristics for a group’s risk acceptance for various technologies).

Some Considerations for Eliciting Public Perceptions

Perceptions are influenced by cognitive and affective biases (Kahneman and Frederick, 2002, p. 81; Haselton, Nettle,
Cognitive bias refers to a distortion in human cognition compared to some aspect of objective reality (Haselton, Nettle, and Andrews, 2015), while affective biases are emotion based. An example of a much larger set of cognitive biases is availability (Tversky and Kahneman, 1974), or the tendency to overestimate the probability of events that are similar to easy-to-recall events. For instance, future emerging technologies might be viewed as more likely to be discriminatory because of recent experiences of racial bias in the use of FRT. The affect heuristic is an example of an emotional shortcut used to make decisions (Slovic et al., 2007). For all collection methods, both cognitive and affective biases require careful attention, as well as trained interviewers or facilitators (for focus groups) to proactively mitigate these biases. An example is to use a funnel design, which is a best practice to mitigate priming effects, by posing broad questions of interest first, followed by more-specific probes. Priming effects can occur when exposure to initial questions could subconsciously influence responses to later questions. In addition, questions should undergo extensive pilot testing for comprehension (i.e., questions are not only understood but also interpreted the way they were intended to be). Protocol designs that build in pretests and mitigations against biases help ensure the integrity of the research method, improving the validity and trustworthiness of the findings. Researchers must also provide guidance about how to interpret or qualify the results, considering the elicitation method used.

Observe Methods

Content Analysis

Content analysis is a dual qualitative and quantitative approach. Text data are classified or “tagged” qualitatively based on the presence or absence of a particular word, concept, or theme. The objective is to formulate text (e.g., documents, media, transcripts) into “data” for structured, quantitative analysis. Potential themes are identified, categorized, and organized based on a set of rules or criteria. Safety, privacy, and consent are potential themes related to emerging technologies. Safety subthemes, for instance, could include the probability of harm and the severity of a potential consequence.

Content analysis can be performed manually by trained coders, semiautomatically, or automatically using coding or data-processing software. RAND-Lex—a suite of natural-language processing tools capable of scanning millions of lines of text to identify what people are talking about, how they fit into communities, and how they see the world—is one such example. Another example is the Linguistic Inquiry and Word Count text analysis tool, which sorts words into predefined psychological categories, such as emotion (Pennebaker, Booth, and Francis, undated). Emotions and attitudes that are expressed can then be linked to topics of discussion or real-world events to suggest attitudes about those topics and events. This tool can be used for content analysis of public attitudes expressed in online media (Yeung, Elson, et al., 2012). Linguistic Inquiry and Word Count has recently been used to analyze the mental states of mass shooters (Hammarlund et al., 2020, p. 225) and perceptions of risk during the COVID-19 pandemic (Dyer and Kolic, 2020).
Behavioral Observations

Behavioral observations can help researchers understand public perceptions based on how people act in either natural or controlled settings. Certain behavioral observation methods might be particularly useful for DHS to consider. Web searches provide one such opportunity to observe people’s interest in a topic through their actions online. Because people directly search for information, web searches do not contain the same biases that might exist on social media, where people might choose to present themselves in particular ways. Web search data can be aggregated to explore interest in specific topics, such as face recognition or other emerging technologies, over time or in specific regions. This allows comparison between groups or examination of how events can influence trends in searches. Another specific benefit of web searches is that they can reveal sensitive concerns that might be difficult to elicit. For example, during the Great Recession, some searches, such as “my dad hit me,” seemed to increase in areas where child services had been cut (Stephens-Davidowitz, 2013). As an example of web search analysis, DHS might analyze web searches to understand shifts in extremist viewpoints and whether they are linked to interest in violent action, or it might use search data to monitor population needs in case of disaster.

Another potentially useful approach is multidimensional scaling, which is a way to spatially represent non-metric data, such as ranked preferences for different emerging technologies, with a small number of parameters (Baird and Noma, 1978, pp. 177–205). Multidimensional scaling can be approached as an analysis tool or as a psychological model; these methods can be used to observe dimensions on which people sort technologies. For example, dimensions might include efficiency, fairness, and familiarity with a technology. The advantage of this method is that the dimensions emerge from the sorting behavior and do not require respondents to generate verbal descriptions of dimensions of which they might not be aware. DHS might leverage multidimensional scaling to evaluate how these dimensions respectively influence someone’s comfort level in, say, the use of license plate–reader technology. Interpretation of dimensions should be handled with care, understanding that the meaning might not uncover any useful, underlying structure. In addition, any process to reduce the number of data parameters or dimensions is accompanied by a loss of information.

Other behavioral observation methods could also prove useful, such as analyses of voting behaviors or market research to gather consumer preferences. DHS’s acquisition process already accommodates market research for vendor selection (DHS, 2009), which could be expanded to explicitly consider public perceptions. As a model, DHS could look to how the U.S. Department of Defense’s Joint Advertising, Market Research and Studies (JAMRS) conducts market research “to explore the perceptions, beliefs, and attitudes of American youth as they relate to joining the Military” (JAMRS, undated). For instance, JAMRS regularly surveys and reports on significant influences (e.g., friends who served in the military) on youth attitudes and what might increase positive perceptions about the military.

Combining Methods

Note that these methods need not be used independently. The power of these methods is strengthened when they are
used in concert. One example of a hybrid approach is the mental-model approach (MMA), which aims to close critical gaps between the knowledge that people need in order to make and implement sound decisions and the knowledge they already have (Morgan et al., 2002). The MMA is designed to elicit people’s perspectives on topics in their natural formulation through an initial set of interviews followed by a larger confirmatory survey, providing a more robust picture of public perceptions than any one method alone (Bruine de Bruin and Bostrom, 2013). The MMA can reveal common misconceptions and knowledge gaps to target in official DHS messages and communications. Structured, defensible methods, such as the MMA, help build trust not only in the message itself but also in DHS.

Opportunities for DHS to Understand and Integrate Public Perception in Technology Acquisition and Deployment

There could be significant benefits from integrating advanced technology for DHS missions, but these benefits might not be realized if the public is not sufficiently supportive. TSA’s experience with body scanners illustrates the importance of anticipating and planning for the public’s response to technology deployments. As this Perspective has noted, the public consists of a variety of distinct groups, and different demographic and other factors might correlate with different attitudes across these groups. These public attitudes will have an influence on the stakeholders that play different yet crucial roles in enabling DHS use of technology, such as stakeholders that provide technical tools or act as operational partners. Public concerns might also lead these actors to restrict, prohibit, or otherwise challenge DHS’s use of technology by developing regulations, restricting funding, or declining partnerships. DHS could consider pursuing several opportunities to understand and integrate public perception in technology acquisition and development.

First, DHS could use public-perception methods to better understand specific communities’ views and potential behavioral and emotional reactions to technology use cases. These methods would help to identify the attitudes held by different demographic groups and to understand some of the key associated factors, including age, gender, race, income, education, media consumption, political ideology, and use of technology. Questions that might be explored in public-perception studies include how different types of information sources (such as social media and traditional media sources) condition public attitudes in different communities. This approach could also help DHS better understand when a certain perspective is based on misinformation or is tied to a conspiracy theory (such as appears to be the case for 5G technology) so that DHS can more effectively engage and present accurate information.

Second, DHS could use public-perception methods to disaggregate attitudes about different elements of technology use cases. As noted above, a DHS use case of technology includes a DHS component (e.g., CBP), a specific technology (e.g., face recognition), and a specific purpose and context (e.g., border security at land crossings). The methods described in this Perspective could help to control for and distinguish these different elements to better understand where concerns are centered (e.g., on the technology or on the purpose and context) and where informa-
tion might be lacking. These individual elements can also be further broken down: Even for a given technology, there might be some practices that are more controversial—for instance, using social media photos in face-recognition databases. And perception techniques would also enable DHS to distinguish different kinds of purposes or contexts in which the technologies will be used. This disaggregated detail would help DHS understand the landscape of its use of technology that will help inform risk mitigations and messaging.

Third, DHS could use public perception to inform preventive steps to address important concerns. This would involve using the information gathered about public perception to integrate pre- and postdeployment best practices into DHS use cases to build or maintain trust and support. In certain extreme circumstances, this might mean not using certain technologies or using them only with very clear restrictions or oversight mechanisms. More generally, it would provide a set of considerations that DHS could regularly integrate into cost–benefit analysis as it decides whether and how to deploy the technology.

Fourth, DHS could use public-perception information to better explain in its strategic communications how it is using technology to further its safeguarding mission. As noted above, this might include tailoring key strategic communications to different communities about the purposes of the use case (including the key benefits), correcting misunderstandings (including those fueled by misinformation and disinformation campaigns), and explaining the types of mitigations that address concerns. Specific messaging would also help with responses to Congress, privacy and civil liberties advocates, and operational partners. This is an opportunity for DHS to be publicly engaged and transparent in ways that could increase legitimacy and build public trust.

**Operationalizing Public Perception in Technology Acquisition and Deployment**

To make these observations more actionable and integrative, we have categorized them according to a notional technology acquisition and deployment framework that spans the technology’s life cycle. The Perspective borrows the technology acquisition framework from RAND work on mitigating bias in law enforcement use of AI and ML systems (Yeung, Khan, et al., 2021). Just as harmful bias might enter into DHS use cases at different steps in the acquisition process, so can other issues that might be of concern to the public. In Table 2, we have indicated select ways to integrate public perception at these different stages.

For DHS to carry out its mission, the department will likely need to both field emerging technologies and effectively engage the public. The details of these activities will depend on the specific technology use cases. But across all cases of emerging-technology deployment, DHS will need to continue to effectively identify, evaluate, and engage with public perception in order to use emerging technologies effectively.
<table>
<thead>
<tr>
<th>Element of Technology Acquisition and Deployment</th>
<th>Select Ways to Integrate Public Perception, Using Multiple Techniques</th>
</tr>
</thead>
</table>
| Acquisition planning                             | • Identify the public’s views about benefits and concerns about the proposed technologies in non-DHS use cases.  
  • Explore the public’s views about the specific DHS purpose for which the technology is proposed.  
  • To understand their concerns, engage members of communities likely to be most affected by the technology use case.  
  • Use public-perception information as a key consideration within cost–benefit analysis associated with technology planning. |
| Solicitation and selection                        | • Explore the public’s views about specific technology companies’ data privacy and other practices (e.g., scraping online social media photos).  
  • Identify views expressed by key technology developers about government use of the technology (e.g., Microsoft and Amazon as developers of FRT used by governments).  
  • Use public-perception information as a key consideration within technology solicitation processes to tailor solicitations and develop solicitation criteria that best align with public attitudes and address concerns. |
| Development                                       | • Consider the public’s views on the technical limitations associated with the technology.  
  • Consider operational partners’ views about technology development approaches and standards.  
  • Use public-perception information as a key consideration to build relevant policy, procedural, and technical criteria into the development process. |
| Delivery                                          | • Develop strategic communications that leverage risk-communication best practices.  
  • Tailor messages to different communities to correct misinformation and to assuage concerns.  
  • Consider the views of DHS end users and ensure that users understand and support the use of the technology. |
| Deployment and maintenance                       | • Deploy technology in ways consistent with information about public perception (e.g., location, proper purpose, allowing people to opt out).  
  • Consult regularly with the communities affected by the technology.  
  • Continue to refine and deliver strategic communications.  
  • Consider potential effects on any agency that deploys the technology (e.g., workforce morale, integration into existing processes). |
Notes

1 We thank our RAND Corporation colleague Keller Scholl for pointing out this important element. For the classic analytical approach to how public perceptions of risk are attenuated and amplified by cultural and institutional dynamics (such as the role of media), see Kassperson et al., 1988.

2 For one example, see the debates about the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) recidivism risk algorithm discussed in Osoba, Boudreaux, et al., 2019.

3 For instance, bills proposed in 2020 alone include the George Floyd Justice in Policing Act of 2020 (U.S. House of Representatives, 2020), the Facial Recognition and Biometric Technology Moratorium Act of 2020 (U.S. Senate, 2020b), and the Ethical Use of Facial Recognition Act (U.S. Senate, 2020a). The Facial Recognition and Biometric Technology Moratorium Act, for example, would prohibit federal use of face recognition and other biometric technologies and the use of federal funds for biometric surveillance (U.S. Senate, 2020b).

4 State and local governments have regulated government use of certain technologies, including face recognition (e.g., California; Illinois; Somerville, Massachusetts). There are currently bans on official use of FRT in Boston; San Francisco; Oakland, California; Berkeley; Portland, Oregon; and Somerville, Massachusetts. Portland has also limited private business use, with an exception for the airport. In addition, several states (e.g., Illinois, California) have privacy laws that apply to biometric data. In total, more than a dozen cities or states have banned or restricted face recognition. See Harwell, 2021.

5 In other cases, some technology companies have preferred to develop single sets of tools that comply with the most-restrictive applicable laws. Under this approach, a company would, for instance, apply more-restrictive privacy rules from one state, such as California, to other states rather than proceed under a checkerboard approach in which the company would have to design different tools to comply with the rules of different legal jurisdictions. For instance, see Brill, 2019.

6 For instance, the National Institute of Standards and Technology plays a key role in testing face-recognition systems. See National Institute of Standards and Technology, 2020.

7 See experts quoted in Gold, 2021.

8 Hundreds of cognitive and affective biases exist. For further discussion, see Västfjäll and Slovic, 2013.
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About This Perspective

The U.S. Department of Homeland Security (DHS) has sought to leverage emerging technologies, such as face recognition and risk-assessment algorithms, for a variety of domestic security and other purposes. These technologies are believed to offer increased accuracy, convenience, and speed to support DHS objectives. However, important stakeholders have raised concerns about these technologies, including concerns about inequity and privacy, and have sought to regulate the government’s use of them and to galvanize opposition. The American public’s views about the relative benefits and risks of DHS use of these rapidly emerging technologies are not well understood.

In this Perspective, we argue that it is crucial for DHS to better understand public perceptions of emerging technologies, and we identify several methods that might be used to attain such understanding. Richer comprehension of the public’s views will help DHS ensure that it will use technologies in ways that the public supports and will help it be prepared for potential regulation, secure funding for technology programs, strengthen partnerships, and improve its strategic communications. This Perspective should be of interest to officials across the DHS enterprise, including those responsible for the acquisition, development, and implementation of new technologies; strategic communications; partnership development; and legislative engagement.
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