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FOREWORD

The last few years have seen a plethora of books on the theory and practice of systems analysis. This is the first text, however, that concentrates on the cost analysis aspects of systems analysis. In a real sense it is long overdue. Our experience at the Defense Department indicates that appropriate conceptual treatment of cost and cost estimation accuracy are the two areas where past systems analyses have most frequently come to grief. We have seen carefully structured system studies, on which hundreds of analyst hours have been expended, arrive at what, in retrospect, are totally invalid conclusions, simply because of major deficiencies in the cost analyses on which they were based.

The study and analysis of the costs of defense are important not only for the obvious budgeting and accounting reasons, but also because costs are a measure of other defense capabilities foregone. The size of the defense budget limits the amount we can spend on defense. Monies spent on one program, obviously, are not available to spend on another. Therefore, properly constructed cost estimates and cost analyses are essential because an accurate assessment of the cost of individual programs is the first necessary step toward understanding the comparative benefits of alternative programs and capabilities. Thus, without proper analysis of costs, defense decisionmakers will not understand the alternative forces and capabilities available to them and will be deprived of flexibility in planning.

Our sponsorship of this book is a recognition of the Defense Department’s need for people trained to perform the cost analysis function properly. We realize that the performance of this function is more than a matter of cost accounting, more than the preparation of cost estimates for short-term operating decisions; that it, in fact, requires structuring and analysis of resource alternatives in a full planning context. The capability to carry out these tasks requires an extensive familiarity with the total systems analysis process. Thus, the various chapters of this book address specific cost analysis problems, but always within the total systems analysis framework. This is a text for the teaching of force planning cost analysis as it should properly be taught, as a subset of systems analysis.

While the primary objective of this book is to assist in the training of analysts in the national security area, and all the case problems posed are defense oriented, its spillover value should be considerable. The methods and techniques of systems analysis that were developed to cope with defense problems have been found extremely useful in transportation,
health, public housing, and environmental protection resource planning. The approach to cost analysis described in this text should be equally transferable.

DONALD B. RICE
Deputy Assistant Secretary of
Defense (Resource Analysis)

Washington, D.C.
Spring 1970
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Chapter 1

INTRODUCTION

The Setting
Modern governments have to devote considerable time and effort to planning for the future. Inevitably, since resources are limited, the central issues in most planning problems concern resource allocation decisions.

Making major resource allocation decisions is difficult for many reasons. Objectives are not always clear-cut, and, typically, numerous alternative ways may be possible for attaining a given set of objectives. Moreover, uncertainties are likely to be abundant and pervasive particularly in those cases where lead time – the time from program initiation to the beginning of operations – spans a number of years. In the Department of Defense, for example, the lead time for a new military capability can be as long as 10 or more years. Long lead times invariably make planning more difficult, mainly because uncertainties are compounded as time horizons extend farther into the future.

Ultimately, most major long-range planning decisions have to be made primarily on the basis of the experience and judgment of the decision-makers. But resource allocation problems have become increasingly complex; and more and more it has come to be recognized that for decisionmakers to exercise their judgment effectively, ways must be found to assist them in dealing with complicated and interrelated issues. The result has been that attempts have been made to develop analytical concepts, methods, and skills to be used in generating information which will be useful in the planning process. One of the most important of these aids to decisionmaking is called systems analysis.

Systems analysis is discussed at some length in the next chapter. For the purposes of the present discussion it may be viewed as an analytical approach to, or way of looking at, a complex problem of choice under varying conditions of uncertainty. A fundamental characteristic of the approach is the systematic examination of objectives in a given area and of the alternative ways of achieving these objectives. Accordingly, systems analysis has many facets, but most of them can be associated directly or indirectly with an attempt to determine both the effectiveness (utility, benefit) of alternatives and their cost (or disutility).

What This Book Is About
This book is concerned with cost considerations in systems analysis. While
effectiveness or utility considerations are thus not the prime focus, the
discussion of cost analysis concepts and methods is always presented in the
systems analysis context.

The following chapters are concerned primarily with questions like:

1. What concepts of cost are appropriate for dealing with resource
considerations in systems analyses of long-range planning problems?
2. What analytical methods should be used in assessing the resource
impact of proposed future alternatives for meeting objectives in a
given problem area? How might uncertainties be taken into account
explicitly in such analyses?
3. How should the results of cost analyses be presented in order to be
most useful in the larger systems analysis and hence to the decision-
makers?

At this point it is important to recognize what this book is not. It is not
about cost accounting, cost estimating for current operations, cost analysis
in support of detailed engineering design activities, cost estimating for next
fiscal year's operating budget, and the like. No doubt portions of the
material would be of some use in efforts like these, but the main concern
of this volume is major resource allocation decisions in the long-range
planning context,¹ and the basic concepts stem from the field of economics.

Moreover, this book limits its attention to questions of national security.
Thus, in discussing specific concepts and methods of analysis, the concern
is primarily with assessing the cost implications of alternative future
military capabilities. However, most of the basic ideas are applicable, at
least in part, to other realms: for example, health, education, transportation,
police and vital services, and the like.

Finally, the objective here is not to present a “cookbook” of detailed
procedures. Nor is it to deal only with abstract concepts. The main thrust
is toward the middle ground, with a view to promoting understanding of
how cost analysis concepts and methods can substantively support the
systems analysis process. Examples are used to illustrate key points.

Organization of the Remainder of the Book
The initial chapters contain the background material necessary to provide
an appropriate setting for the subsequent detailed treatment of military

¹ The specific meaning of “long-range” is, of course, context dependent and can range
from 10 years or more (in the case of alternative proposals for new capabilities) down to
a much shorter period (if, for example, the problem concerns the modification of existing
systems).
cost analysis. Chapter 2 is designed to give the reader a general understanding of systems analysis. Chapter 3 turns to economic theory and discusses various concepts of cost, including problems associated with time. These chapters, together with the present one, comprise the basic conceptual setting, and the discussion then turns to military cost analysis per se. The transition is provided in Chapter 4, which outlines the main characteristics of the framework within which military cost analysis must be performed, given the basic concepts set forth in Chapters 2 and 3.

Chapter 4 is oriented primarily toward the cost analysis of the output or end-product side—that is, potential military capabilities which are in some way related to the achievement of future national security objectives. In Chapter 5 the orientation switches to the input side, the dimension in which most of the basic work of cost analysis must be carried out. Here, types of inputs to the cost analysis process are discussed, and input structures are presented. The discussion of input structures sets the stage for a vitally important subject: the derivation and use of estimating relationships. Estimating relationships, which are devices that relate various categories of cost to key cost-generating variables, form the heart of a cost analysis capability. Chapter 6 is devoted to this subject.

The input and output dimensions are combined in Chapter 7, which deals with cost models. Types of cost models and illustrations of their uses are presented and discussed.

Chapter 8 covers special topics, some of which—such as the treatment of uncertainty and problems associated with time—will have been alluded to previously but not discussed in the necessary depth.

Chapter 9 goes back to the beginning— to systems analysis. Here the objective is to present several examples of systems analysis studies and to show how the cost considerations are handled. Finally, Chapter 10 contains a summary and offers some speculations about the future of cost analysis.

Summary
The main points in this chapter may be summarized as follows:

1. There is widespread and justifiable interest in developing improved approaches to handling resource allocation problems associated with major program decisionmaking processes in the context of long-range planning.

2. Systems analysis is one such approach. A systems analysis is a study designed to aid decisionmakers by systematically investigating the relevant objectives in a given problem area and the alternative ways of achieving these objectives. Two important facets of systems analysis are: (a) effectiveness (utility) considerations and (b) cost (disutility) considerations.
3. This book is concerned with cost considerations in systems analyses of long-range planning problems. The basic concepts stem from the field of economics.

4. Attention focuses on problems concerning the national security. However, most of the basic ideas are applicable to nonmilitary realms.

Suggested Supplementary Readings


Chapter 2

WHAT IS SYSTEMS ANALYSIS?

Introduction
The spectrum of resource allocation problems is very broad. At one extreme, the ideal prescription for resource allocation in a society is to maximize a weighted sum of all objectives by an efficient allocation of resources. But such an ideal is, and will remain, unattainable. We cannot know how to weigh one objective against all others, nor could so huge a policy analysis be undertaken even if we knew the appropriate weights to place upon objectives.

The central conceptual problems in policy studies stem from these inevitable analytic deficiencies. We are driven to “sub-optimizations” that are much narrower, but more tractable, policy analyses. As a result, “spillover” benefits and costs will not be automatically taken into account, although they may be very important. Therefore, the policy analyst must carefully structure his study to make appropriate, although necessarily imperfect, allowances for spillover benefits and costs, which raises difficult conceptual and practical issues.

From the viewpoint of this book, one particular region of sub-optimization is of special interest: the region just a few steps down from the “grand optimum.” Examples of Department of Defense resource allocation problems in this area are:

1. Seeking preferred general war policies or strategies, and the preferred mix of future strategic offensive and defensive forces to implement such policies or strategies.
2. Seeking the preferred mix of future military airlift, sealift, and prepositioning of supplies and equipment.
3. Determining the preferred configuration and armament of a future long-endurance antisubmarine aircraft to patrol and destroy enemy submarines.

Systems analysis is concerned primarily (though certainly not exclusively)

---

1 Generally speaking, all resource allocation decisions below the “grand optimum” level are referred to as “sub-optimizations.” As Hitch and McKean put it, “At the highest level, the decision-makers seek a grand optimum. At lower levels, they sub-optimize.” See Charles J. Hitch and Roland N. McKean, The Economics of Defense in the Nuclear Age (Cambridge, Mass.: Harvard University Press, 1960), p. 396.
with these kinds of problems. At its present state of development, systems analysis cannot now help very much in dealing with the grand optimum. In the other direction, at relatively low levels in the decision hierarchy, a full systems approach is usually not required; narrower context techniques like those used in the management sciences may suffice.

Definition of Systems Analysis

Attempting to define systems analysis is difficult for several reasons. First of all, the term itself already has several established meanings, which vary from person to person. To make things worse, numerous other terms are in current usage which in some contexts have a systems analysis connotation, but which in others have a somewhat different meaning. Some examples are: cost-benefit analysis, systems engineering, cost-effectiveness analysis, operations research, and operations analysis. No attempt will be made here to resolve this terminological problem or to differentiate among the subtleties of meaning of these words. Rather we shall proceed with a definition of systems analysis as we shall use it in this book and then discuss some of its more important characteristics.

Systems analysis may be defined as inquiry to assist decisionmakers in choosing preferred future courses of action by (1) systematically examining and reexamining the relevant objectives and the alternative policies or strategies for achieving them; and (2) comparing quantitatively where possible the economic costs, effectiveness (benefits), and risks of the alternatives.

It is more a research strategy than a method or technique, and in its present state of development it is more an art than a science, although scientific methods are utilized wherever possible. In sum, systems analysis may be viewed as an approach to, or way of looking at, complex problems of choice, usually under conditions of uncertainty.

The italicized words in the above definition deserve special comment. The word "assist" is italicized to emphasize that systems analysis is not

---

2 To the knowledge of the present author, no other research strategy can help much either, and none is likely to be superior to systems analysis.

3 For example, problems associated with determination of stock level policy can best be tackled through the use of presently developed inventory management techniques.


5 This definition is very similar to that contained in Quade, *op. cit.*, p. 4. It stresses the analytical usage, where the boundaries of the "system" extend or contract significantly, depending upon the particular problem at issue. This contrasts with the administrative usage, where it is convenient to define the boundaries of a "system" in a fixed way so as to relate it to an administrative task (for example, to coordinate logistics support for the B-52 force).

6 See Quade and Boucher, *op. cit.*, p. 2.
designed to replace the judgment of the decisionmakers. Rather, the objective is to provide a better basis for exercising that judgment through the more precise statement of problems, the discovery and outlining of alternatives, the making of comparisons among alternatives, and the like.\(^7\) In practically no case should it be assumed that the results of the analysis will "make" the decision. The really critical problems are too complex, and there are too many incommensurables (for example, political, psychological, and sociological considerations) that cannot be taken fully into account in the analytical process, especially in a quantitative sense. In sum, the analytical effort should be directed toward assisting the decisionmaker in such a way that this basis for judgment is better than it would be without the results of the analysis. And in many instances even a modest amount of incisive analytical work can have a high payoff.\(^8\)

The word "reexamining" is italicized in the definition to stress the fact that systems analysis typically involves an iterative process of formulation, testing, reformulation, retesting, and so on. The initial structuring of the problem rarely turns out to be adequate. The original set of alternatives may be incomplete and may not even contain those that are most relevant. Additional alternatives usually have to be generated (oftentimes invented) and investigated. Even the original objectives usually have to be modified as the analysis unfolds and as suggestions for interesting new objectives are uncovered. Moreover, it should be pointed out that the iterative process may never generate a "preferred" set of objectives and alternative means for attaining them. Nevertheless, the results may be very useful to the decisionmaker – for example, in helping him to reexamine and clarify his objectives.

Finally, the words "where possible" are italicized to suggest that although systems analysis does stress quantitative methods of analysis, it

---

\(^7\) A former Assistant Secretary of Defense (Systems Analysis) puts the matter this way: "Ultimately all policies are made . . . on the basis of judgments. There is no other way, and there never will be. The question is whether those judgments have to be made in the fog of inadequate and inaccurate data, unclear and undefined issues, and a welter of conflicting personal opinions, or whether they can be made on the basis of adequate, reliable information, relevant experience and clearly drawn issues. In the end, analysis is but an aid to judgment. . . . Judgment is supreme." (A. C. Enthoven, quotation contained in an article in Business Week, November 13, 1965, p. 189.)

\(^8\) Former Secretary of Defense Robert S. McNamara sums it up as follows: "They [the systems analysis staffs] provide the top level civilian and military decision makers of the Department [of Defense] a far higher order of analytical support than has ever been the case in the past. I am convinced that this approach leads not only to a far sounder and more objective decisions over the long run, but also maximizes the amount of effective defense we obtain from each dollar expended." (Statement of Secretary of Defense Robert S. McNamara Before the Senate Armed Services Committee on the Fiscal Year 1969–73 Defense Program and 1969 Defense Budget, January 22, 1968, p. 194.)
does not attempt to push quantification to meaningless extremes. Many aspects of complex long-range planning problems cannot be reduced to numbers, and systems analysis does not try to do so.\(^9\) Placing emphasis on the use of quantitative methods does not imply that incisive qualitative analysis is ruled out. In fact, most examples of good systems analysis studies contain an appropriate combination of quantitative and qualitative methods. As a minimum, systems analysis should try to isolate and sharpen the key qualitative issues for the benefit of the decisionmakers.

**Some of the Major Considerations Involved in Systems Analysis**

From the definition of systems analysis, it is apparent that the subject has many dimensions. All of these cannot possibly be explored in a single chapter. Since the objective here is merely to provide a stage setting for the discussion of military cost analysis in subsequent chapters, it will suffice to list and briefly describe a few of the more important considerations.\(^10\)

**The Analytical Process**

The analytical process typical of systems analysis is similar to that employed in serious inquiry or investigation of problems in a wide range of situations. The analysis usually proceeds by a series of iterations or re-cyclings through something like the following phases:\(^11\)

**FORMULATION**
(The Conceptual Phase)

Clarifying the objectives, defining the issues of concern, limiting the problem, searching out good criteria for choice.

**SEARCH – INCLUDING THE DEVELOPMENT OF HYPOTHESES**
(The Research Phase)

Looking for data and relationships, as well as alternative programs of action that have some chance of solving the problem.

**EVALUATION**
(The Analytic Phase)

Building various models, using them to predict the consequences that are likely to follow from each choice of alternatives, and then comparing the alternatives in terms of these consequences.


\(^10\) For a more thorough treatment, see Quade, *op. cit.*, Chaps. 2, 8, and 17; and Quade and Boucher, *op. cit.*, pp. 11–14, Chaps. 3 and 22.

\(^11\) These phases are suggested by Quade and Boucher in *ibid.*, p. 33, and are discussed in detail in *ibid.*, pp. 34–53.
INTERPRETATION
(The Judgmental Phase)

Using the predictions obtained from the models and whatever other information or insight is relevant to compare the alternatives further, derive conclusions about them, and indicate a course of action.

VERIFICATION
(The Testing Phase)

Testing the conclusions wherever possible.

Which of these phases is most important is difficult to say. However, the first should receive particular emphasis. Many analyses flounder right here, simply because of the failure to devote enough of the total time available for a study to deciding what the problem really is. Indeed, this is perhaps the most common pitfall in systems analysis.

Let us now turn to a discussion of several important subjects which bear on the conduct of the phases outlined above, with special emphasis on evaluation, or the analytical phase.

Building the Models

The heart of the evaluation phase involves the assessment of the likely consequences of the various alternative courses of action being examined. This usually requires the development and use of an analytical model or series of models.

Here the term "model" is used in a broad sense. Depending upon the nature of the problem at hand, the model used in the analysis may be formal or informal, very mathematical or not at all, heavily computerized or only moderately so, and so on. However, the main point is that the model need not be highly formal and mathematical to be useful. And there are several other important points that should be kept in mind:

1. Model building is an art, not a science. It is often an experimental process.
2. The main thing is to try to include and highlight those factors which are most relevant to the problem at hand, and to suppress

---

12 Quade puts the matter this way: "It is difficult to overemphasize the importance of a careful formulation. It should identify the subproblems involved, isolate the major factors, develop a vocabulary for dealing with them, sketch out the relationships between the variables as they appear, and even arrive at a tentative set of conclusions. The idea is to make clear the structure of the analysis. But more importantly, it offers a concrete hypothesis for others to probe." (E. S. Quade, *Analysis for Military Decisions*, op. cit., p. 307.)

(judiciously!) those which are relatively unimportant. Unless the latter is done, the model is likely to be unmanageably large.

3. The main purpose in designing the model is to develop a meaningful set of relationships among the objectives, the relevant alternatives available for attaining the objectives, the costs of the alternatives, and the utility of each of the alternatives.

4. Provision must be made for the explicit treatment of uncertainty—a subject we will consider in detail later.

5. Since by definition a model is an abstraction from reality, the model must be built on a set of assumptions. These assumptions must be made explicit. Failure to do so is a defect of the model design.

The Conceptual Framework for Making Comparisons
Another important part of the evaluation phase is the comparison of alternatives in terms of the consequences generated by the model or models.

In making such comparisons there are two principal conceptual approaches:

1. Fixed effectiveness approach. For a specified level of effectiveness to be attained in the accomplishment of some given objective, the analysis attempts to determine that alternative (or feasible combination of alternatives) which is likely to achieve the specified level of effectiveness at the lowest economic cost.

2. Fixed budget approach. For a specified cost level to be used in the attainment of some given objective, the analysis attempts to determine that alternative (or feasible combination of alternatives) which is likely to produce the highest effectiveness.\(^{14}\)

\(^{14}\) In Chapter 1, it was suggested that systems analysis derives many of its concepts from economic theory. Here is a case in point. The fixed budget situation is somewhat analogous to the economic theory of consumer equilibrium. For a given level of income (budget) the consumer is assumed to behave in such a way that he maximizes his utility. From a wide range of alternative goods and services (and their prices) available to him, he will choose a set of quantities of goods and services such that the ratios of marginal utility to price for all items in the set are equal. See, for example, Paul A. Samuelson, Economics: An Introductory Analysis (New York: McGraw-Hill Book Company, 1967), pp. 421–422, 429–432.

The “fixed effectiveness” approach also has an analogy in micro-economic theory—for example, in the selection of the optimal (minimum cost) resource mix for a given level of output of the firm. Here, given the market prices of the factors of production (the inputs) the entrepreneur will minimize cost by hiring the productive factors until he has equalized the marginal-physical-product per last dollar spent on each factor of production. (Samuelson, ibid., pp. 519–20.)

We should, however, point out a difference between economic theory and systems
Either (or both) of these approaches may be used, depending upon the context of the problem at hand. In any event, the objective is to permit comparisons to be made among alternatives, and for this purpose something has to be made fixed.\textsuperscript{15}

At this point a comment on the use of ratios – for example, effectiveness-to-cost ratios – seems in order. Very often such ratios are used to evaluate alternatives. The use of ratios usually poses no problem as long as the analysis is conducted in the framework outlined above – that is, with the level of effectiveness or cost fixed. However, it is common to encounter studies where this has not been done, with the result that the comparisons were essentially meaningless. For example, consider the following illustration.

\begin{table}
\begin{tabular}{|l|c|c|c|}
\hline
& \textbf{Effectiveness (E)} & \textbf{Cost (C)} & \textbf{E/C} \\
\hline
Alternative A & 20 & 10 & 2 \\
Alternative B & 200 & 100 & 2 \\
\hline
\end{tabular}
\end{table}

If the analyst is preoccupied with ratios, the implication of this example is that he can be indifferent regarding the choice between A and B. But should the analyst be indifferent? Most probably not, because of the wide difference in scale between A and B. In fact, with such a great difference in scale, the analyst might not even be comparing relevant alternatives at all.\textsuperscript{16}

\textbf{Treatment of Uncertainty}

Most important decision problems involve major elements of uncertainty, and a systems analysis of such problems must provide for explicit treatment of uncertainty. This may be done in numerous ways.

\textsuperscript{15} Very often several levels, as we shall see in a moment, may be used to investigate the sensitivity of the ranking of the alternatives to effectiveness or budget level.

For purposes of discussion, two main types of uncertainty may be distinguished:

1. Uncertainty about the state of the world in the future. Major factors here are technological uncertainty, strategic context uncertainty, and uncertainty about the enemy and his reactions.

2. Statistical uncertainty. This type of uncertainty stems from chance elements in the real world having a more or less objective or calculable probability of occurrence. It would exist even if there were no uncertainties of the first type.

Uncertainties of the second type are usually the least troublesome to handle in systems analysis studies. When necessary, Monte Carlo, sensitivity analysis, or other techniques may be used to deal with statistical fluctuations. But these perturbations are usually dwarfed by uncertainties of the first type, which are dominant in most long-range planning problems.

Uncertainties of the first type are typically present, and they are most difficult to take into account in a systems analysis. Techniques which are often used are sensitivity analysis, contingency analysis, and a fortiori analysis.\textsuperscript{17}

\textit{Sensitivity Analysis}. Suppose in a given analysis there are a few key parameters about which the analyst is very uncertain. Instead of using mean values for these parameters, the analyst may successively use several values (say, high, medium, and low) in an attempt to see how sensitive the results (the ranking of the alternatives being considered) are to variations in the uncertain parameters.

Enthoven talks about sensitivity analysis in the following way:

If it is a question of uncertainties about quantitative matters such as operational factors, it is generally useful to examine the available evidence and determine the bounds of the uncertainty. In many of our analyses for the Secretary of Defense, we carry three estimates through the calculations: an “optimistic,” a “pessimistic,” and a “best” or single most likely estimate. Although it is usually sensible to design the defense posture primarily on the basis of the best estimates, the prudent decision-maker will keep asking himself, “Would the outcome be acceptable if the worst possible happened, i.e., if all the pessimistic estimates were borne out?”

Carrying three numbers through all of the calculations can increase the workload greatly. For this reason, a certain amount of judgment has to be used as to when the best guesses are satisfactory and when the full range of uncertainty needs to be explored. If there are uncertainties about context, at least one can run the calcula-

\textsuperscript{17} For a discussion of Monte Carlo techniques see Herman Kahn and Irwin Mann \textit{Monte Carlo}, P-1165 (Santa Monica, Calif.: The Rand Corporation, July 1957); and Quade, \textit{op. cit.}, pp. 80, 241–243.

\textsuperscript{18} See Albert Madansky, “Uncertainty,” in Quade and Boucher, \textit{op. cit.}, Chap. 5.
tions on the basis of several alternative assumptions so that the decision-maker can see how the outcome varies with the assumptions.\(^{19}\)

If a certain alternative is superior in all of these sensitivity investigations, it is referred to as a *dominant* solution. Dominance is a characteristic that the analyst is always seeking, but its existence is rare in the types of problems of concern in this book.

*Contingency Analysis.* This type of analysis investigates how the ranking of the alternatives under consideration holds up when a relevant change in criteria for evaluating the alternatives is postulated, or a major change in the general environment is assumed. If, for example, in a military context, the enemy is assumed to be countries A and B, we might want to investigate what would happen if C joins the A and B coalition.

*A Fortiori Analysis.* Suppose that in a particular planning decision problem the generally accepted judgment favors alternative A. However, the analyst feels that A could turn out to be a poor choice and that alternative B might be preferred, particularly if certain assumptions about uncertainty are postulated. In performing an analysis of A versus B, the analyst may choose deliberately to resolve the major uncertainties in favor of B and see how A compares under these adverse conditions. If A still looks good, the analyst has a very strong case to support its selection.

While these three techniques may be useful in a direct analytical sense, they may also contribute indirectly. For example, through sensitivity and contingency analyses the analyst may gain a good understanding of the really critical uncertainties in a given problem area. On the basis of this knowledge he might then be able to come up with a newly designed alternative that will provide a reasonably good hedge against a *range* of the more significant uncertainties. This is often difficult to do; but when it can be accomplished, it offers one of the best ways to compensate for uncertainty.

**Treatment of Problems Associated with Time**

More likely than not, a problem will be posed in a dynamic context, or at least it will involve some dynamic aspects. While a "static" analysis keyed to a particular future point in time can go a long way toward providing the decisionmaker with useful information, very often this has to be supplemented by analytical work which takes explicit account of the flow of time. A case in point is the treatment of the estimated costs of the alternatives for a stipulated level of effectiveness over time. Once these costs have been

time-phased, the result will be cost streams through time for each of the alternatives.

The time-phasing of the costs of alternatives offers several advantages. In the first place it gives the decisionmakers an explicit picture of the points in time when the heaviest resource impacts of the various alternatives might occur. Also, as we shall see in later chapters, the estimates of cost are likely to be better. And finally, developing cost streams through time for the various alternatives provides a good basis for a definitive treatment of time preference.²⁰

The problem of time preference is discussed in subsequent chapters. The key point, however, is that the assumptions underlying the treatment of the problem in the analysis should be made explicit. And in most cases the impact of alternative assumptions on the decision should be calculated and portrayed. For example, it is not always clear what rate of discount should be used to equalize cost streams through time. In this instance the analyst should calculate upper- and lower-bound rate cases to see whether it really makes a significant difference in the final outcomes (the ranking of the alternatives being considered).

Checking for Validity
In the preceding paragraphs we have discussed building the analytical model, “exercising” the model (sensitivity and contingency analysis), and the like. Another important consideration—often slighted—is testing the validity of the model. Since the model is only a representation of reality, it is desirable to do some sort of checking to see if the analytical procedure used is a reasonably good representation, within the context of the problem at hand. This is difficult to do, especially in dealing with systems analysis problems having a time horizon 5, 10, or more years into the future.

In general we cannot test models of this type by controlled experiments. However, the analyst might try to answer the following questions:²¹

1. Can the model describe known facts and situations reasonably well?
2. When the principal parameters involved are varied, do the results remain consistent and plausible?

²⁰ As used throughout this book, the term “time preference” refers to the fact that decisionmakers are usually not indifferent to the timing of a certain gain or cost. An outlay of $100 next year is not equivalent to $100 five years from now, even if there is no risk. (This is the reason for the existence of positive interest rates.) Later we shall discuss in detail how the two amounts may be made equivalent, with respect to time preference, by computing their present values through use of a discounting procedure.
3. Can it handle special cases where we already have some indication as to what the outcome should be?
4. Can it assign causes to known effects?

Qualitative Supplementation
We have already stressed the importance of qualitative considerations in systems analysis – particularly qualitative supplementation of the quantitative work. Introduction of qualitative considerations may take several forms:

1. Qualitative analysis per se, as an integral part of the total analytical effort.
2. Interpretation of the quantitative work.
3. Discussion of relevant nonquantitative considerations that could not be taken into account in the "formal" analysis.

The third approach can be particularly important in presenting the findings of a study to the decisionmaker. The idea is to present the results of the formal quantitative work, interpret these results, and then to say that this is as far as the formal quantitative analysis itself will permit us to go. The important qualitative considerations that the decisionmaker should try to take into account, such as certain key political factors, could then be listed and discussed.

Some of the Pitfalls
In discussing some of the major considerations in systems analysis, the important subject of possible pitfalls should always be taken into account. No analysis, whether it is a systems analysis or not, can be a panacea; and the practitioners – and users – of analysis should be aware of the numerous traps into which even an experienced analyst can fall.

A few of the more common pitfalls are the following:\footnote{For an excellent discussion of the pitfalls and limitations of analysis, see Quade and Boucher, op. cit., Chap. 19.}

1. Failing to allocate and to spend enough of the total time available for a study deciding what the problem really is.
2. Examining an unduly restricted range of alternatives.
3. Trying to do too big a job.
4. Determining objectives and criteria carelessly.
5. Using improper costing concepts.
6. Becoming more interested in the details of the model than in the real world.
7. Forcing a complex problem into an analytically tractable framework by overemphasizing ease of computation.
8. Failing to take proper account of uncertainty.
9. Treating the enemy threat too narrowly – for example, considering only the “expected value” cases or only the “worst possible” case.

Some Examples of Past Applications
In Chapter 9 we will consider three extended examples of systems analysis. Some brief illustrations might be useful at this point, however, to give substance to the preceding (and perhaps too abstract) discussion and to indicate some of the problems systems analysts have actually addressed.23

Military Examples

General War Alternatives. In planning the strategic offensive and defensive forces of the future, many issues have to be examined systematically. Obviously, particular attention must be paid both to objectives or strategies and to the alternative ways for attaining them.

A primary objective is the deterrence of general thermonuclear war through the maintenance of a “highly reliable ability to inflict an unacceptable degree of damage upon any single aggressor, or combination of aggressors, . . . even after our absorbing a surprise first strike.”24 This is called an “assured destruction capability,” and provides one means of ensuring deterrence of general war. But in addition there are many other types of capabilities that might be considered; for example:25

1. Damage-limiting capabilities to limit damage if deterrence fails and war breaks out.26
2. Coercion and bargaining capabilities to be used in an escalation process stemming from a crisis situation (to the extent that these capabilities are not automatic from damage-limiting).

---

23 Although the discussion here is confined to the public sector, this in no way is meant to minimize the importance of work done in private industry. In the automobile industry, for example, something similar to systems analysis has been used for many years. Lead times for the development and production of new car lines are fairly long – about 4 or 5 years – and much advanced planning activity is engaged in by firms in the industry. In the process of planning for the future, many alternative configurations of a given proposed vehicle are systematically examined, and various “mixes” of future car lines are explored.


25 This is a very short list. For a more complete discussion, see Herman Kahn, On Escalation: Metaphors and Scenarios (New York: Frederick A. Praeger, Publishers, 1965), especially Chap. 2.

26 For example, see ibid., pp. 153–154.
3. Capabilities for intrawar deterrence of countervalue exchanges.\textsuperscript{27}

4. Capabilities for war termination.

Thus the range of strategic capabilities that the planners have to consider is very wide. Even wider is the range of alternative instrumentalities that may be used to attain various sets of these capabilities in the future. Examples of alternatives for the offense are: manned bombers; fixed, land-based ballistic missiles; mobile, land-based ballistic missiles; sea-based ballistic missiles; missiles based on satellites in outer space; and so on. Examples of defensive alternatives include: manned interceptor aircraft; land-based antiballistic missiles; airborne platform-based interceptor missiles to defend against enemy submarine-launched ballistic missiles; a satellite fleet of boost-phase intercept missiles; civil defense measures; and so on. To complicate matters even further, each of these offensive and defensive instrumentalities can have a number of plausible hardware configurations, weapon or warhead options, and operating concepts. Moreover, a range of alternatives for sensors and command and control systems usually has to be considered.

Clearly, decisionmakers are confronted with an incredibly large number of interrelated, complex considerations in determining future strategic objectives and the “preferred” future force mix to meet these objectives. How can they make these choices on the basis of judgment unaided by analytical support? The answer is that they cannot and they have not. Particularly in the nuclear age, long-range planning of the strategic forces has always been assisted by analysis of some sort. However, in recent years such support has been more extensive and much more systematic than ever before. This is particularly true in the case of the work done concerning future assured-destruction and damage-limiting capabilities, offensive and defensive.

With respect to other areas (coercion and bargaining in a controlled general war environment, intrawar deterrence of countervalue exchanges, and so on) the analytical effort to date has been limited – and understandably so, since the emphasis falls heavily on the exceedingly difficult task of attempting to analyze gradual interactions of intentions and capabilities, rather than on extreme situations where the adversaries’ intentions may be to use their full capabilities. Controlled general war is harder to deal with analytically than “all-out” general war, primarily because of the relatively greater importance of political and psychological factors in a dynamic, multisided decision process. Here, use of traditional methods of analysis

\textsuperscript{27} Countervalue exchanges involve salvos launched against cities. See \textit{ibid.}, p. 183.
alone is not likely to be sufficient. New approaches and perhaps new combinations of existing approaches will have to be developed.

Much effort is presently being spent to develop the necessary analytic capabilities. Some of these are mainly mathematical. Others involve attempts to devise methods for systematically taking into account factors which up until now have been little understood, yet which are critical to national security decisions: for example, various organizational, political, psychological, and social considerations.\(^{28}\)

In sum, in the general war area, systems analysis has been used many times in the past, it is being used extensively today, and attempts are currently under way to develop new approaches for examining a wide range of strategic problems in the future.

Mobility of the General Purpose Forces. The central issue here is planning for the rapid deployment of forces – especially ground forces – to trouble spots around the world in the future.

Mobility may be attained in a number of different ways. The main alternatives are airlift, prepositioning of men and equipment (or of equipment only), and sealift. Each of these in certain respects is competitive with the others. In some instances, however, the alternatives are more complementary than competitive. In any case, they all have different relative advantages and disadvantages. For example:

1. Airlift offers the advantages of very rapid response time and flexibility of response, provided appropriate air bases are available in or near the combat area in the overseas theater. The necessity of having available air bases can be eased considerably through the use of very large payload aircraft with advanced power plants and landing gear to permit operations from relatively short runways at primitive forward air bases.\(^{29}\) (This increment in capability is attained, of course, at the expense of an increase in the cost of the aircraft system.) In general, the main disadvantage of airlift is that it is costly.

2. Prepositioning of stocks and equipment around the world has the

\(^{28}\) In some instances the search for new approaches is taking the form of attempting to combine several complementary techniques which, when taken together, might produce a whole greater than the sum of the individual parts: for example, a combining of gaming, current systems analysis concepts, new computer technology (especially on-line, time-sharing systems), and techniques to systematize the interactions of a group engaged in a joint judgmental endeavor in the context of a dynamic sequential decision process. The latter is essentially an outgrowth of the Delphi Method. For a discussion of the method itself, see Olaf Helmer, *Analysis of the Future: The Delphi Method*, P-3558 (Santa Monica, Calif.: The Rand Corporation, March 1967); and N. C. Dalkey, *Predicting the Future*, P-3948 (Santa Monica, Calif.: The Rand Corporation, October 1968).

\(^{29}\) The new C-5A transport aircraft will utilize these improvements.
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advantage of low cost per site. Its disadvantages include problems involved in obtaining real estate in foreign countries, and the risk that the real estate (if acquired) and the prepositioned stocks will be in the wrong location in the world when war threatens. There is also the risk, in some countries, that a lack of internal stability may pose a security threat to the prepositioning area.

3. Conventional sealift has the advantage of low cost. The main disadvantage is slow response time for initial deployments. Sealift, however, can offer some very interesting possibilities when combined with the notion of prepositioning supplies and equipment not on land, but on ships. The result is fast deployment logistics ships (FDLS) located at various points in the world and ready to steam to a trouble spot within a particular FDLS’s region of responsibility. This combination of sealift and prepositioning produces a new alternative which tends to minimize the main disadvantages of sealift and prepositioning taken separately.\(^{30}\) The combination can be made even more attractive by replacing conventional ships with newly designed craft called Roll-on/Roll-off (“Ro-Ro”) ships. These ships have the capability to load and unload army vehicles very quickly, even at ports having primitive docking facilities. They also have a cruising speed considerably above that of conventional transport ships. The net result is an alternative for fast deployment which is potentially competitive with airlift – at least in some situations. If this should turn out to be the case, the mix of airlift, sealift, and prepositioning can be less heavily weighted with expensive airlift than would otherwise be the case. The result might be the attainment of rapid deployment objectives at a lower total force mix cost.\(^{31}\)

This discussion of the mobility of the general purpose forces is brief, but it should be sufficient to convey some of the key considerations involved in the problem. Several alternatives are available for consideration, each having different costs and utilities. While the alternatives are competitive in some cases, in others the complementarities are very strong.

---


\(^{31}\) Here, however, as in all systems analysis studies, great care and attention must be given to the formulation of the problem to be examined – particularly with respect to relevant questions about mobility and response. Such issues include, for example: (1) How are the fuels and lubricants, food, and other supplies to be obtained for the equipment and men to be moved? (2) What are the conditions that would require a large supply of material rapidly? (3) What are the dangers of escalating a conflict by an overly quick response? (4) Where are the personnel to use the equipment to come from, how are they to be moved, and how quickly will they get there? (5) What would we find to do with the equipment after we get it to the destination?
Where they are significantly strong, the planning problem takes the form of determining the preferred force mix to meet the desired rapid deployment objectives. Obviously, a large number of alternative mixes is possible. Moreover, as is often the case, examination of numerous mixes may result in changing the initially specified objectives.

Again, as in the general war example discussed previously, it is difficult to see how the force planners could grapple with the airlift, sealift, and prepositioning force-mix problem without having some kind of analytical support. And again, they in fact have had a great deal of analytical help to assist them in making their planning decisions. Models have been developed which can rapidly calculate estimates of the cost and of certain effectiveness measures for alternative force mixes. While these analytical models cannot determine the "optimum force mix," they can generate information which provides insights about break-even points, regions of sensitivity, and the like.\(^{32}\)

**Non-Defense Examples**

For many years, systems analysis, or something similar to it, has been applied to numerous non-defense problems. Since the summer of 1965,\(^{33}\) however, the number of such applications has increased markedly, and the range of problems subjected to analytical treatment has been extended.

A classic example of an important problem area where systems analysis of a sort has been attempted for a number of years is water-resource development: dams, drainage of marshlands, subsurface storage, water reclamation, and a host of other types of water-resource projects.\(^{34}\) While budgets for water-resource projects have typically been fairly large, they have never been large enough to permit undertaking all the new projects proposed in any particular planning period. One of the basic problems, therefore, has been to try to choose a preferred mix of projects that could be obtained from available budget levels. Since water-resource allocation problems involve numerous complex considerations, including indirect or "spillover" effects, it is not surprising that economists, engineers, and others have endeavored to develop methods of analysis which might help in choosing preferred mixes of water-resource projects.\(^{35}\)

---


\(^{35}\) Efforts have also been devoted to the individual project—its content and ingredients and the allocation of the project budget among them.
Beyond the classic example of water-resource development, the list of problem areas where systems analysis has been attempted is indeed a long one. The following list, while reasonably representative, is far from complete; and the particular ordering in no way is intended to suggest the relative importance of the problems, or the quality of the work done. Its purpose is simply to serve to impress upon the reader that the application of systems analysis has not been confined to national security problems.

1. Analysis of health programs by the Department of Health, Education and Welfare: Examination of the estimated costs and benefits of alternative programs in several areas – cancer control, arthritis control, syphilis control, tuberculosis control, motor vehicle injury prevention, and child health care measures.  

2. Analysis of the future transportation problems of the Northeast corridor (from Boston to Washington, D.C.), sponsored by the Department of Transportation: Systematic examination of the costs and utilities of possible alternative mixes of private cars, public buses, rail networks (surface and subsurface), airplanes, and so on, in order to get some notion about what the preferred mix might be for the 1970s and 1980s.  

3. Examination of alternative ways to deal with urban transportation problems in large cities: Comparisons of estimated costs and benefits of freeways (surface, below surface, above surface), rail rapid transit systems (surface, below surface, above surface), buses, and so on, and of various mixes of these means of transportation.  

4. Studies of problems in education: For example, analysis of the costs and benefits of various alternative ways of preventing high school dropouts.  

5. Studies of the commercial aviation problem in the 1970s and 1980s: Analysis of the estimated costs and benefits of alternative air transport systems; for example, various configurations of supersonic systems versus second generation subsonic jet aircraft systems.  

---

36. For an excellent summarization and critique of these studies, see Elizabeth B. Drew, "HEW Grapples with PPBS," The Public Interest, No. 8, Summer 1967, pp. 13-22.  
37. For example, see The Northeast Corridor Transportation Project: Study Design, Office of High Speed Ground Transportation, Washington, D.C., June 1966.  
40. Most of these studies were sponsored by the Federal Aviation Agency and are not available for general distribution.
6. Analytical study efforts in support of long-range planning in the National Aeronautics and Space Administration: Systematic examination of the estimated costs and utilities of alternative space goals and missions in the future; and analyses of preferred ways to accomplish a given future mission—for example, a Mars landing.

Summary
The main points contained in this chapter may be summarized as follows:

1. Systems analysis may be viewed as an approach to, or way of looking at, complex problems of choice under conditions of uncertainty.
2. It attempts to assist decisionmakers in choosing preferred courses of action by (a) systematically examining and reexamining the relevant objectives and the alternative policies or strategies for achieving them; and (b) comparing quantitatively where possible the economic costs, effectiveness (benefits), and risks of the alternatives.
3. Systems analysis usually proceeds by a series of iterations or recyclings through something like the following phases:
   (a) Formulation (the conceptual phase)
   (b) Search (the data gathering or research phase)
   (c) Evaluation (the analytic phase)
   (d) Interpretation (the judgmental phase)
   (e) Verification (the testing-of-conclusions phase)
4. Assessment of the likely consequences of the various alternatives being examined usually requires the development and use of an analytical model or series of models.
5. In making comparisons among alternatives there are two principal conceptual approaches: (a) fixed effectiveness (for a specified level of effectiveness, seek the minimum-cost alternative); and (b) fixed budget (for a specified level of cost, seek the alternative that maximizes effectiveness).
6. Uncertainties must be treated explicitly in systems analysis studies.
7. Sensitivity analysis is vitally important in the search for dominant solutions.
8. The analyst must always be aware of the pitfalls of analysis.
9. Systems analysis has been applied to many problem areas in both military and nonmilitary contexts.

Suggested Supplementary Readings


Chapter 3

CONCEPTS OF ECONOMIC COST

What Is "Economic Cost"?
Systems analysis, as outlined in Chapter 2, is an approach to complex problems of choice. To help us make the best possible choice we try to identify and, wherever feasible, to measure and evaluate the pros and cons of our alternatives. That is, we try to assess their "costs" and "benefits." What do we mean by "costs"?

Like many common words, the word "cost" is used differently by different people, and vaguely by most. Consequently, we must take pains first to clarify the concept and second to become alerted to the various modifications of the concept that will, unless we watch out for them, confuse or mislead us.

To illustrate the various ways in which the word "cost" might be used, consider the "cost" of stopping by the neighborhood bar on the way home from work tomorrow. This might "cost" you (a) an expenditure of several dollars, (b) a chance to watch your favorite newscast and stockmarket report, and (c) a hangover. What would be the "cost" of stopping by the bar?

We will return to this elemental question about the meaning of "cost," and to this simple illustration, again. Meanwhile it should be emphasized that:

1. If we define "cost" to mean only dollar expenditures, then obviously we will not be able to make rational choices simply by comparing cost, in this restricted sense, with benefits.

2. Determining the cost of most government programs will be much more complicated, not less, than determining cost in the example given.

---

1 This chapter was prepared by R. E. Bickner of the University of California, Irvine.
2 The reader may be in haste to simplify the concept of "cost" by distinguishing "dollar cost" from "nondollar cost," for example, or by distinguishing "economic cost" from "noneconomic cost." Any of the three cost items mentioned could involve "dollar costs," however, and distinctions between "economic cost" and such things as "psychological cost" or "social cost" or "political cost" will not survive serious scrutiny. The example given does introduce one simplifying distinction, however. It distinguishes costs to you from costs to other people, such as your wife, the bartender, and local law enforcement agencies. For many government programs, the decisionmaker may be uncertain about whose costs he wants to consider and whose costs to ignore.
3. No decisionmaker can sensibly claim to be comparing the cost and benefits of his decisions unless he has a clear and defensible notion about the meaning of "cost."

**An Economic Cost Is a Benefit Lost**

If we choose to use some of our resources to develop and produce a certain new military capability, then those resources are obviously not available for the production of some other, perhaps superior, capability. If we assign our best available engineers to research and development, then they are not available for quality control – or vice versa. If we assign a number of ships or aircraft or men to one combat theater, or to one military operation, then they will not be available for alternative assignments. An estimate of the cost of any such choice or decision is an estimate of the benefits that could otherwise have been obtained. "Economic costs" are benefits lost. It is for this reason that economic costs are often referred to as "alternative costs" or "opportunity costs." It is in alternatives, it is in forgone opportunities, that the real meaning of "cost" must always be found. The only reason that you hesitate to spend a dollar, incidentally, is because of the alternative things that it could buy.³

Since economic costs are simply benefits lost, it follows that costs and benefits have the same dimensions. If this were not so, incidentally, it would be impossible to compare costs and benefits. It would be meaningless to say that the benefits of a certain program exceed its costs if these two concepts had different dimensions.

**Which Is Easier to Measure, Costs or Benefits?**

Since costs and benefits have the same dimensions, it might seem that they would be equally difficult, or equally easy, to measure. It will help us develop a better insight into the meaning of cost, and a better awareness of the difficulty of measuring cost, if we consider for a moment the question: Which is easier to measure, costs or benefits?

It is very true that the benefits of a certain planned government program are likely to be very difficult to measure, but at least the decisionmaker and the cost analyst will know what the planned program looks like. The costs, on the other hand, are to be found in the benefits of some unspecified and dimly perceived alternatives to the program. Surely, then, in the final analysis, it must be much more difficult to identify and measure costs than benefits.

---

³ For an example of the concept of opportunity cost applied to a simple case from the microeconomic theory of the firm, see Appendix A.
Nonetheless, it is commonly asserted that costs are easier to measure than benefits. Why?

There are two very different reasons for this common assertion. First, for reasons that will be discussed shortly, dollars can be a very useful measure of both costs and benefits, but we are more often able to get a reasonable dollar estimate of costs than of benefits.\textsuperscript{4} It must be emphasized immediately, however, that not all dollar estimates really add up to a valid and comprehensive measure of costs.

Second, from long tradition and careless habit, it is our custom to dismiss all those costs which we cannot conveniently measure in dollars as "non-cost considerations," or as "qualitative factors." We arbitrarily and unconsciously modify the concept of cost to mean only those costs that can be readily evaluated in dollars, and then we confidently assert that we can measure costs. We could easily measure benefits if we permitted ourselves the same convenient modification of the concept.\textsuperscript{5}

In sum, we can make the problem of cost estimation as easy as we like, by either (a) restricting our attention to decisionmaking problems in which costs happen to be easily measured, preferably in dollars, or (b) restricting our definition of costs to mean only those things which are easily measured, preferably in dollars.

**To Ignore Costs Is to Ignore Benefits**

There are two different ways to ignore costs, both of them common. The first is characteristic of poor decisionmakers, who dismiss them by fiat; the second is characteristic of poor cost analysts, who dismiss them out of ignorance.

Since costs are often difficult to measure, some decisionmakers give them only minor importance, at best. But benefits are also difficult to measure, and we could just as well ignore them as ignore costs. As a matter

\textsuperscript{4} This difference between costs and benefits is easily exaggerated, however. If the government builds a power dam in the Grand Canyon, or diverts military personnel from training exercises to the construction of roads, or condemns a neighborhood playground for use as a Post Office site, it may be much easier in every case to develop a reasonable "dollar" estimate of benefits than of costs. To press this point further, note that any tentative government decision can be reversed. It follows that, if we can estimate the cost of a tentative decision more easily than the benefits, then we can estimate the benefits of reversing that decision more easily than we can estimate the costs.

\textsuperscript{5} Essentially, what we customarily do is transfer any costs that are difficult to measure in dollars over to the benefit side of the cost/benefit equation. Such costs become "negative benefits," and are left for the benefit analyst, rather than the cost analyst, to evaluate. Interestingly, however, if there happen to be any benefits readily measured in dollars, they are likely to be transferred over to the cost side of the equation as "credits against costs" or "cost savings." There can be no doubt that, after all such transfers, costs are easier to measure than benefits.
of fact, to ignore costs is to ignore benefits. One thing we should ignore is advice that ignores cost!

Consider a very simple decision and a simple cost/benefit analysis. You have a number of fighter bombers and a number of B-52 heavy bombers available, and a few bridges to be destroyed and a large number of air bases to be attacked. Which aircraft do you assign to destroy the bridges? We could use other examples, with dollars or men or material as our resources and the procurement of ships or the construction of runways, or whatever, as our objectives, but the problem would be the same in concept.

Suppose that 1 B-52 or 2 fighter bombers can destroy a bridge, and that 1 B-52 accomplishes as much destruction as 10 fighter bombers when attacking an air base. Then, provided there are no other costs to be considered, you would surely assign fighter bombers to destroy the bridges. To assign B-52s to the bridges will either increase the cost of achieving a given level of destruction, or reduce the benefits achieved with a given inventory of aircraft.

This simple example highlights the interrelation of costs and benefits. Given the objectives and the resources stated, the benefit of using a B-52 to destroy a bridge can be expressed in terms of the number of fighter bombers that can then be released for alternative assignment, i.e., 2. The cost of using the B-52 must be found in the forgone benefits of its alternative use, attacking air bases. This cost can also be expressed in terms of the number of fighter bombers released, i.e., 10. In other words, considering the alternatives, the cost of using B-52s to destroy bridges exceeds the benefits.6

If the decisionmaker ignores this relation of cost to benefits, and if he assigns B-52s to destroy bridges, then it will inevitably follow that (a) less destruction will be achieved than was possible, given a fixed number of B-52s and fighter bombers, or (b) more aircraft must be used than are really necessary, given the level of destruction achieved.

In sum, costs and benefits are alternate sides of the same coin, and to ignore one is to ignore the other. After all, as we stressed at the beginning, costs are benefits lost. No responsible decisionmaker can afford to ignore either.

Nor can a responsible cost analyst. In the example, we were careful to emphasize that the conclusion to use fighter bombers followed “provided there are no other costs to be considered.” It is very likely that there would have been other costs requiring attention, however, such as crew losses,

---

6 This example can also be discussed in terms of the concept of “comparative advantage.” (For an example, see Appendix B.)
aircraft losses, ammunition and fuel expended, and so on. Should the cost analyst ignore such costs?

It is well that a cost analyst realize his limitations and that he restrict his ambitions to practicable objectives. He may not know how to estimate crew losses, for example, or how to evaluate such losses. But he goes beyond the bounds of modesty in restricting his attention to just that part of the cost which he can easily measure and then presuming that he has measured the whole. Nor is there any great merit in making cost/benefit comparisons on the basis of painstaking and precise estimates of some very uncertain fraction of total cost.

Cost analysts can ignore costs just as surely as decisionmakers can. Indeed, it is often the analyst's temptation to oversimplify or ignore costs that tempts the decisionmaker, in turn, to be skeptical of the significance of cost.

Identifying, Measuring, and Evaluating Costs

In a sense, it would seem that we cannot evaluate alternatives unless we can first measure them, and we cannot measure them without first identifying them. Cost analysis is essentially a sequential process: identification, measurement, and then evaluation of alternatives. And yet, as we will see, the three steps are often accomplished almost simultaneously, especially when we use dollars to facilitate the cost analysis process.

A close look at the problem of measurement will help us understand the relationships among the three steps of the process. Fortunately, we have the option of measuring the costs of a program in several different ways. We also have the option of using dollars as a general-purpose measure of many of the costs and benefits of a program.

Suppose that we are trying to decide whether or not to procure and deploy a certain new proposed military capability. How might we measure the cost? Consider the following four possible procedures and note the relationships among them:

1. We could estimate and list the resources required for the proposed new capability: the manpower of various types, the real estate, the production facilities, the transportation services, the fissionable materials, and so on.

2. We could identify and describe some of the alternative uses of these resources. For example, we could determine what alternative military capabilities could be produced with the same resources. If the required resources are flexible enough, there may be a very wide variety of alternative uses. The resources could be used, not just to produce other capabilities
to be used directly in combat, but perhaps to produce warning and intelligence systems, or passive defenses, or training facilities. It may be relevant to note that the resources could even be used to produce public schools or hospitals or automobiles or television sets.

3. We could attempt, if we were ambitious enough, not only to identify some of the alternative uses of the required resources, but to estimate the value of the alternatives. For example, we could estimate the effectiveness of the alternative combat capabilities, or the probable increase in warning time from the new warning system, or the consequences that would result from the additional warning time, or the value of the hospitals or automobiles that could be produced with the resources. In other words, we could attempt to evaluate the benefits forgone.

4. We could estimate the dollar expenditures that will be entailed by the procurement and deployment of the proposed capability.

In short, we can attempt to estimate (1) the resources required, (2) the alternative uses of these resources, (3) the value of these alternatives, or (4) the dollars spent. Which of these four things should we try to do when we analyze costs? An easy and reasonable answer to this question, in light of our definition of “costs,” is “all four.” Yet each of the four procedures implies a somewhat different notion about the exact meaning of “cost.” Because all four notions are closely interrelated, however, it may be a helpful preliminary to much that follows to make a number of observations about these four different but related procedures before we try to answer the question in depth.

- If we do a good job of applying any of the four procedures, the results will be very useful to the decisionmaker.
- The ultimate meaning of “cost” must be found, as we have emphasized repeatedly, in estimating the value of the alternatives (that is, the third procedure). The other procedures are useful only insofar as they contribute to the challenging task of evaluating alternatives.
- There is no way to evaluate alternative uses of resources, however, unless someone can first identify the alternative uses (the second procedure). This point cannot be overstressed.7
- But before we can identify the alternative uses of resources, we must estimate the resources required (the first procedure). This is the easiest of the four procedures. The list of required resources, however, will

---

7 It should also be stressed that the alternative uses depend upon both the ingenuity and the authority of the decisionmaker. In other words, “cost” has no meaning independent of the assumed options and constraints facing the relevant decisionmaker or decision-making organization. This important point will be elaborated later.
be very long; it will contain many different items; it will include a large number of optional choices between substitute resources; and, in comparison with the results from applying the other procedures, it will be of only limited usefulness to the decisionmaker. Rarely if ever would such a list satisfy a decisionmaker’s expectations from his cost analyst.

The last procedure, estimating dollar expenditures, is significantly different in nature from the other three. Compared with them, the significance of dollar expenditures will probably appear less obvious to many readers, and more obvious to some. It may even seem like the least ambitious of the four different procedures, and in a limited sense this is true. On the other hand, if we present an estimate of dollar expenditures as an estimate of cost, then we are simultaneously using dollars to accomplish all three of the other procedures. It is really the most ambitious of the four procedures whenever dollar expenditures are translated to mean cost. Needless to say, of course, great care should always be exercised in deciding whether or not an estimate of dollar expenditures represents a reasonable estimate of cost.

**Dollars as a Measure of Cost**

Any important decision or program involves many different costs, and these costs can be investigated at three different analytic levels, as we have just noted. That is, we can estimate the resources required, the alternative uses of these resources, or the value of these alternatives. If we choose the first, and simply list resources, our list will include many disparate items, such as tons of aluminum, manhours of labor, numbers of skilled military personnel, kilograms of plutonium, acres of land, and so on. Usually, we try to do something more than simply list these items. We try to convert most or all of them into some common unit of measure, dollars for instance, so we can add them up.\(^8\)

It may seem odd to think of dollars as a substantive, meaningful, consequential element of cost. It is difficult to compare such transcendent values as the defense of freedoms or the preservation of lives, on the one

---

\(^8\) Whether or not our decisions are actually improved by converting all of the many different elements of cost into a single unit of measure is sometimes problematical. It depends upon whether or not the common denominator we choose is really meaningful, and whether or not most of the consequential costs can be sensibly translated into this single dimension. It is often reported that dollars can buy anything – but it is also true that there is often legitimate dispute over the proper price.
hand, with the trivial inconvenience of printing more dollar bills, or even the more serious inconvenience of collecting more taxes, on the other. Furthermore, it is clear that our defensive capabilities are fabricated out of aluminum, plutonium, and skilled manpower, rather than out of paper money. Are dollars a meaningful measure of cost?

To help us answer this important question we will need to understand dollars better. A dollar, as a unit of measure, is not exactly equivalent to a dollar in your pocket that you can spend, any more than 12 inches is equivalent to your left foot, although of course they are related. It will be very important as we proceed to keep these two meanings of a dollar clearly separate.9

Dollars, as a medium of exchange, are often elaborately engraved pieces of paper. More often they are simply entries in the accounting books of our treasury and banking and audit system. These dollars do not, of course, have any intrinsic value. Their only importance derives from their use as accounting devices for allocating purchasing authority among government departments, industrial firms, individual consumers, foreign creditors or beneficiaries, and so on. In our politico-economic system, it is customary to allocate dollars to various government departments rather than to allocate resources directly such as manpower, materials, or transportation facilities. This procedure gives the departments more flexibility, and permits them to choose those resources that can accomplish their mission at least cost, that is, at least sacrifice of other possible benefits. Alternatively stated, the procedure permits the departments to maximize their accomplishments given a certain level of sacrifice of other benefits. (The essential equivalence of "minimizing cost" for a given level of accomplishment and "maximizing accomplishment" for a given level of cost will be emphasized later.)

In order for this ingenious system to work, of course, it is necessary that dollar prices be attached to the various resources available to the department, and that these dollar prices reflect the value of the benefits that could otherwise be produced with the resources. This is the function that our free competitive market system accomplishes for us. 10 Individual con-

---

9 We have carefully spoken of different meanings, rather than different functions, of dollars. In economic mythology there is some unique and distinguishable thing, called "money," which simultaneously functions as a "measure of value," a "commonly used medium of exchange," a "good store of value," and so forth. There is really no such thing in today's economy - although much discourse in monetary theory is generated by the implicit denial and then the inevitable discovery of this fact.

10 For a description and analysis of the free competitive market mechanism the reader should consult any of the standard textbooks in economic principles. An excellent discussion will be found in Paul A. Samuelson, Economics: An Introductory Analysis, 7th
sumers, or producers, or other government departments that can derive benefit from the resources “bid” for them with their dollars. The resultant prices are a measure of the value to them of these resources.11 “Dollars” help us measure costs because, and only because, and only to the extent that, they help us identify and evaluate alternatives.

The Variety of Costs
The cost analyst's lexicon includes a multitude of terms distinguishing one variety of cost from another. Some of these terms are useful in distinguishing relevant from irrelevant costs. The distinction, of course, will always depend very precisely upon the specific choice or specific decision under analysis. Illustrative of these terms are: fixed costs, variable costs, sunk costs, incremental costs, recurring costs, nonrecurring costs, internal costs, external costs, and so on.

The cost analyst also has a very long, actually unlimited, list of adjectives with which he may divide relevant costs, in many different ways, into convenient categories for separate analysis. Examples of such terms would be: labor costs, material costs, procurement costs, operating costs, maintenance costs, manpower costs, current-year costs, next-year costs, direct costs, indirect costs, and so on ad infinitum. Such convenient categorizations will be used throughout this book.

Finally, the cost analyst uses a number of terms, like marginal costs, average costs, and total costs, which are very useful for various analytic purposes. We will make use of these concepts later. First, we will discuss the important problem of distinguishing relevant from irrelevant costs. To introduce the subject, let us consider the question of the relevance of past costs.

Past Costs and Future Costs
Do the costs of an aircraft carrier lie in the future or in the past? If we think of costs in terms of the resources used in its production, it will seem that costs lie in the past. If we think of costs in terms of the alternative uses of the aircraft carrier, costs will appear to lie in the future. In which direction does the cost analyst look, backward or forward?

While we are posing this somewhat paradoxical question, we might as

ed. (New York: McGraw-Hill Book Company, 1967), Chap. 3 and pp. 609-18. Also, for a very brief statement, refer to our discussion of general competitive equilibrium in the latter portion of Appendix A.

11 To be very precise, dollar bids indicate a family’s, or a corporation's, or a department's, estimate of the relative value to it of acquiring additional units of alternative goods or services.
well add another: How far backward into history, or how far forward into the future, must the cost analyst look? The propulsion machinery aboard an aircraft carrier is produced with materials and parts that were, in their turn, produced by other machinery, and so on in an infinite regress. How far backward should the cost analyst trace this endless (or rather, beginningless) sequence? Or if the cost analyst looks into the future to compare alternative uses of the carrier, how far into the future must his clairvoyance take him?

To answer the easy question first: Relevant costs lie in the future, not in the past.

If, for example, we are estimating the cost of using an aircraft carrier that has already been constructed, the construction cost is no longer relevant. Similarly, if we are estimating the cost of constructing a carrier that has already been designed and engineered, the engineering and design cost is no longer relevant. And, if we are estimating the cost of designing the carrier, the cost of sending the design engineers through college is no longer relevant.

Costs that have already been incurred are costs resulting from past decisions. They are not costs of any conceivable current or future decision. The cost of using a carrier once it has already been commissioned can only be found by evaluating the alternative uses of the carrier and of the manpower and support facilities and consumable supplies that will be necessary to sustain the carrier in operation. It is not the past alternatives that matter, for those alternatives no longer exist.

For these reasons, economists stress the fact that past costs are sunk costs. The cost analyst must be careful not to include any sunk costs in his cost estimates or he will only confuse rather than illuminate the decisionmaking problem. Sunk costs no longer represent meaningful alternatives, and, hence, they are no longer real costs. By contrast, economists stress the

---

12 The construction cost was relevant, of course, at a time in the past when the decision to build was still under consideration. Construction cost is no longer relevant, however, except possibly to (a) a historian trying to decide whether or not the decision to build was a mistake; (b) an accountant trying to determine which expenditure accounts should be tapped to pay the bills; or (c) a cost analyst trying to learn, for future reference, how to estimate the cost of constructing other carriers.

13 For reasons that will be explained in any economics text, the production cost of an item, say petroleum, may be commensurate with its price in a free competitive market, and this price in turn may be commensurate with the marginal value of its alternative uses, that is, with its current real cost. Hence, the current real cost of an item may often be equal in value to its past production cost. Nonetheless, it is only the current real costs, the value of alternative uses, that are relevant to current decisions. For such items as an aircraft carrier, the value of alternative uses may be widely different (either higher or lower) than its production costs.
importance of \textit{future} costs or \textit{incremental} costs. What matters in deciding whether or not to complete a half-built carrier is not the past costs already incurred, but the additional or incremental costs necessary for its completion. These costs still represent meaningful alternatives; they are real costs.

Now let us consider the more difficult question that was posed: How far into the future must the cost analyst look?

The only really legitimate answer to this question is: As far as he can. However, the fact that the future is unlimited and uncertain does not mean that the cost analyst's task is hopeless. As a matter of fact, whenever you buy or sell a piece of property, you must inevitably estimate the value of its use in the uncertain and unending future. Furthermore, in order to determine whether or not "the price is right," you must also reduce this unending and uncertain stream of value to a single, finite, estimate of \textit{current value}. We will discuss this problem at length later. At the moment we will simply note that a free market economy will automatically provide the cost analyst with such estimates for a great many of the items that he must evaluate—though unfortunately not all.

This leads us to one of the continuous challenges facing a cost analyst: The task of distinguishing those items for which the marketplace generates reliable value, or cost, estimates from those other items for which such estimates are either spurious or altogether lacking. For example, the military departments have no satisfactory mechanism for generating reliable dollar estimates of the value of trained military personnel assigned to various duties. The dollar pay and allowances of a staff sergeant undoubtedly understate his value in alternative assignments, and hence his cost. Even if we added training costs to his pay, the resultant dollar estimate would probably grossly understate his real cost.\footnote{His real cost is probably understated both from the point of view of the military department and from the point of view of the economy, or the society, as a whole. The relevance of the point of view in estimating cost is an extremely important issue, often overlooked, which we will explore later. As we have mentioned before, there is no meaning to the concept of cost independent of some chosen point of view. The reader should also take notice that the absence of reliable estimates of the cost of military personnel means that they are continuously susceptible to misallocation in assignment and in duty.}

Whether or not a meaningful dollar estimate of the future value, or cost, of an item is automatically provided to the cost analyst depends upon whether or not there is a \textit{free, competitive, well-informed market for the item}.\footnote{For a description of the characteristics and the working of a competitive market economy, see Paul A. Samuelson, \textit{op. cit.}, Chap. 3.} The existence of such a market depends, in turn, on many things, such as the commonness and producibility of the item. There is not likely to be a meaningful market price for an aircraft carrier or a staff sergeant.
On the other hand, if we turn our attention to the steel hull plates and the skilled shipyard workers that could produce a carrier, we may find fairly meaningful market prices. If we turn our attention further backwards in the production sequence to the very common and basic ingredients of the carrier, such as iron ore and coke, or labor that is still untrained, we will be able to find even more meaningful market prices.

For this reason, it is usually easier to develop meaningful dollar cost estimates for programs that are still in the conceptual or developmental stage, since the ingredients of such programs are still in a common form for which market prices are readily available. This is not, by any means, equivalent to saying that it is easier to develop reliable dollar cost estimates for programs in their earlier stages of development. On the contrary, the reliability of such estimates will improve as development proceeds. We must also emphasize that it is the existence or nonexistence of a well-functioning market, not the length of time into the future through which we must gaze, that actually determines the availability of meaningful dollar cost estimates.

**Distinguishing Relevant Costs from Irrelevant Costs**

All costs are relevant to some decision or other, past or future, for otherwise they would not be costs. The responsibility of the cost analyst, however, is not simply to add up any and all costs indiscriminately, but rather – as we have seen – to identify and measure that particular collection of costs that are contingent upon a specific decision or choice under consideration. He must distinguish the relevant from the irrelevant costs.\(^{16}\) Any cost that will be incurred no matter what choice we make, any cost that must be borne regardless of the decision at hand, is not a cost of that particular choice or decision.

The distinction between past and future costs is simply one example of the more general problem of distinguishing relevant from irrelevant costs. We will introduce several other examples, along with the pertinent terminology of cost analysis, and then we will present a generalized statement of the problem.

Consider first the distinction between *fixed* costs and *variable* costs. A defense contractor who decides to increase his production rate by 20 per cent will find that some of his costs (those, for example, of production materials or assembly line workers) will increase significantly while other costs (such as top management salaries, rental of real estate, advertising

---

\(^{16}\) Perhaps the term “irrelevant” is too strong. Even past costs or sunk costs are relevant to the question of whether or not there is any money left in the budget, and whether or not the cost analyst should be fired.
and public relations, basic research) will hardly increase at all. The former costs are called variable costs, since they tend to vary directly with the production rate, while the latter costs are called fixed costs, since their magnitude is relatively independent of changes in the production rate.

If the cost analyst is helping the defense contractor estimate the cost of expanding the production rate by 20 per cent, he should not include even a pro rata share of fixed costs in his estimate, for fixed costs are not affected by the decision at hand. Only the increase in variable costs is relevant to that decision.\(^{17}\)

Another example is the distinction between recurring and nonrecurring costs. Each additional year that we decide to keep a certain aircraft squadron in operation we will find various costs recurring. Periodic maintenance inspections, flight pay, aviation gasoline, spare parts, and so on, are all recurring costs. By contrast, the design, development, testing, and procurement of the aircraft, the initial training of the aircraft crews and maintenance personnel, the purchase and installation of auxiliary operations and maintenance equipment, and so on, are essentially nonrecurring. If the cost analyst is estimating the costs of extending the operational period of the squadron for a year, he should include only recurring costs. It would be misleading to include even some proportionate share of the nonrecurring costs in his cost estimate, because the decision to extend or not to extend the operational period will make no difference in these costs.\(^{18}\)

The concepts of sunk and incremental costs, fixed and variable costs, and recurring and nonrecurring costs illustrate the necessity, and also the occasional difficulty, of distinguishing relevant costs. In essence, we have simply noted that costs are inevitably and precisely related to the time, the scope, and the horizon of the decision under analysis. That is to say, the costs of continuing a certain program (and the dividing line between sunk and incremental costs) depend upon the precise time of the decision. The costs of expanding a program (and the dividing line between fixed and variable costs) depend upon the initial and the revised scope of the program. The costs of extending a program (and the dividing line between recurring

\(^{17}\) The reader should note that the dividing line between fixed and variable costs is not absolute and invariant. On the contrary, it depends upon the scope of the planned change in production rate. If the contractor considers an expansion of 100 or 200 per cent, many costs that were fixed in regard to small rates of expansion will now become variable.

\(^{18}\) As in the case of fixed and variable costs, it is important to note that the dividing line between recurring and nonrecurring costs is not absolutely firm. The cost of flight crew training, for example, might be considered a nonrecurring cost if we are considering only a 6-month extension in the phase-out date for a certain aircraft type, but this training might be a recurring cost if we were planning a 5-year extension.
and nonrecurring costs) depend upon the initial and the revised termination dates, or horizon, of the program.

We need to generalize the basic idea which we have been illustrating. How, in general, can we distinguish relevant costs from the irrelevant? The answer must be found by giving very careful attention to the specific decision or choice being analyzed. We must find the answer by identifying clearly the specific choices available to the decisionmaker and the specific consequences of his choice. Relevant costs are those costs that depend upon the choice made, given the choices available. This important point will be developed further, after we have introduced the reader to some of the other varieties of cost.

External Costs and Internal Costs

Easily confused with the question of relevance is the question of concern. Some costs may concern us and others may not. The Navy may, or it may not, be concerned about those costs of a military program that happen to be borne by the Army or the Air Force rather than by the Navy. It may choose to ignore, or at least to give less weight to, costs that are external to the Navy Department and to concern itself primarily with costs that are internal to the Department.

Presumably, a cost analyst for the Defense Department would be concerned equally with costs borne by any of the three services and somewhat less interested in those borne by other governmental agencies such as the Atomic Energy Commission, National Space and Aeronautics Administration, or the Post Office Department. The Bureau of the Budget and Congress may be concerned with all costs borne by Federal agencies and perhaps costs borne by state or local government agencies as well, or by private citizens.

"External" costs are those costs of a decision or program that fall beyond the boundaries of the decisionmaker's organization or beyond the scope of interest of the cost analyst's customer. Obviously, whether a given cost is external or internal depends upon how high up in the decisionmaking hierarchy the decisionmaker happens to be or how comprehensive his concern.

It may appear that the cost analyst, unlike the decisionmaker, should accept no limits to his own concerns. To him, we might think, a cost is a cost—no matter who bears the burden. A little reflection will assure us, however, that even the best intentioned or most ambitious cost analyst must draw some boundaries. For example, even if costs to every governmental and nongovernmental agency and every person in the country are considered a matter of concern, it is likely that cost burdens falling on
allied nations will be considered less important. Certainly, burdens falling upon hostile nations will not concern us in the same way as burdens falling upon our own population. As a matter of practicality and of choice, therefore, the cost analyst must determine the effective boundaries of his concern—and these boundaries will be less than worldwide and everlasting.¹⁹

In essence what we are saying is that the cost analyst, like the systems analyst, must inevitably sub-optimize. He has neither the responsibility nor the capability to pursue an indefinable “ultimate good.” We are also saying that there is no obvious, unique, commonly acceptable meaning of the cost of a government program or policy. The cost analyst must give meaning to the cost of a program by deciding what costs are of concern and how they are to be weighed and evaluated.

**Minimizing Costs or Maximizing Benefits**

In addition to estimating the costs of proposed programs, the cost analyst has a responsibility to help discover ways to minimize costs or maximize benefits of a program. Indeed, this is often the major purpose of cost analysis. To help with this task the cost analyst will find it convenient to distinguish among marginal costs, average costs, and total costs. Before proceeding it should be emphasized, in the unlikely case that the reader is not well aware of it, that minimizing costs and maximizing benefits are alternate sides of the same coin. The housewife who has learned how to get a given quality and quantity of groceries for the least money has also learned how to get more groceries of better quality with a given shopping budget. She has learned how to improve the ratio of costs, on the one hand, to quality and quantity, on the other.

Neither the expert housewife nor the cost analyst has much in common with the two prevalent forms of naivety represented by the miser and the spendthrift. Neither the cheapest nor the most expensive is always the best. Neither the miser nor the spendthrift has learned how to get the most military effectiveness out of the resources available.

It should be emphasized, of course, that neither the expert housewife

---

¹⁹ We should also stress that the cost analyst must decide what relative weights to assign to costs that fall upon different agencies or individuals. For convenience, if for no other reason, the cost analyst is very likely to give unequal weights to the interests of different agencies and people. This is what he does in fact whenever he uses the dollar bids in the marketplace as his measure of costs, since the distribution of purchasing power among people and agencies is not in any obviously meaningful sense “equal.” The appropriateness of using the weights that are automatically assigned by the distribution of purchasing power depends in part upon whether or not all costs are going to be reimbursed or compensated.
nor the professional cost analyst ever simply "minimizes costs," or simply "maximizes benefits." The aim is either to "minimize the costs of accomplishing a certain mission or of maintaining a certain program," or to "maximize the benefits achieved with a certain level of resources or at a certain level of cost." When we use the phrase "minimize costs" or "maximize benefits," we are using a commonly understood shorthand for the longer, more meaningful phrases. The two longer phrases are essentially equivalent.\footnote{The relationship of the two phrases was discussed in Chapter 2. In addition to maximizing the ratio of benefits to costs for a given scale of effort or a given size of a program, there is the separate problem of choosing the scale or size. If we try to choose the scale by simultaneously specifying both the level of benefits and the level of costs, these two specifications may very likely be inconsistent.} If we are minimizing the cost of attaining a certain level of output, it inevitably follows that we are maximizing the level of output attainable for that given level of cost.

In order to minimize the total costs of our military defenses or to maximize our military capabilities for a given defense budget, we must do a great deal more than simply choose the optimal force mix. We must choose the optimal number of units of each element in the mix, the optimal rate of production of each, the optimal frequency of maintenance inspections for each, the optimal combination of production materials for each, the optimal configuration of each, and so on. A whole host of difficult cost analysis problems still remain even after the basic choice among competing programs has been made.

To help guide the decisionmaker with this host of problems, the cost analyst focuses attention on marginal costs, rather than directly on average costs or total costs, although it is these latter costs that are his ultimate concern.

Marginal costs are those costs incurred as we make marginal changes in a program.\footnote{Marginal cost can be thought of as the "first derivative" or "the rate of change" of the total cost of a military program as the scale of the program (or the schedule, or the readiness level, or the performance capability, or the reliability, or whatever) is being slightly altered.} If we add one more quality inspection during the production process, for example, this will add a marginal increment to the quality inspection costs and, also, it should add some marginal improvement in the reliability rate of the end product. Since there will be hundreds of such alternative ways to increase the effectiveness of a program, we will need to estimate the marginal costs of these competing alternatives so we can allocate our resources to the best of them. We need to know the marginal ratio of benefits (increases in effectiveness) to costs for each of these numerous alternatives. Only then can we be sure of getting the greatest effective-
ness with the resources available, or of achieving a given level of effectiveness for the least cost.

Effectiveness is maximized, or costs are minimized, only when the marginal ratios of benefits to costs are equal for all of the competing alternative ways available for making marginal improvements in a program. For example, if we reduce the effective payload of an aircraft by 1 pound in order to save $100 in the materials cost of the fuselage, then we should not simultaneously spend $200 more on the construction costs of the ailerons in order to increase payload by 1 pound. The marginal ratio of cost to benefits should be the same for all the various ways of increasing payload or of increasing any other performance characteristic. Similarly, we should not spend $1,000 to hasten the delivery date of a missile by one week and, at the same time, delay delivery by a week in order to save $500.22

This is the reason that the cost analyst and the decisionmaker must be continuously concerned with marginal costs. We must be sure that our dollars, or our manpower, or our facilities are used in ways that give us the greatest marginal increase in benefits. Unless we equate cost-effectiveness or cost-benefit ratios at the margin we can be sure that we are not getting the greatest effectiveness from the resources committed to a program.23 No responsible decisionmaker can afford to be mindless of this simple and fundamental principle.

**Comprehensive Coverage of Costs**

There is one way to minimize costs that we should not allow the decisionmaker or the cost analyst. We should not allow either of them to minimize costs by overlooking them!

Anyone can provide the decisionmaker with precise and reliable estimates of some of the costs of a program. That service alone, however, is not really as helpful as we sometimes suppose. It is very difficult to make a rational choice between proposed military capabilities A and B, for instance, no matter how detailed and precise and dependable the cost figures, if the figures represent some uncertain fraction of the total cost of each. The decisionmaker needs to compare, as well as he can, their total costs.

---

22 The examples we have used each include dollars as the measure of cost, but this is not at all necessary. We could be sacrificing aircraft payload to increase aircraft speed, for example, and if so, it is important that the marginal trade-off ratio between payload (cost) and speed (benefit) be equal for all possible trade-off opportunities between the two. Incidentally, the reader should note that whether payload is the cost and speed the benefit, or vice versa, depends simply on the direction of the exchange.

23 Again, we may illustrate these points directly from economic theory. An example from the theory of the firm is presented in Appendix C.
Consequently, the real challenge facing the cost analyst is to be comprehensive in his analysis of costs. Often we focus our attention only on those parts of total cost that can be conveniently identified, measured, and evaluated, and then give little attention to the remaining costs.

Earlier, we mentioned some of the many convenient cost categorizations that are used in an effort to be comprehensive in our data collection and cost-estimating efforts. For example, costs of a new military capability are sometimes divided into development costs, investment costs, and operating costs. Development costs would include all those costs that must be incurred simply to develop the technological know-how that permits us to produce the new capability. Investment costs would include all those costs involved in producing the needed equipment and in setting up the new program, and these costs, of course, would depend upon the size of the program and upon production rates and schedules. Operating costs would include all the additional costs involved in using the new capability or in keeping it operationally ready. These costs would depend, of course, upon utilization rate or readiness level. If these three categories are interpreted broadly enough, the three combined should be comprehensive enough to include all the relevant costs. The appropriate set of categories will naturally vary depending upon the particular military capability, or item, or policy, or decision being analyzed, and a number of useful categorizations will be illustrated in later chapters of this book. The important thing is that the categories be comprehensive as well as convenient.

The Difference Between Dollar Expenditures and Total Cost
To be comprehensive it is essential that our categorizations of costs are not restricted to money expenditures or to budgetary commitments. It may occasionally be the case that our only concern is with dollar expenditures, but in such cases we should use the label "dollar expenditures," not "total costs." As we have stated before, great care should always be exercised in deciding whether or not an estimate of "dollar expenditures" represents a reasonable estimate of "total costs." To emphasize the need, and also the difficulty, of being comprehensive, it is often desirable to distinguish costs according to their measurability, for example,

1. Dollar expenditures,
2. Other costs that can be evaluated in dollars,
3. Other costs that can be quantified,
4. Other, nonquantifiable, costs.

The first category, dollar expenditures, is largely self-explanatory. Some reminders are perhaps appropriate, however. A program or policy may
alter the dollar expenditures of many different organizational divisions within, say, the Department of the Army. Moreover, even the dollar expenditures of the other military departments may be altered, and quite possibly the expenditures of still other Federal agencies, local governments, and nongovernmental units. The extent to which all these expenditures are included in a cost estimate will depend upon the cost analyst's skill and upon his client's interests. In his efforts to be comprehensive the cost analyst must, of course, avoid double counting as dollars spent are subsequently re-spent by the initial recipients. Similarly, the cost analyst must take pains to include only those dollar expenditures which are altered by the decision at hand, and exclude all expenditures that will be incurred regardless of the decision.

The second category includes the consumption or utilization of many resources which might not affect dollar expenditures immediately or directly but which can be conveniently evaluated in dollars. Two subcategories should be distinguished. One includes those common expendable items withdrawn from accumulated stores, such as ordnance or petroleum or spare parts, that can often be measured and aggregated in dollar terms more conveniently and more meaningfully than in terms of, say, pounds or cubic feet. The consumption of such items is likely to require, sometime in the future, the expenditure of dollars to replenish stocks, and this provides us with a meaningful dollar evaluation of these resources. It is important to realize that the appropriate dollar measure to use in evaluating these resource costs is the anticipated future dollar expenditures, not the actual past dollar expenditures. All items in this subcategory could be covered in the first category, actual dollar expenditures, if the cost analyst chose a sufficiently long-run time horizon for his analysis. The cost analyst faces many serious difficulties, however, as he attempts to look into the distant future, and consequently, he will undoubtedly select some more manageable short-run time horizon.

The second subcategory differs in nature from the first. If we are ingenious enough, manpower requirements, or office space needs in the Pentagon, or the utilization of air base facilities can all be evaluated, more or less meaningfully, in terms of dollars. The dollar evaluation, however, need not be a simple reflection of dollar expenditures even in the long run. To evaluate such items the cost analyst will need to discover the best, or the most likely, alternative use for these resources and then discover a plausible way of evaluating these alternative uses in terms of dollars. Of course, this task will rarely be easy, and it will often be better simply to measure these resources in some other terms than dollars and to list them separately. They would then fall under the third category listed earlier.
The third category includes all of those quantifiable costs that cannot be reasonably or confidently evaluated in dollars. In addition to some of the items mentioned in the last paragraph, this category may include a number of extremely important costs – for example, lives lost. In the example presented at the very beginning of this chapter, consider the hours that were spent, in addition to the dollars that were spent, at the neighborhood bar.

Finally, the fourth category includes those elements of costs that we are unable to quantify in any helpful way. A program or policy may dissipate some of the limited reservoir of public good will, or staff esprit, or political influence, or international credibility, for example. A program may increase the risks of accidents, or restrict the flow of information, or reduce the effectiveness of training programs, and so on. Of course, if a cost analyst is clever and persistent, he may often find a way to shift items from this fourth category into the third category, or possibly even into the second. If he is simply ambitious, however, rather than ingenious, his efforts to quantify costs, and then to convert them all into dollars, may prove utterly misleading to the decisionmaker. Often, it may be better simply to cite the considerations and leave them unquantified.

The reader has probably noted that the last two categories of costs may very likely include a different sort of costs than those we have previously discussed. We have focused most of our attention on the benefits obtainable from an alternative use of resources. It is clear, however, that the direct consequences from any particular use of resources can include both beneficial and noxious elements. The latter should probably be included among the costs of a decision, but they are usually considered “negative benefits” rather than costs, in keeping with our tendency to transfer all of the difficult measurement problems over to the “benefit” side of our cost-benefit analyses. The reader should also note that, just as the costs of a decision are benefits lost, so also the benefits of a decision can include costs avoided. The important thing, however, is not how we label costs and

---

24 An example of this form of cost was also included at the beginning of this chapter when we considered “stopping by the neighborhood bar,” that is, the resultant hangover. The difference between these two forms of cost is not always clear, and we do not intend to stress the distinction. The high salary paid a test pilot, for instance, is partly a recompense for his alternative employment opportunities and partly a compensation for the hazard that is a direct consequence of his employment. The cost of building an airport or a supersonic transport includes damages (which may or may not lead to dollar expenditures) to residents living near landing and take-off patterns. Fundamentally, though, direct consequences are simply a special form of alternatives. The test pilot’s premium salary must recompense him for giving up his alternative to live safely as well as his alternatives to earn money elsewhere.
benefits, nor even which side of the equation they are on. The important thing is that all of the significant consequences of our decisions appear somewhere in our cost-benefit analyses and that they are neither forgotten nor double-counted.

**Costs Are Consequences**

Before proceeding we need to reconcile the two seemingly different concepts of cost that have just been mentioned: “cost” as the value of forgone alternatives and “cost” as the undesirable direct consequences of a policy or program. In either case, costs are consequences of our decisions. This rather simple observation introduces several important points that deserve some reflection.

First, since costs are consequences, we must note and remember that only decisions or choices have costs. Nuclear submarines don’t have costs. The decision to build them, or not to build them, has costs, and the choice of one design rather than another has costs. The distinction may seem like a fine point, and it may not be necessary in common parlance to correct our habits of speech. Nonetheless, the professional cost analyst and the senior decisionmaker must always be aware that they are analyzing decisions, or choices, and that the meaning of cost depends precisely on the specific decision under consideration. We have already stressed this point.

Second, it is important to note that we cannot estimate the consequences, or the costs, of any decision without presupposing some alternative decision, or choice. This statement may appear trite and obvious to some readers and heretical to others. Since it is fundamental to cost analysis, it may warrant elaboration and emphasis.

How can we estimate the consequences of a decision? A moment’s reflection will assure us that we can only do so by comparing two alternative states of the world.25 We must estimate what will happen if we make a certain decision and, also, what will happen if we do not, or if we make some other decision. The costs and benefits of a decision lie in the differences between two alternative worlds. Even in retrospect, even after a certain decision has been made and implemented, we cannot fully determine its actual costs or benefits without estimating the different state of the world that would otherwise have ensued. The careful definition and comparison

---

25 In case a moment’s reflection hasn’t done the trick, consider the question of whether or not the rising of the morning sun is a consequence of the cock’s crowing. The answer depends upon whether or not the sun would rise even if the cock remained silent. Only differences that result from different decisions can be properly counted as consequences, or as costs or benefits.
of alternatives (alternative decisions and alternative worlds) is the essential nature of the challenge facing a cost analyst.

There is really nothing heretical in these statements. The only purpose of cost analysis is to help guide decisions, and the only purpose of making a decision is to choose among different worlds. After all, a decisionmaker is a man who changes the world. If a decision doesn’t change the world we dismiss it as inconsequential by saying, “It doesn’t make any difference!” Differences between worlds are the essence of decisions and choices, and of costs and benefits.

**Costs Depend Upon the Choice and the Chooser**

Since the costs of a decision can only be found by a comparison of alternatives, what alternatives should we compare?

Suppose we are asked to estimate the cost of using several square miles of land on the outskirts of Washington, D.C., for a military air base. The cost depends upon the alternative uses of the land, but what alternatives are relevant? It could be used as a military transportation depot, or as a commercial air base, or as a public park, or as a new shopping center, or for private housing, or it could simply be bought and sold in a free competitive market with no zoning restrictions at all. Should the cost analyst attempt to guess what the actual alternative use will be? Or should he estimate the best alternative use? Or should he assume a commercial use, since this would give him a convenient dollar valuation of the alternative?

The answer to this question depends upon the interests and the authority of the decisionmaker and his cost analyst. A very simple example will illustrate this dependence and emphasize its importance.

Colonel Smith is trying to decide whether or not to use a company of airmen, temporarily assigned to his command, to police the grounds around the barracks. What will it cost him to use these men for this purpose? A novice at cost analysis might suggest that it costs nothing, but Colonel Smith knows better. He could also use these men to repair the auxiliary runway, which may save the Air Force considerable money, or he could assign them to training exercises. He knows the cost of policing the grounds is to be found in his alternatives. But note that his alternatives for employing these airmen are very circumscribed. The commanding General of the air base has a much broader range of alternatives, the Secretary of Defense has a still broader set of choices, and Congress has an even broader set.

The cost of using these airmen depends upon the decisionmaker – or upon the decisionmaking level that the cost analyst has in mind. The higher up the decisionmaker is on the ladder of authority, the higher the
costs are certain to be, because there are more and more competing alternative uses for these men.

Similarly, if we focus our attention on the cost of accomplishing a specific mission (like repairing a runway) rather than on the cost of using a certain resource (like the airmen), we will find that this cost also depends upon the decisionmaker. In this case, as we go higher up on the decision-making ladder we can consider more alternative ways of doing the job, and hence the lower the cost is likely to be.

It is clear that costs depend upon the decisionmaking level under consideration. If we are analyzing alternative means to a given end, the higher the decisionmaking level the lower the cost - because we have a larger choice of means. If we are analyzing alternative ends for a given means, the higher the decisionmaking level the higher the cost - because we have a larger choice of ends. But what decisionmaking level should the cost analyst consider?

To answer the preceding question the cost analyst must remember, or decide, who his client is. If he focuses his attention at too low a decisionmaking level, if he overlooks some of the relevant alternative uses of resources or some of the relevant alternative means of accomplishing a mission, his estimates of costs will be incorrect. On the other hand, if he focuses attention at too high a level, his cost estimates will be irrelevant.

It might seem that a cost analyst should focus on the highest conceivable decisionmaking level, and that this focus will permit a "true" estimate of cost. This may be a laudable ambition and a useful theoretic exercise, but we are likely to find it exceedingly difficult to define the "highest decisionmaking level," and even more difficult to make cost estimates that are relevant for that undefinable decisionmaker. Even a cost analysis undertaken for a congressional committee should take for granted most of the numerous constraints on decisionmaking and the numerous boundaries on alternatives that are incorporated into Federal and local laws and into the contemporary framework of the economy and the social order. In estimating costs we always choose some restricted level of decisionmaking. The extent of authority and influence assumed for the decisionmaker, however, can vary over a wide and deep range, and the meaning of cost will vary accordingly.

As we mentioned earlier, cost depends not only upon the decisionmaking level but also upon the imagination and ingenuity of the decisionmaker. Every time Colonel Smith, for instance, discovers a new and better alternative use for his airmen, the cost of using them to repair a runway increases. Similarly, of course, every time he thinks of some more ingenious
new way to repair the runway, the cost of repairing it decreases. But what level of imagination should the cost analyst assume?

Again, it might seem that the cost analyst should assume, for purposes of estimating costs, that the decisionmaker has no limit of ingenuity. This procedure may also be laudable, but it is no more practicable than the procedure of assuming unlimited authority. There is always certain to be a better use of resources than the use which we select — if only we were ingenious enough to find it. **If we define cost as the best possible alternative use of resources, the cost of any practicable program will exceed its benefits.** The cost analyst will have to content himself with those very limited alternative uses that the decisionmaker, or the cost analyst, can readily discover. Helping the decisionmakers discover and evaluate alternatives is the function of cost analysis. It is also the function, incidentally, of our competitive free-market economy.

We have been stressing that costs depend upon the choices available and that, consequently, they also depend upon the authority and the ingenuity of the decisionmaker. We are not suggesting that costs are undefinable, however, or that we have no way of estimating them. On the contrary, we are simply stressing that any meaningful estimate of costs must inevitably be related to alternatives. Costs **are** alternatives.

**Comparing Alternatives**

We are now in a position to put much of what has been said in simple perspective, after which we will discuss further the two particular aspects of cost analysis which most often puzzle the layman: the relation of dollar costs to other costs and the value of time.

The problems presented to the cost analyst and the systems analyst can appear in varied forms. For example, should we implement a certain proposed program or not? Should we choose program A or program B? Is there a better way to implement the proposed program? These are questions that could be stated in cost terms if we wished: Will the benefits of a certain proposed program exceed its costs? Will program A accomplish more for a given cost, or cost less for a given capability, than program B? Is there a less costly way to implement the proposed program? All of these questions are reducible to the basic problem of comparing alternatives.

There are three component elements of an alternative to any program: the common component; the specified differences; the remaining, unspecified differences. The cost analyst must carefully delineate these three components. They are illustrated in the following example.

Consider the question of whether to strengthen our defenses by adding
another wing of strategic bombers or by increasing the alert status of bomber wings already operational. It may be that neither manpower nor currently authorized expenditures permits the Defense Department to do both, so the two possibilities are being analyzed and reviewed as alternatives. Before we could begin to estimate the resource requirements of the additional wing or of the increased alert status we would need to know the currently planned program: the number of wings currently operational, for example, and the support facilities currently in existence, the current readiness levels, the trained flight and maintenance crews presently available, and so on. That is to say, we would need to identify the factors that are common to both alternatives. In other words, we would need to identify those factors concerning which the decision at hand makes no difference. These factors will be considered as "given" or as "cost-free."

We then need to identify specified differences among the alternatives. In our example, one alternative includes an additional wing of bombers, while the other alternative has a higher alert status. There are likely to be other differences, however, such as a difference in manpower requirements or dollar expenditures. These are the unspecified differences, and the identification, measurement, and if possible, evaluation of these differences is the challenge facing the systems analyst and the cost analyst.

If the specification of differences between alternatives were truly complete, of course, there would be no remaining unspecified differences for the analysts to be concerned with. At the other extreme, the alternatives to a program may not be specified at all, so the entire burden of identifying alternatives and their consequent differences rests with the analysts. In any case, the analysts must fulfill these two responsibilities:

1. The decision or choice to be analyzed must be clarified either by delineating the range of alternatives to be compared or, equivalently and more easily, by delineating the common component of all acceptable alternatives — that is, by specifying the "givens."

2. A comprehensive accounting of all the important differences, specified and unspecified, that will result from making one decision or choice rather than another, must be developed and presented to the decisionmaker. These differences should not only be identified, but wherever feasible measured and if possible evaluated.

No cost analysis problem has been meaningfully stated until the first task has been done with reasonable clarity. No cost analysis is truly completed until the second task has been done with reasonable comprehensiveness.
The Relation of Dollar Costs to Other Costs

It is often said that money isn’t the only thing in life – but that it is well ahead of whatever comes second. The reader could probably think of several close competitors, but actually the statement is deceiving. Money is not first, or second, or third in a list of the important things in life. Money is a means for attaining some of the important things. To the extent that it actually can procure them, money can be a proxy for them, and dollar costs can then be used as a meaningful measure of real costs. But, as we have already stressed, dollar costs may be neither a complete nor an accurate measure of costs. We hasten to add, however, that simply because dollars aren’t everything, it does not follow that we, as individuals or as decisionmakers, can afford to dispense them casually or to ignore dollar costs. Responsibility requires an awareness of both their importance and their limitations.

Recall the example of Colonel Smith and his problem of choosing the best assignment for his airmen. We saw that the dollars paid to the airmen are not a complete or accurate measure of their real costs. It is worth noting, incidentally, that their pay would be an inaccurate measure of costs no matter whether we were concerned with “costs” in the very narrow sense of dollar expenditures or in the deeper economic sense of meaningful alternatives. Since the airmen must be paid regardless of how, or whether, they are productively employed, the additional dollar expenditure entailed by using them is zero. And the value of the meaningful alternatives their present activity may preclude could be far greater than that suggested by their pay. The dollars paid to these men are a very inaccurate measure of their actual cost.

Granted the limitations, what meaning do dollars have? What significance arises from knowing that two different items, for example, a truck and a radio transmitter, have the same dollar cost? It can mean several different, but closely related things, as we suggested earlier. It can mean that the two items are considered of equal marginal value in the marketplace, provided, of course, that the two items are actually traded in the market. Or it can mean that the two items could be produced with the same resources or, more likely, that the resources required to produce one of them could be exchanged in the marketplace for just enough of the right resources to produce the other. In any of these cases, it means essentially that society considers the sacrifices involved (the alternatives forgone) to be of equal measure. This is the essential meaning, but the practical meaning to the decisionmaker is much simpler and more direct. It means that whenever he allocates some of his budget to procure one of the items he is sacrificing an option to procure the other.
In sum, the immediate significance of dollar costs— to you, to me, to a decisionmaker, to any government department with a given mission and a fixed budget—is that dollar costs help to indicate our choices among alternative means. The broader significance of dollars is that they help to indicate the relative value of alternative ends, as determined by society as a whole operating through the marketplace and by the government through the budget allocation process. In either case, dollars are only a help, though a very great help.

We stress that dollars are only a help no matter whether we are trying to discover alternative means or trying to evaluate alternative ends. With respect to choosing means, we have already mentioned that a full accounting of costs must cover not only dollar expenditures but other costs measurable in dollars, other quantifiable costs, and nonquantifiable costs as well. We should also mention that there are other ways to compare means, other measures of costs, than dollars. Many special analyses can be simpler and more meaningful when costs are measured in terms of, say: flying hours, days, available payload, men, manhours, lives lost, floor space, missiles ready, pounds of fuel, cubic feet, and so on.

With respect to evaluating alternative ends, dollar measures are often simply not available, as we have mentioned, and even when they are available their validity is not always beyond reasonable dispute. Dollars are not really any smarter than engineers and production managers and inventors and reporters and city planners and systems analysts. Dollars reveal alternative uses of a resource only to the extent that large numbers of people and government departments are bidding for the resource in a free market and they are aware of the availability and possible uses of the resource. For many important resources, this is simply not the case.26 Moreover, there are other ways to discover and evaluate alternatives than through the use of dollars and the marketplace. Public opinion surveys are one way. Political processes are another. These varied procedures differ, not only in the methods of analysis they suppose, but also in the relative weights they attach to the competing interests and judgments of different individuals. Such procedures have obvious limitations, but each has a claim to validity. Of course, economists, sociologists, psychologists, political scientists, businessmen, politicians, and, these, have differing preferences among them.

One final comment on dollar costs must be made. Dollars are not all

---

26 Even where dollar prices of resources are available, they represent values only at the margin, and they may consequently be inapplicable for the analysis of very large government programs.
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alike. It matters a good deal whether the dollars spent for a given program come from your pocket or someone else's. It also matters whether the dollars saved by a government department are available to that department or whether they will revert back to the Treasury. Where dollars will come from and where they will go is a reasonable and inevitable concern of the decisionmaker. It is also very true that a dollar spent overseas is not equivalent to a dollar spent at home and that a dollar in this year's budget is not at all equivalent to a dollar in next year's. This last important difference will be discussed further in the next section.

Time Is Money: The Concept of Discounting

Time is valuable. Indeed, few things are more valuable, whether we are thinking about our personal lives, or a military campaign, or business investments, or farming, or the development of new military capabilities, or national economic and social programs. And yet the value of time is often forgotten, particularly whenever someone compares dollar expenditures this year with those of next year and the year after, as if all of the dollars were equal.

They are not. No military officer would suggest that a reserve infantry battalion arriving at the front line next week is equivalent to a battalion arriving today. No shipbuilding contractor would admit that construction materials arriving next month are equivalent to those arriving this week. Resources on hand today are usually worth more than identical resources deliverable tomorrow. Consequently, dollars with which we can buy resources today are worth more than dollars available tomorrow. Thus, before we can meaningfully add together dollars spent or received in different periods, we must "discount" future dollars, for they are worth less than current dollars.

The procedure for discounting is simple, although the choice of a discount rate is often difficult. If a local savings bank will give us 1 dollar next year for every 90 cents we deposit this year, or if the bank will give us 90 cents today in return for a promise to pay 1 dollar next year, then we might reasonably adjudge a dollar next year to be worth only 90 cents on hand today. We might "discount" future dollars at a rate of 10 percent per annum. What we mean is this: A dollar available next year will be judged as worth only 90 percent as much as a dollar available today. Similarly, a dollar available 2 years from today will be judged as worth only 90 percent as much as a dollar available next year (or 90 percent x 90 percent of a dollar on hand today) and so on. By discounting the value of future dollars in this way we can reduce all dollars into their "present
value” equivalent, and then we can compare these dollars sensibly.\(^{27}\)

We have stated that future dollars are worth less than currently available dollars, but how much less? To argue that time has value is easy; to measure the value of time, however, is anything but easy. How much is it worth to the Marine Corps to have another million dollars in this year’s budget rather than next year’s? How much is it worth to the DOD to be able to postpone a certain expenditure for a year? What “discount rate” should be applied to future dollars so that they can be sensibly compared with current dollars?

**Other Problems Related to Time**

Before attempting to answer this question, we must take pains to identify and distinguish several closely related problems that often become intermingled and confused with the problem of estimating the value of time. First, we are not concerned here with the problem of inflation or the diminishing purchasing power of the dollar. This is a different problem and is handled by “deflating” dollars, that is by dividing dollars by some appropriate index of prices. The procedure itself is very simple, although finding an appropriate index can often be a problem.\(^{28}\)

Second, we are not concerned here with the problem of shifting burdens onto future generations. We often choose to avoid making sacrifices today and, as a consequence, impose additional costs on the general public in future years. As we exploit our natural resources, for instance, we tend to diminish the resources available in the future. If we fail to solve the problems of urban ghettos in this generation, we leave these costs to the next. This problem of balancing our current interests with the interests of future generations is very real, but it is not the problem of the “value of time” that we are discussing here. Although the two are inextricably intertwined, conceptually they are distinguishable. The problem of allocating the burden of a government program (that is, deciding who will pay the cost) is distinguishable from the problem of estimating the cost.

---

\(^{27}\) For the reader who is unfamiliar with the basic mechanics of “discounting” and the use of discount rates, a specific illustration is included in Chapter 8.

\(^{28}\) Actually, the cost analyst can usually escape this problem altogether. If he is estimating future costs of a program he is probably assuming, for purposes of his cost estimates, that prices will remain at current levels. In other words, he does not have to take price changes out of his estimates because he has not put any such changes into his estimates. His unadjusted cost estimates represent an estimate in “constant dollars” - that is, in dollars that are all equivalent in purchasing power. Only if he wants to estimate actual dollar expenditures, for financial planning purposes, will he need to become concerned about general price changes. If he wants to compare real costs of alternative programs, general price level changes due to monetary phenomena may be ignored.
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The reader should be warned, however, that it is much easier to distinguish these two problems in theory than in practice. Any decision-maker is concerned with both problems. Any voter wants to know whether the real burden of a program is going to fall on him or on someone else. When a cost analyst says that two programs are equal in “cost,” he is usually asserting only that they require equivalent resources—resources that either are identical or can be exchanged equally in the marketplace. The decisionmaker and the voter, however, are inevitably concerned not only with this estimate of total cost, but also with the question of who will pay the cost. Similarly, they are concerned not only with total benefits, but with the question of who will receive the benefits.\(^{29}\)

Third, in discussing “discounting” here we are not concerned with uncertainty, although this, too, is a very real and important problem, as we have stressed elsewhere. Our estimates of both the costs and the benefits of a proposed program become increasingly uncertain as we attempt to look further and further into the future. The decisionmaker cannot afford to overlook this. His decisions must take into account the fact that cost and benefit estimates 5 or 10 or 20 years into the future have much less reliability than estimates for the next year or two. In a very different sense of the word, he must “discount” distant future estimates as being less reliable than near future estimates. But this is not the same thing as discounting future dollars because of the value of time. Furthermore, we must remain painfully aware of the fact that future costs can be underestimated as well as overestimated. As often as not, such cost estimates should be increased rather than reduced.\(^{30}\)

Choosing a Discount Rate
Returning now to the difficult problem of choosing a reasonable rate for

\(^{29}\) If a decisionmaker wants to expand the concept of “cost” beyond that which we have presented, if he wants to incorporate into his concept of “cost” the problems associated with allocating the real burdens of a government program, then (1) there will be no way of identifying the cost of a program short of estimating its impact on the total fiscal program of the government (that is, the cost will inevitably depend upon a precise specification of two or more complete alternative fiscal programs) and (2) there will be no very meaningful way of adding up the real burdens of a program into a single number (that is, the real burdens imposed upon a number of different individuals will have as many different dimensions as there are people).

\(^{30}\) The absence of reliable estimates of costs or benefits increases the value of flexibility rather than the value of time, although the two often appear identical. One way to preserve flexibility, for example, is to postpone decisions or expenditures as long as possible. Consequently, we often modify a program to postpone expenditures, even though the resultant costs might be slightly higher, since this gives us the flexibility of canceling the program should our cost or benefit estimates prove to be in error. On the other hand, prudence often requires us to speed up a program because of uncertainties.
discounting future dollars, we should first take note of a common and very inappropriate method of discounting. Too often we attempt to compare alternatives simply by adding up undiscounted dollar expenditures for a 5- or 10-year period, and then neglect all subsequent expenditures. In doing this we are choosing two discount rates, neither of them defensible. We are choosing a discount rate of zero for the next 5 or 10 years, and a very high (actually infinite) rate for every subsequent year. Finding a completely satisfactory method of discounting might be very difficult, but improving on this very common procedure would be easy.

The proper choice of a discount rate depends, just as cost depends, upon *alternatives*. Alternatives, in turn, depend upon the decisionmaker's authority and interests. These basic facts should sound very familiar to the reader by now. It remains only to apply them to the problem of choosing a discount rate.

Suppose the Army receives a bid for the production of rifles, and that the bid happens to offer the Army the choice of either reimbursing the manufacturer on the final delivery date in the amount of $1,000,000 or providing the manufacturer with progress payments in amounts totaling $900,000. Which choice should the Army make? A rational choice cannot be made until it is known what other, similar options are available throughout the total procurement and operation program. A multitude of opportunities can be found in the total Army program for trading off higher expenditures at a later date for lower expenditures today. It can postpone replacement of old equipment, for example, but incur the penalty of higher operating costs over the next few years. It can postpone needed repairs or maintenance servicing, but suffer higher repair costs next year. It can replenish stocks of consumable supplies in small amounts only as needed, but forgo the cost savings that might be obtained by ordering in large, bulk quantities. It can adopt construction methods or building designs that reduce current outlays but lead to earlier obsolescence or added maintenance expenditures. In a multitude of such ways, the Army is continuously comparing the value of a dollar this year with the value of a dollar next year. The Army is continuously trading off this year's dollars for next year's, and vice versa.

Now, to answer the question about whether to pay $1,000,000 upon final delivery of the rifles or $900,000 in progress payments. If the Army has other opportunities to use $900,000 in ways that will save much more than $1,000,000 a year from now, then the best choice is to postpone payment for the rifles. The availability of these other alternatives means that $900,000 today has a value to the Army, and a cost to the Army, that exceeds $1,000,000 next year. *The appropriate discount rate for use in*
comparing future dollars with today's dollars depends upon the alternative opportunities available for exchanging one for the other.

Since the Army has a host of alternative exchange opportunities, each yielding a different exchange rate, which of these rates is the relevant one to use for discounting? The relevant exchange opportunity is the best discoverable unexploited opportunity available to the decisionmaker. In other words, as with the problem of measuring cost generally, the best actual alternative is the relevant measure — indeed, it is the meaning — of cost.

Several comments are in order at this point. First, there is no reason to presume that we should use a constant interest rate as we look forward from year to year. A dollar in 1970 may be worth as much to the Army as $1.10 in 1971, but a dollar in 1971 could be worth as much as $1.50 in 1972. The relevant exchange rates will depend upon many things: the budgetary generosity of Congress in various years, the specific operational missions of the Army in these years, new technological developments, the changing international scene, and so on.

Second, although we can estimate appropriate discount rates to apply today (for both short and long time periods) by looking at currently available exchange opportunities, we can only make informed guesses about the appropriate discount rates to be used next year. That will depend on various unpredictable things, notably the size of next year's budget, the state of the world next year, and revised expectations about the future.

Third, if the Army — to return to our example — is not permitted by Congress to shift money freely from one budget category to another, it may be that the relevant discount rate will vary from one category to another. Because of limitations in procurement funds, the Army may be unable to exploit opportunities to save 2 dollars next year for each procurement dollar spent this year, while in some other budget category it may be able to spend a dollar to save only a dollar and a half next year.

Fourth, if the Army is not doing a good job of comparing alternative exchange opportunities, it may be that several different and inconsistent exchange rates can be determined within a given budget category. The Army might be neglecting some opportunities to exchange 80 cents today for a dollar next year while, simultaneously, it may be exploiting opportunities to spend 95 cents this year to save a dollar next year. What exchange rate should a cost analyst use then? There is no obvious answer to this question, but the analyst can at least identify an obvious need for the Army to review its program. As a matter of fact, unless the Army knows what its actual discount rates are in various categories, it is extremely likely that inconsistent rates will be found in its total program
and that, consequently, it will not be getting maximum effectiveness for each dollar spent. That is precisely why discount rates, and cost analysis generally, deserve more attention than they are receiving.

**Equalizing Discount Rates**

We have just noted that we might find unequal, or inconsistent, discount rates effective within the total Army program and that this inevitably implies inefficiency. Similarly, it is very likely that effective discount rates, or marginal exchange opportunities between current dollars and future dollars, are different for the Army than for the Navy, or the Air Force, or the Department of Transportation, or General Motors. These differences not only pose a problem for the cost analyst, but they also suggest a need for review of budget allocations and of expenditure patterns.

The decisionmaker who does not equalize marginal exchange opportunities within his realm of authority can fairly be said to be guilty of mismanagement. He should not be postponing expenditures at an ultimate cost penalty of 20 percent per year while simultaneously spending money to avoid a cost penalty of only 10 percent per year. This means that the head of every government unit should have some notion of his marginal exchange opportunities between current and future dollars, and he should be sure that all of his “spending” and “postponing” decisions are consistent with that marginal rate.

It is important to realize, however, that executives on subordinate levels cannot properly be blamed for inconsistencies between their own discount rate and the discount rate of other organizations on the same level. The Strategic Air Command cannot be expected to shift some of its budget to the Air Training Command simply because the Air Training Command has marginal opportunities to “invest” money at a greater rate of return. The Strategic Air Command is vitally interested in maximizing total military preparedness, of course, but it is much more aware of its own needs, and its own contributions to defense, than those of other military Commands. The only decisionmakers that can properly be blamed for inconsistent discount rates between two government units are those with authority and responsibility to allocate budgets between the two.

The task of determining the effective exchange ratio between current and future dollars, or the appropriate discount rate, is one of the challenges of any cost analysis. Sometimes, however, the task can be made relatively easy. For example, suppose that, because of very efficient budget allocations at the top level in the DOD, there is widespread consistency in the effective discount rates throughout the military services. Then a cost analyst for any decisionmaker within these services can properly use the
same discount rate. In fact, the Office of the Secretary of Defense might specify a common discount rate and direct its use as a way of establishing this consistency. But now suppose that this discount rate is different from, say, the rates used by the Department of Transportation or General Motors. Is it possible to specify some single, universally appropriate, discount rate that should be used for all government decisionmakers, and perhaps all private decisionmakers as well?\textsuperscript{31}

As we have suggested earlier, ambitions on the part of the cost analyst to represent the ultimate level of authority and wisdom are seldom realistic. He must choose some manageable level of “sub-optimization” and estimate the appropriate discount rate accordingly. Several obstacles prevent him from discovering and representing the “ultimate” level of optimization: the diffusion of authority within our society, the lack of common agreement among these decisionmakers about the appropriate balance between current and future needs, the absence of a perfectly functioning market mechanism at work that might allow these different governmental and private decisionmakers to make mutually convenient loans to each other and hence bring their varied choices and opportunities into balance.

As a result, there are different effective exchange rates between present and future dollars, rather than a single pervasive rate. No Congressman, no decisionmaker, no cost analyst is compelled by any economic logic to believe that any specific one of the multitude of current interest rates, explicit and implicit, within the public or the private sectors of our economy represents either the best interests or the revealed preferences of our society.\textsuperscript{32}

This is not to deny, however, that it would be well to have a single,

\textsuperscript{31} For a good discussion of the consistency problem, see the statement by Elmer B. Staats, Comptroller General of the United States, before the Subcommittee on Economy in the Government. \textit{Congressional Record – Senate}, January 30, 1968, pp. S-632 to S-634.

\textsuperscript{32} Since this statement may seem contrary to common assumption, perhaps we need to stress the point. For many government operations we do not even know what the effective discount rates are, let alone what they should be. We are often unable to predict or measure in a satisfactory way the actual consequences of many government programs and, worse, in many cases we cannot even distinguish “investment” from “consumption” or “costs” from “benefits.” It follows that we do not know the actual marginal rates of return on government investments. Furthermore, the proper overall balances between investment and consumption, and between public and private expenditures, and between short-run and long-run interests, and between the desires of this generation and future generations are, and will remain, controversial political issues. All of these unsettled issues, plus questions of monetary policy generally, affect the exchange ratios between current and future dollars. The cost analyst must determine the relevant discount rate for his decisionmaker, rather than presume to know the ultimately proper rate.
consistent discount rate effective in our economy. We are only pointing out that such a discount rate is a laudable ambition, not an accomplished fact. If we want to bring more consistency, and hence more allocative efficiency, into the realm of government expenditure, we will first need to begin estimating the actual exchange rates between current and future dollars in the various government departments and programs. We will also need to distinguish the investment budgets from the operating budgets for these various departments and programs. Neither task will be easy, and the cost analyst cannot afford to wait until these ambitions are achieved. In other words, the cost analyst is certain to be frustrated if he seeks a unique, universally applicable, and indisputably proper discount rate. The task of the cost analyst is to reveal relevant alternatives to the decisionmaker. For this purpose, he needs to know who the decisionmaker is, and what options and authorities he possesses. His task is to discover the exchange opportunities within the decisionmaker’s realm of influence. As always, costs are to be found in these alternatives. Costs are alternatives.

Two techniques often used in handling the problem of time in cost analysis are the computation of “balancing discount rates” and the estimation of “residual value.” Suppose that the cost analyst is called upon to compare the costs of two clearly defined alternative methods of accomplishing identical ends. If he is unsure of the relevant discount rate to use in making the comparison, he may simply calculate the constant discount rate that would equate the present value of the costs of the two alternatives. This is sometimes referred to as “break-even” analysis. The decisionmaker can then decide whether he feels that the appropriate discount rate is higher or lower than the “balancing discount rate,” and accordingly decide which of the two has the lower real cost.

A very different problem is dealt with by the “residual value” technique. Frequently the cost analyst attempts to estimate the “residual value” of all the resources of a program at the end of, say, a 5- or 10-year period. He does this because it is usually impractical to attempt to trace out the costs or benefits of a program year-by-year until the end of its existence or even for any extended period into the future. Instead, he attempts to make reasonably precise monthly or annual cost estimates for a limited number of years and then to summarize the status of the program at the end of this period. In comparing alternative programs, we want to make note of the

\[33\] The Department of Defense’s Planning-Programming-Budgeting System (PPBS) attempts to make such a distinction. Since 1965, attempts have also been made in other parts of the Federal Government, although progress has been extremely slow and the quality of the results has varied widely.
possibility that the resources of one may have greater "residual value" at
the end of our arbitrary planning and analysis period than the other.

We need to make only a few brief comments about this procedure. First,
as a practical matter, adoption of some such procedure is inescapable.
Second, because of the value of time and the discount rate, the costs and
benefits of a program 15 or 20 years hence are, dollar for dollar, much less
important than those of the next 5 or 10 years. Additionally, because of the
flexibility available to us with the passage of time, the actual consequences
of current program decisions tend to diminish with the passage of time.
Third, we should note that an estimation of "residual value" is not really
a way of escaping the task of looking into the long-run future, because
there is no way of estimating this value at the end of 10 years except by
looking further into the future. Fourth, we should note that "residual
value" is not necessarily equivalent to "scrap value." It may be that an
aircraft carrier is worth nothing more at the end of 10 years than its value
to a scrap-iron dealer, but hopefully it will be worth far more. Scrap value
is, at best, a minimum limit of residual value. Fifth, "residual value" is
not necessarily equivalent to "replacement costs." The carrier could be
worth less. At best, if we assume reasonable planning foresight, replacement
costs would represent a maximum limit of residual value. It may be that
the best a cost analyst can do with respect to "residual value" is to estimate
a minimum and a maximum value. Sixth and last, we should take advan-
tage of this one last opportunity to note the close relationship of cost
analysis and benefit analysis. The estimated residual value of an item at the
end of a given planning period is often treated as a credit against its cost
(although, as we will indicate in Chapter 8, this is usually not a preferred
treatment), and the estimated residual value of the item in its most likely
use at the end of the period will be the cost of assigning it to any other
possible use at that time.

"Macro-Cost Analysis" and "Micro-Cost Analysis"
Before concluding this chapter, it may be helpful to the reader to note
some of the differences in the nature of the problems confronting the cost
analyst depending upon whether he is analyzing exceptionally broad
program choices or relatively small choices. Much current cost analysis
lies in an intermediate range between what might be called "macro-cost
analysis" and "micro-cost analysis." We will indicate the nature of the
distinction between the two, contrasting each of them with more typical
cost analysis efforts and suggesting the different analytic problems and
procedures associated with them. Actually, the distinctions are matters of
degree rather than differences in kind.
Macro-cost analysis concerns alternative total programs at, say, the Department level or at the level of the Federal Government. The cost analysis problems involved are likely to be different from those in the more typical "systems" cost analyses in several ways. Macro-cost analyses will also differ from budget analyses for various important reasons that have already been discussed.

The first, most obvious way in which macro-cost analysis differs from the typical cost analysis is that reliance upon marginal cost estimates becomes less and less permissible as we deal with larger and larger programs. Market prices are marginal prices. These prices indicate the value of the alternatives available, assuming relatively small shifts in the allocation of resources. Large government programs, however, may require such large amounts of various specific resources that their current market price, or marginal price, is a poor estimator to use in assessing total program costs. In order to develop better cost estimates, the macro-cost analyst will need to concern himself not simply with current market prices but with supply and demand schedules as well. These schedules, of course, are not readily available. Determining the acceptability of marginal prices as cost estimators, and adjusting them if they are not acceptable, is one of the challenges facing macro-cost analysis.

A second way in which macro-cost analysis differs from the typical cost analysis is in the nature of the relevant alternatives, and hence in the source of meaningful cost estimates. Most of the prices we use in cost analysis are indicators of the value of resources to some employer other than the one for whom we are estimating costs. That is to say, we are usually estimating the price that a particular employer must pay in order to outbid other possible employers, and we use this price as our cost estimate. We usually look for, and measure, alternatives outside of the province of the particular agency for whom we are estimating costs. This procedure is reasonable if our employer is only one of many comparable employers, such as a single manufacturing company or a single weapons system manager in the Defense Department, or a single transportation company, or a single hospital. When the size of a program is very large, however, the relevant alternative uses of resources are very likely to be found inside, not outside, the province of the agencies involved with the program.

As an illustration of this problem, consider estimating the cost of a DOD program that would preempt the majority of our naval architects or our aeronautical engineers over the next 5 or 10 years. We will not get a valid estimate of the cost of this program simply by estimating the salaries that these people could earn in other active programs. The relevant costs are
likely to be hidden. That is, they will probably lie in alternative programs that are inactive or nonexistent — alternative DOD programs cancelled or never initiated because the needed funds or personnel were otherwise committed. As the cost analyst moves further in the direction of macro-cost analysis, he will increasingly face the difficult challenge posed by the fact that relevant costs will lie not in "active" alternatives clearly signalled by market bids for resources, but in "dormant" alternatives being neglected.

To present this second characteristic of macro-cost analysis another way, we could simply note that, while typical cost analyses are often concerned with finding the least-cost way to accomplish a given mission, macro-cost analysis must often be concerned with identifying the alternative missions that can be accomplished with given resources. In an ultimate sense, of course, these two tasks are not really as different as they may appear to be. The difference is that in typical analyses, we usually presume that the marketplace has already identified and evaluated the best alternative uses or missions. In macro-cost analyses, this assumption will often be unrealistic.

For these reasons, macro-cost analysis represents a real challenge to the analyst. He will need to discern and outline alternatives to total programs, or at least alternative uses for their critical resources, for this will often be the only way to discover and present a meaningful picture of costs.

Micro-cost analysis is concerned not with estimating the total cost of some system or program or policy, but with discerning cost interrelations between specific elements of systems, programs, or policies. For example, the amount of weight or space allocated to a sub-component of an aerospace system affects the amounts of weight and space available for all other subsystems. Cost analysis in terms of weight or space, in such instances, could be essential for understanding the real cost implications of many specific decisions.

A great deal more "costing" or "pricing" needs to be done at the "micro" level if the multitude of small, day-to-day decisions being made are to be rationally guided by cost considerations. The challenge to the micro-cost analyst is to determine trade-off ratios between two or more different cost dimensions. Although this is occasionally easy, it is often very difficult, and the trade-off ratios are likely to be transitory, changing continuously with any alterations in program decisions, system configurations, external circumstances, and so on. As an example of the trade-off ratios needed, we may need to know how much of a sacrifice in pounds is acceptable in order to reduce space requirements by one cubic foot, or to increase reliability by one-tenth of a percent, or to reduce main-
tenance manhours by one hour, or to save one dollar of production costs.

Micro-cost analysis, like macro-cost analysis, can be viewed simply as a
difference in degree from the conventional “system” cost analysis, which
steers its course between the two. Yet even differences in degree can be
important, and considerable special attention is warranted to refine and
extend cost analysis techniques based on simple trade-off ratios when
dealing with micro-cost analysis problems.

Summary
Cost is the value of benefits lost. Costs, like benefits, are the consequences
of decisions; and costs, or consequences, can only be identified by clearly
specifying the decision and comparing it with some alternative. The cost
analyst seeks to identify and, wherever feasible, to measure and then
evaluate the benefits foregone by choosing one course of action, one policy
or program, rather than another. An indication of costs can be provided
to the decisionmaker by enumerating required resources, or by determining
alternative uses of these resources, or by estimating the value of these
alternative uses. When we use dollars to estimate costs we are attempting
to accomplish all three of these steps simultaneously. But only rarely will
dollar expenditures be a full and completely valid measure of total costs.
Although dollars are an especially useful measure of costs, often other
measures can be simpler and more useful.

No responsible decisionmaker can afford to ignore costs, for to do so is
to ignore benefits. Getting the greatest benefit for a given cost and
minimizing cost for a given level of achievement are converse sides of a
coin. Cost analysts, like decisionmakers, occasionally ignore costs – for
example, by restricting their attention to costs that are easy to measure in
dollars and then representing these partial costs as the “total cost.”

Relevant costs depend upon the sphere of influence and the breadth of
interest of the decisionmaking agency. The cost analyst must always keep
in mind who his customer is, and must be clear about the options and
constraints available. Relevant costs are those costs that depend upon the
choice made, given the choices available. Elements of the world that are
common to all relevant alternatives are “given” or “cost-free.”

Time is valuable, and the cost analyst cannot treat dollar receipts or
expenditures as if they were equal no matter when they occur. Future
dollars must be discounted at a rate that reflects the decisionmaker’s
options.

Suggested Supplementary Readings
Capitalistic Enterprise System,” and Chap. 24, “Analysis of Costs.” (A most lucid, but nonmathematical, treatment of these subjects.)


Chapter 4

INTRODUCTION TO
MILITARY COST ANALYSIS

The necessary background for the remainder of this book is now essentially complete. Chapter 2 defined our interests: resource allocation decision problems concerning military systems and forces some years hence, and the relationship of systems analysis to that decision process. Chapter 3 provided a compass for achieving our interests: various concepts from economic theory that are basic to the foundations of military cost analysis.

We now need a map, so that we can move into the field of military cost analysis per se. The purpose of the present chapter is to provide such a map. Because the main emphasis will fall on basic ideas and concepts, not on the specifics of methods and procedures, the remainder of the book may be viewed as an elaboration upon many of the points to be made in this chapter.

The Central Problem
The main problem facing the military cost analyst is to develop and apply concepts and techniques for assessing the economic cost of proposed alternative future actions under conditions of uncertainty.

In national security problems, such alternative actions usually take the form of some combination of the following:

1. Proposed new capabilities for the future – for example, new weapon or support systems\(^1\) or something similar thereto.
2. Proposed modifications of existing or presently programmed capabilities.
3. Proposed deletions from the presently planned force.
4. Proposed combinations or packages of (1) through (3) – that is, total force structures or major subsets of total force structures for the future.

This statement of the problem implies a set of characteristics describing the conceptual framework within which military cost analysis must be performed.\(^2\) These characteristics are so fundamental that we shall spend

---

\(^1\) These terms will be made explicit later in this chapter.

\(^2\) Of course, many of these characteristics apply equally to nonmilitary contexts.
a considerable amount of time discussing them. The reader will note that in one way or another they all relate back to the concepts set forth in Chapters 2 and 3. Also, it should be remembered that our context is *long-range* planning. In other contexts the set would vary considerably from those presented here.

**Major Characteristics of Cost Analysis**

Except for the first item, the distinguishing features of the conceptual framework for military cost analysis that are outlined and discussed in the following paragraphs are not ordered in terms of importance. They are all important, and most of them are interrelated.

**Emphasis on Output-Oriented Packages of Capability**

Assessments of the economic cost of alternatives must be developed and presented in a form useful to systems analysts and decisionmakers. This may seem obvious, but examples abound to suggest that it is frequently forgotten or ignored. But unless this requirement is fulfilled, all the rest can be for naught. It thus belongs at the head of any list of characteristics essential to cost analysis.

What is meant by an “output” orientation? The phrase draws its meaning from systems theory, in which the key analytic problem is to discern how a system - military or nonmilitary - acts upon what it is given (the “inputs”) to produce what results (the “output”). The outputs are most fruitfully discerned, of course, in reference to the objectives they have presumably been designed to achieve, and, indeed, it is only on this basis that they can be evaluated fairly. Thus, the worth of a system - or the relative merits of it and its competitors - depends essentially upon the link between outputs and objectives. Ultimately, rational choice among competing alternatives in a universe of scarce resources rests upon this fact. Since the business of cost analysis is to help inform such choices, it necessarily focuses on that linkage and defines its problems accordingly. Hence the phrase “output orientation.”

In the current jargon, output-oriented packages of military capability are called “weapon and/or support systems” or “program elements.” Aggregations of the packages are called “force structures” or “major programs.” The key point is that military cost analysis concepts, methods, and techniques must be geared to deal with these packages or aggregations.
of packages because they are the focal point of interest to the decision-makers.

All of this sounds commonsensical enough. But the next question is: What are these packages, and what should be included in them? Here we have one of the fundamental problems in systems analysis and hence cost analysis; and the reader will have to be patient because there is no quick answer. Most of the characteristics discussed below relate to it, and indeed much of the rest of this book is concerned directly or indirectly with this problem. As we shall see, the specific content of any one of these "planning packages" is context dependent. It cannot be defined once and for all, except at very high levels of abstraction.

At this point let us merely try to get some feeling for the nature of the problem by using a hypothetical example. Suppose that the planners are considering alternative ways of defending the continental United States against a future intercontinental ballistic missile attack. One of the alternatives is a proposed ground-based interceptor missile system. In addition to various measures of the possible effectiveness of this proposed system, the planners must also know what the economic cost is likely to be – the incremental cost to develop, procure, and operate the new capability over a period of years. This is often referred to as the "cost of the system." What does this mean? What is to be included? In general terms it means the cost of everything required to generate the desired new capability: hardware, manpower, new facilities, supplies, and so on. In other words, the "cost of the system" includes the cost of everything directly related to the decision to achieve this proposed new capability; it excludes the cost of items not so related, such as the costs of administrative and support activities that would go on regardless of the decision under consideration.

Additional Parts of the Framework of Analysis

The output-oriented packages of military capability just introduced represent the most important part of the framework for military cost analysis. However, two other parts are necessary. One has already been alluded to indirectly: the "life cycle" identification. This means that for a proposed new weapon system or program element, provision should be made for segregating the costs of the proposal into three cost categories:

1. Research and development costs – that is, the resources required to develop the new capability to the point where it can be introduced into the operational inventory at some desired level of reliability.
2. Investment costs – that is, the one-time outlays required to introduce the capability into the operational inventory.
3. Operating costs – that is, the recurring outlays required year by year to operate and maintain the capability in service over a period of years.

An illustration of the relationship of these costs in the life of a system is presented in Fig. 4.1.

![Graph showing time on the x-axis and system cost ($) on the y-axis, with curves labeled Research and Development, Operation, and Investment.]

Fig. 4.1 – Examples of weapon system life cycle cost profiles

The life cycle identification is important for several reasons. One is that it helps insure that the total resource impact of a proposal will be identified. Oftentimes decisionmakers may become preoccupied with investment costs, to the relative neglect of the fact that a stream of operating cost over a period of years is an inevitable consequence of their decision. Life cycle costing helps to avoid such a pitfall. Again, we are brought back to the fundamental point of attempting to identify the full economic cost of a proposed future course of action.

Another reason why the life cycle identification is important is that it facilitates the analytical process. Usually systems analysts and long-range planners want to vary force sizes, the number of years various capabilities
are assumed to be in the operational inventory, and the like. The life cycle
identification is essential for this kind of "parametric" examination. 
Research and development costs, for example, are largely independent of 
operational force size and the number of years a capability is assumed to 
be in the operating inventory. Investment costs are related to force size, 
but are essentially independent of the number of years of operation. 
Operating costs are a function of both force size and number of years of 
operation.

So far the output side has been stressed. But in order to generate costs of 
alternatives in the appropriate output-oriented packages, the analyst has 
to start on the input side. Therefore, an input structure must be provided. 
This means that we must set up resource categories (for equipment, 
facilities, manpower, and so on) and functional categories (for maintenance, 
training, and so on). These categories must be meaningful and useful from 
several points of view: in easing the problem of data collection; in 
permitting computational convenience; in helping to indicate significant 
areas of critical resource impact - special equipment or facilities require-
ments, special manpower skills, and so on; and in helping to insure 
completeness in identifying all resources required to obtain a proposed 
military capability. An example of input-oriented categories that satisfy 
these conditions for some systems is presented in Table 4.1.4

<table>
<thead>
<tr>
<th>TABLE 4.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example of an Input-Oriented Structure</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Research and Development</th>
<th>Cost of Proposed Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>System A</td>
</tr>
<tr>
<td>Preliminary design and engineering</td>
<td>. . . .</td>
</tr>
<tr>
<td>Fabrication of test equipment</td>
<td>. . . .</td>
</tr>
<tr>
<td>Test operations</td>
<td>. . . .</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>. . . .</td>
</tr>
<tr>
<td>Total R &amp; D</td>
<td>. . . .</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Investment</th>
<th>Cost of Proposed Alternative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>System A</td>
</tr>
<tr>
<td>Facilities</td>
<td>. . . .</td>
</tr>
<tr>
<td>Major equipment</td>
<td>. . . .</td>
</tr>
<tr>
<td>Initial inventories</td>
<td>. . . .</td>
</tr>
<tr>
<td>Initial training</td>
<td>. . . .</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>. . . .</td>
</tr>
<tr>
<td>Total investment</td>
<td>. . . .</td>
</tr>
</tbody>
</table>

4 This is an aggregated example. Input structures are discussed in more detail in Chapter 5.
Operating Cost
   Equipment and facilities replacement . .
   Maintenance . . .
   Personnel pay and allowances . . .
   Replacement training . . .
   Fuels, lubricants, and propellants . .
   Miscellaneous . . .
   Total operating (1 year) . .

Total System Cost
   R & D + Investment + 5-Year Operating
   R & D + Investment + 10-Year Operating

Regardless of what particular set of input categories is established, it is vitally important to define carefully what is included in each category. This is a fundamental prerequisite to the development of estimating relationships (to be discussed later in Chapter 6) and to working out consistent estimates of the cost implications of alternative proposals for future military capabilities. It should be noted here that in a given case not all the categories will be assigned numbers. The discussion of incremental costs in Chapter 3 makes it clear that a proposed system for the future may, for example, be able to utilize facilities made available from the phase-out of an existing system. In this case, the investment-in-facilities category for the new system would be zero, or close to it, unless there were competing uses for the facilities in question.

While on the subject of input structures, one additional point should be made pertaining to the appropriate level of detail. In long-range planning, trying to structure problems in great detail is usually not rewarding;\(^5\) indeed, in most cases it is impossible. However, it is important to have input structures that are specific enough to determine those aspects of a proposal which are really new and those which are not— for example, in the case of proposed new equipments, aspects related to manufacturing state of the art. Even the most advanced system proposals contain many elements which are not significantly new. These should be separated from those which \emph{are} new, so that the analytical effort can be concentrated on the latter. In the hardware area this usually means going down at least to the subsystem level, and very often even lower.\(^6\)

\(^5\) As we shall see later, the attempt to increase the amount of detail will not necessarily increase the accuracy of the estimate.

\(^6\) When we speak of hardware, the term "system" refers to the whole hardware item in
The Requirement to Estimate Economic Cost

One of the main themes established in Chapters 2 and 3 is that the costs that are relevant in making resource allocation decisions for the future are economic costs: the estimated economic implications of the decision under consideration. This has direct and very significant implications for the characteristics of a military cost analysis capability.

First and foremost, it means that military cost analysis concepts and techniques must be designed to deal with *alternatives*. Without alternatives there can be no costs from the point of view of resource allocation decisions.

To illustrate, consider the following hypothetical example: Suppose that we take the decisions *made to date* regarding the future strategic offensive and defensive forces. Suppose further that on the assumption of no new decisions, the implications of the decisions to date are permitted to unfold over a future time horizon. Under these conditions the cost implications will in effect be a “spendout” of the actions implied by the fixed set of decisions. As research and development and initial investment are completed, the spendout cost curve will gradually decline over time and approach the operating cost level of the planned strategic forces in the future. (See curve AB in Fig. 4.2.) In analytical studies the spendout of past decisions is often called the “base case.” The main characteristic of

![Graph](image)

**Fig. 4.2 – Time-phased costs of future strategic forces**

question. “Subsystem” refers to the broadest categories for grouping together all the components of the item. For example, in the case of a ballistic missile, or similar aerospace vehicle, the subsystems are airframe, power plant, guidance, and payload.
the base case is that it, taken alone, implies no substantive problem for a decisionmaker to consider.

Now suppose that the decisionmakers begin to consider changes (alternatives) to the base case. If one of the changes under consideration is a net addition to the currently planned future force, the cost profile will look something like the shaded area in Fig. 4.2 (the difference between the area under curve AA'/C and the area under curve AB). From an analytical point of view, it is these types of costs that are most relevant in assisting decisionmakers in grappling with resource allocation problems. The cost implications of changes (increments or decrements) to some established position are central to the decisionmaking process.

As an example of another type of output that a military cost analysis capability must be capable of generating, let us consider the Fig. 4.3. Here we have the estimated costs of a proposed future military capability called Weapon System X. The costs are generated in terms of research and development, investment, and annual operating cost (5 or 10 years), and are expressed as a function of force size (cumulative number of operational units). This type of output is useful analytically because it permits consideration of either the incremental cost of a block of units beyond a given cumulative unit number, or the cost of the last unit (marginal cost) at some point.
Consider the total cost curve labeled "R & D + Investment + 5 Years Operation" in Fig. 4.3. Since the slope of this curve is declining as force size increases, the marginal costs are declining. For example, the marginal cost of the second unit is $0.8 billion; the marginal cost of the eleventh unit is $0.4 billion. The marginal cost curve is plotted in Fig. 4.4.

Fig. 4.4 – Weapon system X: Marginal cost curve (based on total R & D, investment, and 5-year operation curve contained in Fig. 4.3)

Another problem area that a military cost analysis capability must be able to handle is joint costs. Economic theory tells us that if costs are in fact joint, then by definition they cannot be separated into meaningful portions and assigned to the various activities which collectively generate them. Yet joint cost considerations arise in many contexts in military cost analysis studies – for example, in assigning the costs of support activities to output-oriented elements of combat capability such as weapon systems. As always, the basic objective is to determine the economic cost consequences of proposed alternatives. This means that arbitrary accounting-type allocations of support costs to combat program elements are ruled

---

7 If the total cost curve were linear, marginal costs would be constant; for example, Total cost curve: \( C = \alpha + \beta X \), Marginal cost: \( \frac{dC}{dX} = \beta \) (a constant).

8 Arbitrary accounting-type allocations can be made, but these serve no useful purpose in resource allocation decisionmaking.
out. To cite a specific instance in the case of the Air Force: The operating costs of Headquarters, United States Air Force; the Air Force Academy; the Air Force Accounting and Finance Center; Headquarters, Air Force Systems Command; and the like, usually should not be allocated to Air Force weapon systems. These support activities are essentially independent of the Air Force's combat force mix. On the other hand, the costs of certain depot maintenance activities in the Air Force Logistics Command and of certain courses in the Air Training Command may be, and often are, appropriately identified as part of the incremental cost of a proposed weapon system.9

One final topic under the heading of "economic costs" should be mentioned briefly: time phasing. The matter of time phasing is very much related to many of the subjects discussed previously. However, it is singled out here because of its importance in the cost analysis process.

In many long-range planning contexts, especially force structure analyses, explicit time phasing of resource requirements is a prime consideration. Even in narrower contexts where individual proposals for new capabilities (for example, weapon systems) are being compared using "static" costs,10 it is often desirable to generate time-phased basic cost estimates. For one thing, this is likely to permit a better assessment of incremental costs, since the availability of inherited assets is a function of time. For another thing, it provides a good basis for an explicit treatment of the time preference problem. With time-phased cost streams available as a base case, it is a matter of simple calculation to discount these streams in any way (or ways) that the analyst, or his critics, deem appropriate in the context of the problem at hand.

Explicit Treatment of Uncertainty
We have already emphasized the fact that in most long-range planning decision problems, uncertainties are usually prevalent, and that systems analysts must do everything possible to identify major areas of uncertainty and to show clearly their implications for the various alternatives under consideration. Uncertainty must be treated explicitly, not swept under the rug. Conceptually this means that measures of dispersion, in addition to

---

9 This is an example of one of the most important points made in Chapter 3: relevant costs are those, and only those, that are a consequence of the particular decision at hand.

10 By "static" costs we mean the sum of the costs of research and development + operation over a fixed period of years. (For example, see the total cost curves in Fig. 4.3.)
expected values, must be taken into account. While variances in a precise statistical sense usually cannot be calculated in most systems analysis problems, ranges of values (to serve as measures of dispersion) can be computed to reflect the implications of various assumptions about the state of the world in the future (the threat, for example).

What is the impact of this on cost analysis? The subject of uncertainty will be discussed in one way or another throughout the remainder of this book. At this point we want merely to sketch out some of the major points. Above all else is the requirement that cost analysis techniques be designed to permit parametric types of analyses. That is, the cost analysis models and the estimating relationships contained in these models must be "open ended" with respect to key cost-generating variables, so that ranges of values of these variables can be fed into the analysis to see what effect they have on the cost of final outcomes. Through such a procedure, cost sensitivities can be explored and this, in turn, can shed light on the problem of uncertainty.

As an illustration, consider the following: Suppose that in a given analytical study the analyst is very uncertain about a key parameter (call it $P$) in one of the alternatives being considered (call it Weapon System Y). Suppose further that the current "conventional wisdom" says that $P^*$ is the most likely value of $P$. The analyst, however, decides to go beyond merely using $P^*$ as an input into his cost model, and proceeds to let $P$ vary over its relevant range ($P_1$ to $P_2$) to see what the impact on total system cost might be. As suggested in Fig. 4.5, the results of this sensitivity analysis might take one of several forms.

---

11 To illustrate this point, consider two equal cost alternatives ($X_1$ and $X_2$) with the following probability distributions of their respective benefits:

![Diagram](https://via.placeholder.com/150)

If the decisionmaker is given only the expected (mean) values, he would no doubt choose $X_2$ (the highest expected payoff). On the other hand if measures of dispersion are also made available to him, he might well decide to choose $X_1$ with a lower expected value than $X_2$ but at the same time having a much lower degree of uncertainty of outcome (a smaller spread in the probability distribution).
If the result is a curve like AB, then uncertainties about $P$ do not matter very much, at least as far as system cost is concerned. System cost is not very sensitive to variations in $P$. Curve AC portrays a different situation. Here system cost is essentially insensitive to $P$ up to a critical point $P_c$, where it then begins to explode. The decisionmakers would certainly want to know about this state of affairs; but they would not have this knowledge if the analyst computed only one case – a “point estimate” – based on the conventional wisdom ($P^*$). Finally, AD illustrates the case where system cost is markedly sensitive to variations in $P$ over the entire relevant range of values for $P$. Again, the decisionmakers would want to know about this kind of sensitivity, and as a result of this knowledge they might want to explore ways of hedging against uncertainties in $P$.

As another illustration, let us consider the case of a proposed Army hard point defense system as part of a study of alternative ways to defend the continental United States against ballistic missile attack. Because of uncertainties about the threat, and for other possible reasons, there will be uncertainties about the physical characteristics and operational concepts of the proposed system: force size, specific characteristics of the hardware, specifics of deployment, degree of hardness (p.s.i. overpressure) of the system, and the like.

Now if the cost analyst is to do his job properly in support of the systems analysis process, he will not prepare a single estimate of the cost of the
proposed system based on a set of expected values for variables like those listed above. Rather he will prepare a series of analyses of the cost of the system, with alternative assumptions about key variables in the problem; and he will explore the sensitivity of total system cost to changes in these variables. This, of course, involves much more work than merely generating expected value ("point estimate") cases; but it is the heart of a meaningful cost analysis effort. Development of cost models which are in part computerized can help a great deal in doing these parametric types of analyses. (We shall discuss such models in Chapter 7.)

Accuracy Requirements and Possibilities

Closely related to the subject of uncertainty is the matter of accuracy in military cost analysis studies. Two frequently heard statements are:

1. We must always strive for a high degree of accuracy in an absolute sense.
2. A higher degree of accuracy can be attained by going into a greater amount of detail.

The first statement needs clarification on at least two counts: the need for accuracy and the possibility of achieving it in problems of long-range planning.

As indicated previously, long-range planning is characterized by major uncertainties, a wide range of alternatives that must be considered, a paucity of detailed information and data, and the like. This means, for the most part, that highly accurate cost estimates are most unlikely in an absolute sense. Furthermore, requirements for a high degree of accuracy in absolute terms are not paramount either, since most long-range planning studies focus on the relative comparisons of alternative courses of action.

These considerations have a marked impact on how cost analysis activities in support of systems analysis should be carried out. Once we recognize, for example, that the concepts and methods of cost analysis should be directed more toward comparative or relative accuracy, we immediately have a requirement to develop and use analytical techniques that will permit us to treat alternatives consistently. It is important to understand these points because in the long-range planning context the analyst can in effect waste much time and effort if he tries to pursue an objective as elusive (and perhaps as irrelevant) as a high degree of accuracy in an absolute sense.

Let us turn now to the second statement: A high degree of accuracy can be attained by going into a greater amount of detail. That such a statement cannot be true in general should be obvious; nevertheless, a significant body of opinion seems to believe that it is true. It is especially likely
to be false in a long-range planning context, where typically there are considerable gaps in our knowledge about many of the alternatives being considered, where quantitative information and a data base are limited, and where other uncertainties abound. Under these circumstances, it is not at all clear that a higher degree of accuracy can be attained by trying to force the analysis into a finer and finer grain of detail. With a limited data base, the analyst can rapidly find himself using essentially fictitious numbers to fill in the overly detailed categories, with the result that the output of the analysis is no better than that obtained by working at higher levels of aggregation. In such instances, concentrating the analytical effort at an appropriate (relatively high) level of aggregation and using carefully derived statistical estimating relationships are the most likely means of producing fruitful results.

For example, we often find that useful long-range planning relationships between cost and gross measures of system characteristics may be discovered at relatively high levels of aggregation, whereas similar relations cannot be determined at the "nuts and bolts" level. A related point is the following: Even if the data base permits the derivation of detailed relationships, they may not be useful in long-range planning because the explanatory variables (for example, system performance and physical characteristics) may be specified in a degree of detail that is simply not available in proposals for alternative military capabilities 10 or more years into the future.


To say that the results of a military cost analysis are no better than the information and data that go into the analytical effort may seem tautological. Yet this is a very important point, and it must be faced explicitly. A really effective cost analysis capability cannot exist without systematic collection and storage of comparable data on past, current, and near future programs. Even this is not enough. The data must be processed and analyzed with a view to the development of estimating relationships which may be used as a basis for determining the cost impact of future proposals. In the case of output-oriented packages of future military capability, these relationships should relate various categories of cost impact to physical, performance, and operational characteristics. Without an extensive and continuously updated inventory of estimating relationships, cost analysis as viewed in this book is impossible. Such an inventory is particularly a prerequisite to a "sensitivity analysis" approach to the cost analysis problem.
The part of the task that is concerned with derivation of estimating relationships is not easy, but it is not as demanding as the one involved in continuously collecting and storing a consistent body of basic data and information to serve as the foundation for developing useful estimating relationships. In some instances there are wide gaps in the existing data base. In other instances – which are most prevalent – data and information exist; but they are partially or completely in the wrong format, they are generated in terms of categories that are defined differently from one location to another, they are in such a form that cost data cannot be related explicitly to the relevant quantity or physical characteristics information, or they are inconsistent or incomparable in some other fashion. The Department of Defense, the aerospace industry, and other organizations have been working hard for years to improve this situation, and much progress has been made.\textsuperscript{12} Much more remains to be done, however, which means that cost analysts will still have to devote a major effort to attempting to adjust basic data and information for inconsistencies and other deficiencies.

**How Cost Enters into the Systems Analysis Process**

Given a cost analysis capability having characteristics like those described in the preceding paragraphs, how is the output of such a capability introduced into the systems analysis process?

Recall that two basic conceptual approaches for making comparisons in systems analysis studies were mentioned in Chapter 2: (1) the fixed budget approach and (2) the fixed effectiveness approach. Let us discuss each of these briefly from the standpoint of how cost considerations fit into the total analytical effort.

**Fixed Budget Approach**

In the fixed budget case, the alternatives being considered are compared on the basis of effectiveness likely to be attainable for the specified budget level. Here, the cost analysis work is one of the first things that must be done, because the effectiveness calculations cannot be completed until the cost analysts have determined the quantity of each alternative (or combination of alternatives) that can be obtained for the given cost level.

Figure 4.6 provides a highly simplified example to illustrate the role of

\textsuperscript{12} In the hardware area the Department of Defense's Cost Information Report (the CIR System) represents an example of a significant step toward developing a consistent data base for use in deriving equipment cost-estimating relationships.
cost analysis in the fixed budget framework for comparing alternatives.\textsuperscript{13} Only two alternatives are involved:\textsuperscript{14} proposed new military capabilities A and B. The results of the cost analysis are shown in terms of total system cost as a function of force size for each alternative (curves A and B in Fig. 4.6).

If the specified cost level to be used in the comparative analysis is $8 billion, 11.5 units of alternative A or 7 units of alternative B are obtainable. This is an important output of the cost analysis, which then becomes the key input to the effectiveness analysis.\textsuperscript{15}

Notice that in this illustration the results do not scale linearly with respect to changes in the stipulated cost level. For example, if $L_1$ is increased by 50 per cent to $L_2 = $12 billion, the outcome is 22 units of A or 12 units of

\textsuperscript{13} In order to keep the example simple and to concentrate on the problem at hand, we shall deliberately set aside many considerations that are very important in a real cost analysis situation: the explicit treatment of uncertainty, problems associated with time, and so on.

\textsuperscript{14} As indicated in Chapter 2, many alternatives usually have to be examined – particularly in the early stages of a systems analysis study.

\textsuperscript{15} Here we have one example of why cost functions relating cost to the scale of proposed future programs are useful in systems analysis work.

Many of the cost functions emphasized in conventional economic theory relate cost to rate of output. Rate-of-output cost functions are also useful in certain types of problems in systems analysis. For example, in studying military aircraft systems the analyst often examines how system cost (for a fixed force size) changes as the activity rate (for example, flying hours per aircraft per month) is varied over a certain range.
B. The increase in the number of units is greater than the increase in \( L_2 \) over \( L_1 \):

\[
\frac{L_2}{L_1} = \frac{12}{8} = 150\% \\
\frac{A_2}{A_1} = \frac{22}{11.5} = 191\% \\
\frac{B_2}{B_1} = \frac{12}{7} = 171\%
\]

In a simple way this demonstrates that in the context of the fixed budget approach, nonlinearities may imply the desirability of conducting the comparisons for more than one cost level; for example, three cases might be examined: high, medium, and low.

**Fixed Effectiveness Approach**

In the fixed effectiveness approach for comparing alternatives, the analysis attempts to determine that alternative (or feasible combination of alternatives) which is likely to achieve some specified level of effectiveness at the lowest economic cost. Here, the cost analysis is important in making final comparisons, given that the effectiveness analysis has estimated the quantity of each alternative that is required to attain the stipulated level of capability.

As one simple illustration of this approach, suppose that two alternatives C and D are under consideration, and that the results of the effectiveness analysis indicate the following ranges of quantities (number of units) of C or D required to attain some specified level of effectiveness \( E_0 \):

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Expected value</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>High</td>
<td>24</td>
<td>12</td>
</tr>
</tbody>
</table>

Notice that in this case the range for D is considerably greater than for C because of uncertainty.

Suppose now that the estimated total system costs as a function of force size for C and D are as shown in Fig. 4.7 (curves C and D). Taking the expected value outputs from the effectiveness analysis, we see from Fig. 4.7 that D is the least cost alternative for attaining effectiveness level \( E_0 \): \$7.5 billion for D vs. \$15.3 billion for C, or a factor-of-2 difference in favor of D. If the uncertainties in the effectiveness analysis are taken into account, alternative D still holds up well, even in the situation where the worst case (highest cost) for D and the best case (lowest cost) for C are paired up. Thus, if all the uncertainties have been taken into account, alternative D appears to be a dominant solution – something which the systems analyst is always seeking, but rarely finds.
A Word of Caution

As a final comment on the discussion in this section, it should be repeated that these examples have been highly simplified in the interest of clarifying main points of principle. Otherwise, the reader may be led to believe that systems analysis in real life is a simple mechanistic process. Nothing could be farther from the truth. Discussion in later chapters will help to convey the complexity that is typical of systems analysis problems and the cost analysis part of the total analytical process.

One important point should be made now, however. The systems analysis process is typically a complex endeavor requiring continuous interaction among the contributing disciplines, of which cost analysis is only one. It also requires continuous re-cycling or iteration as the analysis unfolds and attempts to weed out the less interesting alternatives. Thus, the total analytical process involves examination and comparison of numerous sets of alternatives – not just “A vs. B” as shown in our simple examples.

In the early stages of a study the analysts frequently use a quick and convenient cost and effectiveness model in order to consider and reject most of the alternatives in a given set. Subsequently, a more refined and analytically demanding cost and effectiveness model is used to help determine choices among the few remaining alternatives.
Some Examples of the Outputs of Cost Analysis Studies

It may be helpful to close this chapter with a few brief examples of some of the outputs of cost analyses which are useful in the systems analysis process. Our objective is to give the reader a bit more of the flavor of what military cost analysis is all about, in light of the conceptual framework presented in this and previous chapters. We will save for later discussion the problem of how the outputs were obtained.

For these illustrations we shall assume that the "output-oriented package of military capability" is a weapon system, or its equivalent, and that force structures are made up of combinations of these packages. In this discussion four types of contexts of military cost analysis will be considered: intrasystem comparisons, intersystem comparisons, force-mix comparisons, and total force structure cost analyses.

Intrasystem Comparisons

In the case of intrasystem comparisons, the primary emphasis is on explorations of how system cost varies as the configuration of the proposed system is changed.

Total system cost as a function of force size for varying numbers of years of operation represents one form of intrasystem cost analysis. One type of output of such a study was illustrated previously in Fig. 4.3. Another way of displaying the output is given in Fig. 4.8.

A very important class of intrasystem cost analysis comparisons is that pertaining to the examination of variations in total system cost as the physical characteristics and the operational concept of the system are varied, assuming a fixed number of years of operation. Here, we shall in effect be applying some of the ideas set forth in Chapter 3 – for example, the concepts of total cost and marginal cost (the rate of change of total cost with respect to some key variable). System designers and decision-makers are interested in such explorations because the resulting trade-off information can be very useful in reaching judgments about the optimum configuration of the system.

As an illustration of this type of analysis, consider the case of a future aircraft system where the mission requires that a fleet of aircraft be continuously airborne on a series of stations which cover a large geographical area. A Navy antisubmarine warfare (ASW) mission in the future is a possible example.

Continuously airborne alert aircraft systems typically involve a host of significant variables: endurance hours of the aircraft to be employed in the system, extent of the area coverage, nature of the payload requirements, aircraft maintenance policy (one, two, or three shifts), and the like. Intra-
system cost analyses must usually explore the consequences of variations in these variables.

Figure 4.9 shows an example for a future ASW system to patrol and destroy ballistic missile-carrying enemy submarines, where aircraft endurance hours and area coverage (nautical miles out to sea from U.S. coastlines) are varied. Here total system cost is defined to be the costs of research and development + investment + 5 years of operation. Notice that as the area coverage is extended, the requirement for longer endurance becomes increasingly more severe.

Figure 4.10 contains another ASW system cost example. Here total system cost (defined as in Fig. 4.9) for each pound of payload (electronics, ASW missiles, and so on) on station is expressed as a function of the pounds
Fig. 4.9 - ASW system cost versus aircraft endurance for several area coverages

Fig. 4.10 - System cost per pound of payload on station versus aircraft payload weight of payload carried per aircraft.\textsuperscript{16} Curves are shown for three types of aircraft that might be candidates for use in the proposed ASW system.

\textsuperscript{16} Area coverage is fixed at 1,000 nautical miles.
Notice that the use of conventional jets in this mission application results in a considerably higher minimum cost point than for long-endurance aircraft, and that system cost per pound of payload on station is very sensitive to individual aircraft payload weight. Note also that as we move to the large, long-endurance aircraft, the costs become much less sensitive to a particular loading or payload weight. This might suggest that if the size of the payload to perform the future mission is clouded by uncertainties, then flexibility may be achieved by choosing the large, long-endurance aircraft.

**Intersystem Comparisons**

Intersystem comparisons were illustrated briefly earlier in this chapter (see Fig. 4.7, for example). We shall now present two additional cases to illustrate somewhat different aspects of cost analysis in support of the systems analysis process.

For the first example, consider proposed systems G and H as alternatives for doing some particular national security task in the future. The estimated total system costs (research and development + investment + a fixed number of years of operation) of G and H are as portrayed in Fig. 4.11.

![Fig. 4.11 - System cost versus force size for alternatives G and H](image)

Suppose that certain key effectiveness measures that can be quantified explicitly are comparable for G and H, but that H has less qualitative post-attack performance capability (QPAPC) than G. The difference in the system cost curves for G and H in Fig. 4.11, then, essentially represents the costs that must be incurred to get more QPAPC. But there are other ways to view the problem. Suppose, for example, that the force planners have a given budget (represented by \( L_0 \) in Fig. 4.11) to spend to supple-
ment the already planned forces in the mission area under consideration. For $L_0$, they can get a force size of $F_1$ for alternative $G$ or a much larger force ($F_2$) of system $H$. The planners may judge that the larger force of $H$ may more than compensate for its lower QPAPC. Or they may decide that $F_2$ of $H$ is roughly equivalent to $F_1$ of $G$ and decide to select $H$ for other qualitative reasons, such as political considerations.

As a second example of intersystem comparisons, consider the following: Suppose there are two new proposed alternatives, systems $J$ and $K$, which are estimated to be capable of doing the same national security task in the future with essentially the same degree of effectiveness for the time period of interest. Suppose further that the time-phased total system costs (in constant dollars) over a 15-year period in the future are as portrayed in Fig. 4.12. Here, the time preference assumption is a zero discount rate for the first 15 years and an infinite rate thereafter. Notice that in each case when the yearly costs are summed over the 15-year period, the totals are the same ($9$ billion each for $J$ and $K$).

On the basis of the data presented so far, we have an equal-effectiveness,
equal-cost situation; so presumably the decisionmakers would be indifferent regarding the choice of J or K— at least on the basis of the quantitative information available at this point.

Notice, however, that the time impacts of the costs for J and K are considerably different. The basic reason for the difference is that alternative J requires higher cost outlays (relative to K) early in the period because of greater research and development and investment costs. Apparently these outlays pay off in terms of an efficient operational system having relatively low operating costs later in the period. Notice, however, that the time impacts of the costs for J and K are considerably different. The basic reason for the difference is that alternative J requires higher cost outlays (relative to K) early in the period because of greater research and development and investment costs. Apparently these outlays pay off in terms of an efficient operational system having relatively low operating costs later in the period. Alternative K, on the other hand, has lower research and development and investment costs than J. Let us assume that this implies a less efficient operational system than J, with the result that larger operating costs are required to accomplish the specified task with the same degree of effectiveness as J. Indeed, the costs for K during the latter years of the 15-year period are about twice those of J.

In view of these differences in the time impact of the costs of J and K, the question arises as to whether the planners would still be indifferent regarding the choice of J or K if the time preference assumptions were varied. Suppose the base case (Fig. 4.12) were modified to reflect the following range of time preference specifications:

(1) 4.75% for 15 years; 0 rate thereafter
(2) 6% for 15 years; 0 rate thereafter
(3) 10% for 15 years; 0 rate thereafter
(4) 15% for 15 years; 0 rate thereafter.

The results, expressed in terms of present value costs in billions of constant dollars, would be as follows:

<table>
<thead>
<tr>
<th>Case</th>
<th>System J</th>
<th>System K</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>$9.0</td>
<td>$9.0</td>
<td>$ 0</td>
</tr>
<tr>
<td>(1)</td>
<td>6.3</td>
<td>5.9</td>
<td>0.4</td>
</tr>
<tr>
<td>(2)</td>
<td>5.8</td>
<td>5.3</td>
<td>0.5</td>
</tr>
<tr>
<td>(3)</td>
<td>4.5</td>
<td>3.9</td>
<td>0.6</td>
</tr>
<tr>
<td>(4)</td>
<td>3.3</td>
<td>2.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Here we see that the absolute cost differences between alternatives J and K increase slightly as the discount rate becomes larger. Depending upon

---

17 This need not always be the case, however.
18 The time-phased cost profiles for modifications (2) and (3) are portrayed in Figs. 4.13 and 4.14.
19 The relative differences, however, increase much more markedly; for example:

Modification (1): 0.4/6.3 = 6%
Modification (4): 0.6/3.3 ≈ 18%.
the details of the context for the particular decision at issue, the decision-makers may no longer be indifferent regarding the choice of J or K. If absolute cost differences are important, the planners are not likely to ignore a difference of some $500 million.

In any event, the cost analysts should calculate and present the implica-

Fig. 4.13 - Time-phased system costs for systems J and K, discounted for time preference at 6% for the first 15 years, ∞ thereafter

Fig. 4.14 - Time-phased system costs for systems J and K, discounted for time preference at 10% for the first 15 years, ∞ thereafter
lations of alternative assumptions about the rate of discount.\textsuperscript{20} The decision-makers will then have a better basis for taking time preference considerations into account.

Cost Analyses of Force Mixes
Comparisons of alternative force mixes\textsuperscript{21} in some future mission area comprise an important subset of the total spectrum of problem areas dealt with in systems analysis studies. Numerous examples of past applications could be cited, among them studies of alternative future mixes of:

1. Airlift, sealift, and prepositioning.
2. Regular and reserve forces in a given mission area.
3. Land-based and sea-based tactical airpower.
4. Land-based (fixed or mobile) strategic missile systems and water-based strategic missile systems.

In all these instances, significant complementarities exist among the alternative modes being considered. Complementarity is the key factor leading to force-mix studies.\textsuperscript{22}

The fixed budget approach is very common in dealing with force-mix problems. A particular form of this approach that is often used is one in which the presently planned force mix (and its implied cost level) is taken as the base case or point of departure for the analysis. Within the cost level of the base case, numerous variations in the various modes being considered are postulated and the effectiveness of the resulting total force mixes is evaluated quantitatively and qualitatively.

If the modes being examined are land-based and sea-based tactical

\textsuperscript{20} As pointed out in Chapter 3, the discount rate need not be held constant over the planning period of interest; it may be assumed to increase as a function of time. For example, if we assume 5 per cent for the first 5 years, 10 per cent for the next 5, and 15 per cent for the last 5 years of the planning period, the result is as follows:

\begin{center}
\begin{tabular}{lc}
\textit{Alternative} & \textit{Present Value} \\
& (\$ Billions) \\
J & 5.5 \\
K & 4.7 \\
\textit{Difference} & 0.8
\end{tabular}
\end{center}

\textsuperscript{21} A force mix consists of a combination of various types of program elements – for example, weapon and/or support systems.

\textsuperscript{22} However, the reader should not gain the impression that complementarities exist \textit{only} in force-mix contexts. Practically all resource allocation problems contain elements of both substitutability and complementarity. For an excellent discussion of this in the context of the economic theory of consumer behavior, see J. R. Hicks, \textit{Value and Capital}, 2nd ed. (Oxford: The Clarendon Press, 1950), Chapter III, "Complementarity".
airpower, for example, a postulated increase in the currently planned force of sea-based tactical air would have to be obtained by reducing the planned force of land-based tactical air. In all analyses of this type, the cost analysis study is a key input to the systems analysis, and it must be done first in order to generate the force mixes to be evaluated in the effectiveness analysis.

Let us consider an illustrative example of the cost portion of such an analysis. For simplicity, we shall assume that only two modes, X and Y, are being examined; and that the currently planned future total force level of X plus Y is \( P_x + P_y = P \), implying a total cost of \( C_p \). This is the base case.

Now assume that three changes in the number of organizational units of mode X in the base case are postulated: \( P_x - 1 \), \( P_x + 2 \), and \( P_x + 5 \). The question then becomes: What does this imply in the form of incremental changes to the planned forces of mode Y, and what are the resulting total force mixes of X and Y?

The cost analysts have to start out by estimating the incremental cost implications of \( P_x - 1 \), \( P_x + 2 \), and \( P_x + 5 \): that is, \(-\Delta C_{-1}, \Delta C_2, \text{ and } \Delta C_5\). Since the total cost level of both modes must always be \( C_p \) (the cost level of the base case), these incremental costs of the postulated force changes in mode X will change sign when applied to mode Y. The problem then becomes one of taking \( +\Delta C_{-1}, -\Delta C_2, \text{ and } -\Delta C_5 \), and through a cost analysis of force elements in mode Y, generating the implied incremental force changes in mode Y. (Call these \( P_y + \Delta Y_{-1}, P_y - \Delta Y_2, \text{ and } P_y - \Delta Y_5 \).) This is one of the key outputs of the cost analysis effort.

The results of the above, in terms of organizational units of X and Y, may be summarized as follows:

<table>
<thead>
<tr>
<th>Case</th>
<th>Mode X</th>
<th>Mode Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Case</td>
<td>( P_x )</td>
<td>( P_y )</td>
</tr>
<tr>
<td>I</td>
<td>( P_x - 1 )</td>
<td>( P_y + \Delta Y_{-1} )</td>
</tr>
<tr>
<td>II</td>
<td>( P_x + 2 )</td>
<td>( P_y - \Delta Y_2 )</td>
</tr>
<tr>
<td>III</td>
<td>( P_x + 5 )</td>
<td>( P_y - \Delta Y_5 )</td>
</tr>
</tbody>
</table>

Suppose that the cost analysts have completed their work and that the results are as portrayed in Fig. 4.15. Here, the total force mixes (mode X

\[23\] In an actual systems analysis problem these modes could be any one of a number of possibilities: for example, land-basing vs. sea-basing for a certain type of military capability. Within each mode there would normally be several program elements (e.g., weapon and/or support systems).

\[24\] In this example, the "deltas" denote increments (positive or negative, depending upon the prefacing sign).
plus mode Y) are plotted as a function of the number of organizational units of mode X.\textsuperscript{25} Notice that in each case the total force is expressed in terms of the total number of combat-ready major equipments available from the number of organizational units in mode X and mode Y. This is the key output of the cost analysis, which, in turn, is one of the main inputs to the effectiveness analysis.

![Graph showing total number of combat-ready air vehicles as a function of mode X units.](image)

**Fig. 4.15** - Total number of combat-ready air vehicles (mode X + mode Y) as a function of force size of mode X

Notice also that the cost analysts calculated a range of estimates for each case. The curves A and B bracket the region where the "expected value" cases are likely to fall. On the basis of A and B alone, the conclusion

\textsuperscript{25} Recall that in all instances the total cost level is constant at $C_p$. 
is that there is essentially a one-to-one cost trade-off between units of
mode X and mode Y as incremental changes are made to the planned
force over the range postulated in the study for the stipulated total force
cost level \( C_f \).

This, however, may not be the whole story, since major uncertainties
are usually present in a force-mix analysis like the one we are considering.
Examples are:

1. Uncertainties about how support activities (and hence support
costs) change as incremental changes are made to the currently
planned number of combat units.
2. Uncertainties about the cost of new major equipments in the future.
3. Uncertainties about what should be assumed regarding the useful
life of the combat weapon systems in the total force mixes.

While uncertainties like these taken one at a time may not have a sig-
nificant impact on the outcome of the cost analysis,\(^{26}\) they may be of con-
siderable importance when taken in various combinations. In any event,
cost analysts should explore such possibilities through sensitivity analyses.

Suppose that in our hypothetical illustration the cost analysts did their
job properly and that examples of the results are as portrayed by curves C
and D. Suppose further that these situations are well within the realm of
possibility. While curve C may or may not have a significant impact on the
effectiveness analysis, curve D is very likely to. The analysts responsible for
the effectiveness analysis would certainly want to know about such possi-
bilities and the details of the specific assumptions that produce them.
Again, this is an example of how cost analysts try to face up to uncertainty
explicitly and not to be satisfied by merely calculating expected value cases.

**Total Force Structure Cost Analysis**

Systems analyses involving comparisons among individual systems and
among force mixes of subsets of total forces represent the heart of an
analytical effort in support of the long-range planning process. Ultimately,
however, the long-range planners must put all the pieces together in the
form of projected total force structures. As in the case of examining pieces
of the total force, they will want to investigate alternatives.

While no one has yet been able to devise ways of quantitatively assessing
the effectiveness of total force structures, something can nevertheless be
done regarding the *cost* aspects of total force planning.\(^{27}\) A well-rounded

---

\(^{26}\) That is, the total number of combat-ready major equipments in mode X plus mode Y.

\(^{27}\) In many instances, however, effectiveness measures can be derived for *increments to*
a total force – a most important consideration in force planning deliberations. Increment-
mental costs must, of course, be related to the increments in effectiveness.
military cost analysis capability must therefore include the ability to investigate the cost implications of alternative future total force proposals. This must be done not only in terms of dollar measures like total obligatory authority (TOA), but also in terms of various physical units of measure, like manpower.

The output of a total force structure cost analysis typically has many dimensions, and the information can be summarized and presented in a variety of possible formats and in various levels of aggregation. One possibility is illustrated in Table 4.2. While this particular format provides for conveying a good deal of information, it is still at a very high level of aggregation with respect to both program element detail and cost category detail. One form of breakdown of the research and development, investment, and operating cost categories that is often used is the Department of Defense's conventional budget structure: construction, procurement, operations and maintenance, military personnel, and RDT&E (research, development, test, and evaluation).

To be of real use to long-range force planning decisionmakers, a cost analysis capability for investigating total force structures must be able to assess rapidly the resource impact of alternative proposals. Since total force cost analysis typically involves thousands of calculations, this requirement cannot be met unless the methods used are automated in part.

The heart of total force structure comparisons centers around the examination of alternatives to some base case. As pointed out previously, this base case usually takes the form of the projected force structure implications of major program decisions made to date. Then the long-range planning activities focus primarily on examining proposed alternatives to the base case.

As we said earlier, the base case represents a "spendout" of the major program decisions made as of some point in time, assuming no new research and development, investment or operational concept decisions beyond that point. The result is a declining total force cost curve as a function of future time out to the point where the total becomes essentially the operating cost of the projected total force (see Fig. 4.16).

---

28 TOA is a technical term which we shall define explicitly in a later discussion. Broadly speaking, it means the gross funding requirements, year-by-year, that are necessary to support a given projected force. Particularly for investment items (for example, equipments and facilities), a given TOA in year \( N \) usually results in expenditures in years \( N, N+1, N+2, \) or even later.

29 Total force structure cost models are discussed in some detail in Chapter 7.

30 Often times because of particularly heavy investment commitments contained in decisions "made to date," the spendout total cost curve goes up before it starts its decline.
<table>
<thead>
<tr>
<th>Major Program and Program Element</th>
<th>Force Structure</th>
<th>Military</th>
<th>Civilian</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. of Units (End of FY)</td>
<td>'68 '69 '70 '71 '72 ... '78</td>
<td>'68 '69 '70 '71 '72 ... '78</td>
</tr>
<tr>
<td>STRATEGIC OFFENSIVE AND DEFENSIVE FORCES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Offense</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B-52 Manned Bomber System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minuteman ICBM System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fleet Ballistic Missile System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Offense</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continental Defense</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-106 Manned Interceptor System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIKE Missile Interceptor System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballistic Missile Defense System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Defense</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL STRATEGIC OFF. AND DEF. FORCES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GENERAL PURPOSE FORCES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infantry Divisions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Armored Divisions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navy Attack Carriers (CVAs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-111 Land-Based Tactical Air System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL GENERAL PURPOSE FORCES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIRLIFT AND SEALIFT FORCES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navy Transport Ships</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navy Forward Floating Depots (FDLs)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-141 Strategic Airlift System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C-5A Strategic Airlift System</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL AIRLIFT AND SEALIFT FORCES</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OTHER MAJOR PROGRAM AREAS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Listed by Major Program and Program Elements in each, as above)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRAND TOTAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Expenditures (or &quot;Total Obligational Authority&quot;) in Millions of 1968 Dollars</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Research and Development</td>
<td>Investment</td>
<td>Operation</td>
<td>Total Expenditure</td>
</tr>
<tr>
<td>'68 '69 '70 '71 '72 ... '78 '68 '69 '70 '71 '72 ... '78 '68 '69 '70 '71 '72 ... '78 '68 '69 '70 '71 '72 ... '78</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Suppose now that the planners want to consider certain phase-outs of the projected forces in the base case and at the same time to consider substantial phase-ins of new capabilities in several mission areas. What is the net result on the total obligational authority (TOA) level for the total force? The outcome may look something like that for “force variation No. 1” portrayed in Fig. 4.17.
Here the base case is the same as in Fig. 4.16, and the curve AB represents the total for force variation No. 1. The shaded area indicates the net increment of TOA estimated to be required if the postulated variation should be adopted. Notice that in the later time periods the curve AB represents, in a sense, a "second generation spendout" of research and development, investment, and operational concept decisions implied by force variation No. 1.

Upon examining these results the force planners may judge that for political or other reasons the peak TOA requirements in the mid-1970s for force variation No. 1 are too high. They therefore engage in an exercise to see if another alternative can be postulated which will cut down the TOA peak considerably and at the same time not result in an unacceptable degradation in the effectiveness of the total force. Suppose that they come up with force variation No. 2, which has the estimated TOA curve shown in Fig. 4.18 (curve AC).

![Fig. 4.18 - TOA levels implied by the base case, force variation No. 1, and force variation No. 2](image)

Further examination of these results might indicate that force variation No. 2 is not acceptable either, and that therefore another iteration in the planning process should be initiated. This process could continue through a number of re-cyclings.

In sum, long-range total force structure planning is typically an iterative,
experimental process; and if a military cost analysis capability is to be useful in serving that process, it must be set up to provide the kinds of information needed by the force planning decisionmakers. A fundamental requirement is to be able to assess rapidly the future resource implications of numerous proposed alternatives to the currently projected total force.

Summary
The main points contained in this chapter may be summarized as follows:

1. The central problem facing military cost analysts is to develop concepts and procedures for assessing the economic cost implications of proposed alternative future courses of action under conditions of uncertainty.

2. Some of the more important distinguishing features of the conceptual framework for military cost analysis are:

   a. An output-oriented analytical capability for developing and presenting results in terms of program elements (e.g., weapon and/or support systems) of interest to the long-range planning decisionmakers.

   b. Provision for life cycle identification (research and development, investment, and operating costs) and for an appropriate input structure.

   c. Emphasis on generating the economic costs of alternatives: for example, incremental or marginal costs, explicit treatment of time preference, and so on.

   d. Provision for explicit treatment of uncertainty.

   e. Emphasis on accuracy in a relative or comparative sense.

   f. A recognition that the backbone of a cost analysis capability is the systematic collection of data and information, and the derivation of estimating relationships.

3. The specifics of how the cost analysis activity feeds the systems analysis process are somewhat different, depending upon whether a fixed budget or fixed effectiveness approach is used in the analysis.

4. The four general types of contexts for military cost analysis are:

   a. Intrasystem comparisons.

   b. Intersystem comparisons.

   c. Force-mix comparisons.

   d. Total force structure comparisons.

Suggested Supplementary Readings


Chapter 5

THE INPUT SIDE

Inputs in Cost Analysis

So far in this book our orientation has been primarily toward output-orientated packages of military capability, such as weapon systems, which are in some way related to the attainment of national security objectives. This focus is necessary, of course, since the output dimension is of the first importance to long-range planning decisionmakers, and hence to systems analysts. The problems and the results of cost analyses must be structured in terms of programs and program elements that the planners are considering in their deliberations.

While this is the prime requirement for the major product of the military cost analysis effort, it bears repeating that the basic work of cost analysis must be conducted in terms of a different dimension. The cost analyst simply cannot estimate the cost of an output-oriented package of military capability per se. Such packages must be broken up into their basic resource components (manpower, equipments, facilities, and the like) and functional categories made up of combinations of these resource components (maintenance, training, and so on).¹ We shall refer to sets of these resource and functional categories as “input structures.” These constitute one of the major components of the so-called input side of military cost analysis.

Another major part of the input side is what may be called the “descriptive information” input to the cost analysis process. By this we simply mean the set of specifications describing the proposed new output-oriented package under consideration. If the package happens to be a weapon system, the set of descriptive information will include such data as major equipment specifications (performance characteristics, physical characteristics, and so on) and key specifications regarding the operational concept (deployment scheme, activity rates, dispersal scheme, and so on). Some subset of these system specifications will feed into the estimating procedure established for each one of the categories (or subcategories) in the input structure.

¹ The basic resource inputs can, in effect, be aggregated into various kinds of input packages. That is, we can pick up the inputs at various levels of aggregation from the disaggregated array of resources, at the one extreme, to the aggregate of the dollar costs of these resources, at the other. The task is to identify levels of aggregation, or input packages, that can be related to outputs and that are helpful in the estimation process.
Suppose, for example, that one of the categories in the input structure for future Weapon System X is called "maintenance of major equipment." Suppose also that an analysis of historical maintenance data for major equipments somewhat similar to that proposed for use in System X yields a statistical estimating relationship which says that maintenance cost ($C$) can be estimated as a function of equipment weight ($W$), equipment speed ($S$), and expected activity rate ($A$). We have, therefore:

$$C = f(W, S, A).$$

(1)

Now from the system description information for System X, suppose that the values for the maintenance cost generating variables are $\bar{W}$, $\bar{S}$, and $\bar{A}$. Substituting these in equation (1) we obtain the estimated major equipment maintenance cost for System X:

$$\hat{C} = f(\bar{W}, \bar{S}, \bar{A}).$$

(2)

Estimates of cost for other categories in the input structure are obtained in a similar fashion, although in some cases the route is less direct. For example, some of the input structure categories may have estimating relationships containing "number of personnel" as an explanatory (cost-generating) variable. Here, an intermediate step is required. Using certain of the input data in the system description, and possibly other information as well, a manpower estimating subroutine or submodel is used to estimate the personnel requirements (number of officers, enlisted men, and civilians) for manning of the proposed new system. These manpower requirements estimates are then fed into the estimating procedures for those categories in the input structure requiring "number of personnel" as an input.

In summary, for a particular output-oriented package of military capability under consideration, the "input side" of cost analysis consists of four interrelated major components:

1. A set of descriptive information setting forth major equipment performance or physical characteristics, key specifications of operational concept, and the like.
2. An input structure containing well-defined resource and functional categories.
3. Estimating procedures (for example, estimating relationships) for each category or subcategory in the input structure.

---

2 If the system is an aircraft system, activity rate may be flying hours per year, for example.
3 For example, the estimating equation for "personnel facilities" may well contain "number of officers" and "number of enlisted men" as cost-generating variables.
4. Submodels or subroutines for making certain intermediate calculations (of manpower requirements, for example) which may be used in several categories in the input structure.

An Example
Perhaps it would be helpful to present an example to demonstrate how all of these pieces fit together in the cost analysis process. To do this we shall not go into detail for all categories in the input structure. Rather, a few will be singled out to illustrate some of the main points to be emphasized in this chapter.

Let us assume that a systems analysis is being conducted to examine alternative ways of meeting national security objectives in the strategic offensive mission area some 10 to 15 years from now. One of the proposed alternatives is a new strategic manned bomber aircraft called the B-x. The cost analysts are called upon to estimate the total system cost\(^4\) for the proposed output-oriented package of military capability labeled the “B-x System.” That is to say, what would be the dollar expenditure implications of a decision to add a certain force size of B-x’s to the future strategic forces, assuming a concomitant phase-out of existing B-52 units?\(^5\)

<table>
<thead>
<tr>
<th>TABLE 5.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-x Aircraft Characteristics</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross takeoff weight</td>
<td>350,000 lb</td>
</tr>
<tr>
<td>Empty weight</td>
<td>133,910 lb</td>
</tr>
<tr>
<td>AMPR weight</td>
<td>102,700 lb</td>
</tr>
<tr>
<td>Wingspan</td>
<td>Variable: 77 ft (swept)</td>
</tr>
<tr>
<td></td>
<td>145 ft (extended)</td>
</tr>
<tr>
<td>Length</td>
<td>182 ft</td>
</tr>
<tr>
<td>Height</td>
<td>31.7 ft</td>
</tr>
<tr>
<td>Engines</td>
<td>4</td>
</tr>
<tr>
<td>Thrust per engine, dry</td>
<td>16,650 lb</td>
</tr>
<tr>
<td>Thrust per engine, augmented</td>
<td>25,800 lb</td>
</tr>
<tr>
<td>Maximum speed at altitude</td>
<td>Mach 2.2 (1,260 K)</td>
</tr>
<tr>
<td>Fuel capacity</td>
<td>201,450 lb</td>
</tr>
<tr>
<td>Range</td>
<td>6,300 n mi</td>
</tr>
<tr>
<td>Crew size and composition</td>
<td>3 (2 pilots, 1 navigator-bombardier)</td>
</tr>
<tr>
<td>Runway requirement</td>
<td>5,000 ft to clear 50 ft</td>
</tr>
<tr>
<td>Armament</td>
<td>Same as B-52</td>
</tr>
</tbody>
</table>

\(^4\) Research and development, investment, plus a number of years operating cost.

The descriptive information for the B-x system includes aircraft characteristics like those presented in Table 5.1. It also includes data on the B-x operational concept like the following:

1. The organizational unit is assumed to be similar to the present B-52 system—a wing-type organization with 15 aircraft per wing, with an additional 10 percent in command support (maintenance pipeline).

2. Phasing assumption: As B-52 wings are phased out of the operational force in the future, they are replaced wing-by-wing by the B-x.

3. Deployment and basing: Each B-x wing will operate from a base within the continental United States that it has inherited from the B-52.

4. Force size: 10 wings assumed for the base case.

5. Number of years of operation: 5 years assumed for the base case.


7. Alert concept: Seven B-x aircraft in each wing are to be on continuous ground alert.

8. B-x crew schedule (hours per month):

   Ground alert duty ... ... ... ... 130
   Flying time (B-x) ... ... ... ... 22
   Flying time (training and mission support aircraft ... ... ... ... 8
   Nonflying duty ... ... ... ... 40

   Total ... ... ... ... 200

9. Number of aircraft assumed to be required for the research and development program: 10 vehicles.

The input structure to be used in building total system cost estimates for the B-x is portrayed in Table 5.2. This is presented only as an example of one of several possibilities, not as the "preferred" input structure. The important point, whatever input structure is chosen, is that the various categories be carefully defined. For example, does the category "Primary Mission Equipment Maintenance" include both base level and depot level maintenance? (In our example, it does.) Does depot maintenance include a pro rata share of the headquarters administrative costs of the Air Force Logistics Command depot where the maintenance is assumed to be per-
<table>
<thead>
<tr>
<th>Research and Development</th>
<th>Investment Costs</th>
<th>Operating Costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design and Development</td>
<td>Facilities</td>
<td>Facilities Replacement and Maintenance</td>
</tr>
<tr>
<td>Airframe</td>
<td>Primary Mission Equipment (PME)</td>
<td>PME Replacement</td>
</tr>
<tr>
<td>Initial Engineering</td>
<td>Airframe</td>
<td>Airframe</td>
</tr>
<tr>
<td>Development Support</td>
<td>Manufacturing Labor</td>
<td>Manufacturing Labor</td>
</tr>
<tr>
<td>Initial Tooling</td>
<td>Manufacturing Materials</td>
<td>Manufacturing Materials</td>
</tr>
<tr>
<td>Engines</td>
<td>Sustaining and Rate Tooling</td>
<td>Sustaining and Rate Tooling</td>
</tr>
<tr>
<td>Avionics</td>
<td>Sustaining Engineering</td>
<td>Sustaining Engineering</td>
</tr>
<tr>
<td>System Test</td>
<td>Other</td>
<td>Other</td>
</tr>
<tr>
<td>Flight Test Vehicle Production</td>
<td>Engines</td>
<td>Engines</td>
</tr>
<tr>
<td>Airframe</td>
<td>Avionics</td>
<td>Avionics</td>
</tr>
<tr>
<td>Manufacturing Labor</td>
<td>Unit Support</td>
<td>PME Maintenance</td>
</tr>
<tr>
<td>Manufacturing Materials</td>
<td>Aerospace Ground Equipment (AGE)</td>
<td>PME Fuels, Oils, &amp; Lubricants (FOL)</td>
</tr>
<tr>
<td>Sustaining and Rate Tooling</td>
<td>Other Equipment</td>
<td>Unit Support Aircraft Maintenance and FOL</td>
</tr>
<tr>
<td>Sustaining Engineering</td>
<td>Initial Inventories of Supplies</td>
<td>AGF Replacement and Maintenance</td>
</tr>
<tr>
<td>Other</td>
<td>(Excluding Spares)</td>
<td>Personnel Pay and Allowances</td>
</tr>
<tr>
<td>Engines</td>
<td>Initial Inventories of Equipment</td>
<td>Personnel Replacement Training</td>
</tr>
<tr>
<td>Avionics</td>
<td>Spares and Spare Parts</td>
<td>Annual Travel</td>
</tr>
<tr>
<td>Flight Test Operations</td>
<td>Personnel Training (Initial)</td>
<td>Annual Transportation</td>
</tr>
<tr>
<td>Flight Test Support</td>
<td>Initial Travel</td>
<td>Annual Services</td>
</tr>
<tr>
<td></td>
<td>Initial Transportation</td>
<td></td>
</tr>
</tbody>
</table>
formed? (In our example, the answer is “no,” since these costs are essentially insensitive to the decision to have or not to have the B-x.)

At this point we have two of the four basic ingredients of the cost analysis process: the system description information for the B-x, and the input structure. For simplicity in this illustration we shall assume the following for the remaining two ingredients:

- The existence of a cost analysis procedure (for example, a set of estimating relationships) for each of the categories and subcategories in the input structure.
- The existence of the necessary submodels or procedures to feed inputs to various categories in the input structure.\(^6\)

Our task is now to show briefly how the four pieces fit together. Since the objective here is to illustrate basic principles, it is not necessary to discuss in detail the data base and the estimating procedures for each category in the input structure. Rather, we shall select a few cases to serve as examples: facilities investment, investment in primary mission equipment, and primary mission equipment maintenance.\(^7\)

**Facilities Investment**

From the B-x System descriptive information it is apparent that the facilities investment cost for the B-x will not be very great, because the B-x is assumed to inherit facilities from the phase-out of the B-52s. Here the main task of the cost analyst is to compare the estimated facilities requirements for the B-x with those of the existing B-52s and see if there are any significant deficiencies. Suppose that this is done, and that only a few instances are found where deficiencies are likely to exist, one of them being fuel storage facilities:

<table>
<thead>
<tr>
<th>B-x estimated requirement</th>
<th>4.49 million gal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical B-52 base</td>
<td>2.54 million gal</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Deficiency</td>
<td>1.95 million gal</td>
</tr>
</tbody>
</table>

Suppose now that an analysis of underground fuel storage costs produces

---

\(^6\) For example, in the manpower area we would take various data from the system description information (such as the organizational unit concept, the alert concept, or the crew activity rate schedule) and various bits of information from other sources (such as Unit Manning Documents for present strategic bomber systems), and then, using the manpower submodel, we would derive estimates of the number of officers, airmen, and civilians required to man the B-x System.

\(^7\) The numbers used in the illustrations to follow are hypothetical.
the relationship shown in Fig. 5.1. On the basis of this estimating relationship it would appear that a construction cost of about $0.65 per gallon would be appropriate for the problem at hand. Therefore, the estimated incremental cost per base for the B-x is:

\[(1.95 \text{ million gal})(\$0.65) = \$1.3 \text{ million.}\]

Using similar methods, assume that we find that the B-x requires an additional $1 million per base for other incremental facilities, such as specialized maintenance facilities. The total incremental cost for all facilities, then, becomes $2.3 million per base, or $23.0 million for the total B-x System (the 10-wing base case).8

Investment in Primary Mission Equipment
The problem here is to estimate the investment cost of the initial inventory of operational B-x aircraft. Cost analysis of proposed future major equipments is typically a rather complicated process. However, for the purposes of the present discussion, it is not necessary to treat the subject in great detail.

Generally speaking, the costs of proposed future manned aircraft are

---

8 As we shall see later, this is a very small fraction of the total B-x System cost. In other cases, facilities cost can be a major item in total system cost.
estimated by using statistically derived estimating relationships which express cost per aircraft as a function of variables expressing performance or physical characteristics, and cumulative production quantity. The quantity variable need not necessarily be part of the basic estimating equation. For example, it is fairly typical to have the following:

\[ C_b^q = f(x_1, x_2, \ldots, x_n; y_1, y_2, \ldots, y_m), \]  

(3)

where \( C_b^q \) = production unit cost of aircraft type \( b \) (in our case manned bombers) for “normalized” cumulative quantity \( q \) (for example, cumulative number of aircraft produced = 100 is often used in practice\(^9\))

\( x \)'s = set of bomber aircraft performance characteristics (speed, range, and so on)

\( y \)'s = set of bomber aircraft physical characteristics (weight, wing-span, and so on),

and

\[ C_b = g(Q \mid C_b^q), \]  

(4)

where

\( C_b \) = cost of varying quantities of aircraft type \( b \), given \( C_b^q \)

\( Q \) = cumulative production quantity.

Thus, (3) is the basic equation which expresses cost per aircraft as a function of performance and physical characteristics at some point on a cost-quantity curve (say, at cumulative output quantity 100). Then an appropriate cost-quantity function is fitted through this point to express aircraft cost as a function of cumulative quantity.\(^10\)

From this general description the reader will no doubt get the impression that the cost of the total aircraft is estimated as an entity. This is usually not the case. Generally speaking, the total aircraft is broken down into its major subsystems: airframe, engines, avionics. Then each of these may be broken down further. For example, airframe may be segregated into functional categories like manufacturing labor cost, manufacturing materials cost, tooling, engineering, and so on. In sum, the cost analysis task is disaggregated into numerous components, and appropriate estimating relationships are developed for each. Then these relationships

\(^9\) Selection of a number for \( q \) is, of course, somewhat arbitrary. However, it should be (1) large enough to avoid the abnormalities and irregularities characteristic of units fabricated early in the production run, and (2) not so large as to rule out inclusion of relevant historical cases in the data base used to derive the basic estimating equation.

\(^10\) This is one of the simplest procedures. Other methods are more complex, but this need not concern us here.
are combined to get a cost-quantity estimating equation for the total aircraft (total flyaway production cost).

Suppose that this has been done for our B-x example, and that the end result of the estimating relationship work is the cost-quantity curve shown in Fig. 5.2.\(^{11}\) (Line AB is the cost-quantity relationship for the total B-x aircraft.) Let us now use this relationship to develop the estimate of production cost for B-x aircraft for the category "Investment in Primary Mission Equipment."

![Log-Log Scale Graph](image)

**Fig. 5.2 - Cost-quantity relationship for the B-x**

Aircraft cost is, of course, a function of total quantity produced. How many will be needed, in total, for our B-x base case? From the B-x System description information,\(^ {12}\) we know that the first 10 aircraft are required

---

\(^{11}\) Here we are using a cumulative average cost-quantity curve. This means that the point on the curve for cumulative output 100, for example, represents the total production cost for 100 units divided by 100. (Cost-quantity relationships are discussed in some detail in the next chapter.)

\(^{12}\) See items (1), (4), (5), and (9), p. 103.
for the development program, 150 aircraft (15 per wing for a 10-wing force) are required for the basic unit equipping (U.E.) of the B-x wings, 15 aircraft are needed for command support (10 percent of basic U.E.), and a certain number of vehicles must be procured as replacement aircraft for the expected peacetime attrition over a 5-year period. We must make an estimate of this last quantity.

Suppose that the cost analysts have examined the attrition rate history of a number of past and current bomber aircraft, and that the result is the estimating relationship portrayed in Fig. 5.3. Here, aircraft lost because of peacetime attrition is plotted as a function of total system flying hours. From the data contained in the B-x system description information, we can calculate the total system flying hours for the base case: 515,000. The B-x operational concept calls for 7 aircraft in each wing to be on continuous ground alert. The ground alert duty for each crew is assumed to be 130 hours per month, and the flying time in the B-x for each crew is specified to be 22 hours per month.

The amount of aircraft time that must be spent on ground alert duty is:

\[
\frac{24 \text{ hr} \times 365 \text{ days} \times 7 \text{ aircraft}}{12 \text{ mo}} = 5,110 \text{ hr/mo}
\]
the "expected value" curve in Fig. 5.3, the estimated number of B-x aircraft to be procured for attrition is about 32.

We can now add up the number of B-x aircraft required for the total system:

1. R & D aircraft 
2. U.E. aircraft (15 x 10 wings) 
3. Command support (10% of U.E.) 
4. Replacement (5-year operation) 

\[
\begin{align*}
&1. \ R & \ & D \ & \text{aircraft} & \ 10 \\
&2. \ U.E. \ & \ & \text{aircraft} \ & \ (15 \times 10 \ & \text{wings}) & \ 150 \\
&3. \ \text{Command} \ & \ & \text{support} \ & \ (10\% \ & \text{of} \ U.E.) & \ 15 \\
&4. \ \text{Replacement} \ & \ & \text{5-year \ & \operation} & \ 32 \\
&\text{Total} & \ & \ & \ & \ 207
\end{align*}
\]

The 165 aircraft shown as items (2) and (3) are the ones pertaining to the category in the input structure that we are interested in here - the investment in primary mission equipment for the initial operational inventory. However, we have to consider items (1) and (4) in order to achieve the desired result. Here is an example of a case where several categories in the input structure have to be considered simultaneously.

Returning now to curve AB in Fig. 5.2, we see that:

1. Cumulative average cost through unit 207 = $11.3 million.
2. Cumulative average cost through unit 10 = $30.7 million.
3. Total cost of 207 units is 207 x $11.3 million = $2339.1 million.
4. Total cost of the first 10 units is 10 x $30.7 = $307.0 million.

The difference between (3) and (4) gives us the total cost of units 11 through 207: $2032.1 million. Thus, the average cost of these 197 aircraft (that is, the 165 we are interested in plus the 32 aircraft estimated for replacement) is:

\[
\frac{\$2032.1 \ \text{million}}{197 \ \text{aircraft}} = \$10.3 \ \text{million per aircraft.}
\]

for each wing of B-x's. Dividing this figure by the 130 hours per month that each crew is assumed to spend on ground alert gives us the number of crews per wing: 5,110/130 = 39 (rounded). Since each crew is assumed to fly 22 hours per month in the B-x, the flying schedule for each wing is:

22 hr/mo x 39 crews = 858 hr/mo.

The total of flying hours for the 10-wing B-x force for 5 years, then, is:

858 hr/mo x 60 mo x 10 wings = 515,000 (rounded).

\[14\] In order to keep this illustration simple, we shall use "expected value" numbers throughout the example.

\[15\] The 10 R & D aircraft pertain to the category in the input structure called "Flight Test Vehicle Production." The 32 replacement aircraft pertain to "PME Replacement" under operating costs. (See Table 5.2.)
Finally, then, the investment cost of the B-x aircraft procured for the initial inventory of primary mission equipment for a 10-wing force is:

\[(150 + 15 \text{ aircraft})(\$10.3 \text{ million}) = \$1699.5 \text{ million}.\]

**Primary Mission Equipment Maintenance**

As a final example, let us consider a category under the operating cost heading: "Primary Mission Equipment Maintenance."

One way to estimate the maintenance cost for proposed future manned aircraft systems is to use generalized estimating relationships. These may be derived from an analysis of historical data and information on equipments similar to the ones being considered for the future. The objective is to try to develop relationships which express maintenance cost as a function of cost-generating variables such as equipment physical or performance characteristics, activity rate, and the like.

Suppose that in the case of the B-x example the cost analysts have made a careful examination of base and depot maintenance data for past and current bomber aircraft systems and that the following relationship is deemed appropriate for use in estimating maintenance cost for the B-x: \(^{16}\)

\[C_m = 46.34 + 0.0556X_1 + 0.0824X_2,\]

where

- \(C_m\) = maintenance (base + depot) cost per flying hour (in dollars)
- \(X_1\) = level-off production cost of the aircraft in thousands of dollars\(^ {17}\)
- \(X_2\) = bomber aircraft maximum speed (at altitude) in knots.

To determine the value of \(X_1\) to use for the B-x, we take the cumulative average production cost curve AB in Fig. 5.2 and plot it on an arithmetic grid. The result is portrayed in Fig. 5.4. From this it would appear that cumulative output 1,000 is a reasonably good point to pick for the "level-off" cost. We therefore shall use \$6.3 million for the value of \(X_1\) for the B-x.

From the B-x system description (see Table 5.1), the maximum speed at altitude for the B-x is 1,260 knots. This is the value of \(X_2\).

\(^{16}\) Here we shall not discuss the mechanics of deriving estimating relationships. This subject is taken up in the next chapter.

\(^{17}\) "Level-off cost" is defined in this case as the point on the cumulative average cost quantity curve (plotted on arithmetic grids) where aircraft cost becomes essentially horizontal to the quantity axis.
Substituting $X_1 = 6,300$ and $X_2 = 1,260$ in the maintenance cost estimating relationship, we have:

$$C_m = 46.34 + 0.0556(6300) + 0.0824(1260)$$
$$= 46.34 + 350.28 + 103.82$$
$$= 500.44.$$

Thus, we have an estimate of about $500 per flying hour for the maintenance cost of the B-x. The total B-x system flying hours for a 5-year period were computed previously as 515,000 (see footnote 13, page 109). The maintenance cost for the total system can therefore be estimated to be:

$$(500 \text{ per flying hr})(515,000 \text{ hr}) = 257.5 \text{ million}.$$
TABLE 5.3  
Summary of costs for the B-x System 
(Base Case)

<table>
<thead>
<tr>
<th>Category</th>
<th>Percent of Total</th>
<th>Cost (In $ Millions)</th>
<th>Percent of Grand Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Research and Development</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design and Development</td>
<td>60.7</td>
<td>824.0</td>
<td></td>
</tr>
<tr>
<td>System Test</td>
<td>39.3</td>
<td>534.0</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0</td>
<td>1358.0</td>
<td>24.4</td>
</tr>
<tr>
<td><strong>Initial Investment (10 Wings)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilities</td>
<td>1.1</td>
<td>23.0</td>
<td></td>
</tr>
<tr>
<td>Primary Mission Equipment (PME)</td>
<td>77.5</td>
<td>1699.5</td>
<td></td>
</tr>
<tr>
<td>Unit Support Aircraft</td>
<td>—</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Aerospace Ground Equipment (AGE)</td>
<td>5.4</td>
<td>119.0</td>
<td></td>
</tr>
<tr>
<td>Other Equipment</td>
<td>—</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>Stocks</td>
<td>0.1</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>Spares</td>
<td>15.5</td>
<td>339.9</td>
<td></td>
</tr>
<tr>
<td>Personnel Training</td>
<td>0.1</td>
<td>—</td>
<td>1.2</td>
</tr>
<tr>
<td>Initial Travel</td>
<td>—</td>
<td>—</td>
<td>0.1</td>
</tr>
<tr>
<td>Initial Transportation</td>
<td>0.3</td>
<td>6.9</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0</td>
<td>2191.6</td>
<td>39.3</td>
</tr>
<tr>
<td><strong>Operation (10 Wings, 5 Years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilities Replacement and</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maintenance</td>
<td>12.4</td>
<td>250.5</td>
<td></td>
</tr>
<tr>
<td>PME Replacement</td>
<td>16.3</td>
<td>329.6</td>
<td></td>
</tr>
<tr>
<td>PME Maintenance</td>
<td>12.7</td>
<td>257.5</td>
<td></td>
</tr>
<tr>
<td>PME Fuel, Oil, and Lubricants</td>
<td>6.7</td>
<td>136.5</td>
<td></td>
</tr>
<tr>
<td>(FOL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unit Support Aircraft Maintenance</td>
<td>0.6</td>
<td>13.1</td>
<td></td>
</tr>
<tr>
<td>and FOL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGE R &amp; M</td>
<td>5.6</td>
<td>112.5</td>
<td></td>
</tr>
<tr>
<td>Personnel Pay and Allowances</td>
<td>37.3</td>
<td>755.0</td>
<td></td>
</tr>
<tr>
<td>Personnel Replacement Training</td>
<td>5.4</td>
<td>110.0</td>
<td></td>
</tr>
<tr>
<td>Annual Travel</td>
<td>0.1</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>Annual Transportation</td>
<td>0.1</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>Annual Services</td>
<td>2.8</td>
<td>56.0</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>100.0</td>
<td>2025.8</td>
<td>36.3</td>
</tr>
<tr>
<td><strong>Grand Total</strong></td>
<td></td>
<td>5575.4</td>
<td>100.0</td>
</tr>
</tbody>
</table>
The next step is very likely to be to calculate the system costs for several force sizes, so that a plot like that shown in Fig. 5.5 may be developed. Notice that in Fig. 5.5 total system cost is increasing at a decreasing rate as the force size expands; that is, marginal cost with respect to number of wings is declining.

![Graph](image)

*Fig. 5.5 – B-x system cost as function of force size*

Another thing that might be done is to examine the sensitivity of total B-x system cost to possible errors in the input data. Suppose, for example, that there are significant uncertainties about some of the estimating relationships used to derive estimates of the primary mission equipment (PME) costs for the B-x system. What would be the impact on total system cost if the estimating error were 25 per cent? Or 50 per cent? The results of the sensitivity analysis portrayed in Fig. 5.6 indicate that a 25 percent error in PME cost would change total system cost by about 7.5 percent, while a 50 percent error would result in a change of 15 percent in system cost.

Many other types of analyses may be done, depending upon the nature of the systems analysis study that the cost analysis effort is supporting.
Fig. 5.6 – Effect on total system cost of estimating errors in B-x primary mission equipment cost

Major equipment characteristics, system operational concepts, and so on, can be varied to evaluate their system cost implications.

An example of a cost sensitivity analysis pertaining to operational concepts is given in Fig. 5.7. Here, the limits of operation of the B-x system are defined in terms of ground alert and flying time, along with the system operating cost per wing for various operating configurations. Notice that the operating costs turn out to be heavily dependent upon the flying schedule, and that they are affected to only a small degree by the addition of ground alert duty.

The line AB represents the boundary for “minimum system operations,” where the only flying done is for minimum crew training. The line BC represents the boundary for “maximum use” situations, where the total available aircraft time is completely consumed by flying duty, ground alert, and maintenance. Between the upper and lower boundaries lie other possible operational configurations. Costs for any of these may be found from the plot within the shaded area.

Further Comments on Input Structures
In the B-x example the use of one form of input structure was illustrated (see Tables 5.2 and 5.3). This represents a specific application of a more
Fig. 5.7 - B-x operating envelope

general format (see Table 5.4) which is applicable to a wide variety of output-oriented entities of military capability, including ground forces and Navy task forces. ¹⁸

Alternative forms of input structure might be used, depending upon the specific requirements of the analytical problem at hand and the preferences of the decisionmakers for whom the work is being done. For example, in some cases the Department of Defense's conventional budget categories (or some variant thereof) are used as a basis for the input structure. One such possibility is illustrated in Table 5.5.

Nothing very definitive can be said regarding what the specific detail of

### TABLE 5.4
Example of One Form of Generalized Input Structure

<table>
<thead>
<tr>
<th><strong>Research and Development</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Preliminary design and engineering</td>
</tr>
<tr>
<td>Fabrication of test equipment</td>
</tr>
<tr>
<td>Test operations</td>
</tr>
<tr>
<td>Miscellaneous</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Investment</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Facilities (installations)</td>
</tr>
<tr>
<td>Equipment:</td>
</tr>
<tr>
<td>Primary mission</td>
</tr>
<tr>
<td>Support</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Stocks:</td>
</tr>
<tr>
<td>Initial inventories of supplies (e.g., fuels)</td>
</tr>
<tr>
<td>Initial inventories of equipment spares and spare parts</td>
</tr>
<tr>
<td>Initial training</td>
</tr>
<tr>
<td>Miscellaneous:</td>
</tr>
<tr>
<td>Initial transportation</td>
</tr>
<tr>
<td>Initial travel</td>
</tr>
<tr>
<td>Intermediate and support major command investment*</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Operating Cost</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Equipment and facilities replacement:</td>
</tr>
<tr>
<td>Primary mission equipment</td>
</tr>
<tr>
<td>Support equipment</td>
</tr>
<tr>
<td>Other equipment</td>
</tr>
<tr>
<td>Facilities</td>
</tr>
<tr>
<td>Maintenance:</td>
</tr>
<tr>
<td>Primary mission equipment</td>
</tr>
<tr>
<td>Support equipment</td>
</tr>
<tr>
<td>Other equipment</td>
</tr>
<tr>
<td>Facilities</td>
</tr>
<tr>
<td>Personnel pay and allowances</td>
</tr>
<tr>
<td>Replacement training</td>
</tr>
<tr>
<td>Fuels, lubricants, and propellants</td>
</tr>
<tr>
<td>Primary mission equipment</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>Miscellaneous:</td>
</tr>
<tr>
<td>Transportation</td>
</tr>
<tr>
<td>Travel</td>
</tr>
<tr>
<td>Intermediate and support major command operating costs*</td>
</tr>
<tr>
<td>Other</td>
</tr>
</tbody>
</table>

* These categories usually cannot be assigned values in the case of individual systems.

The input structure should be. It is difficult, for example, to argue which of the two structures shown in Tables 5.4 and 5.5 is to be preferred. The
TABLE 5.5
Example of an Input Structure Based on
Department of Defense Conventional Budget Categories

<table>
<thead>
<tr>
<th>Research and Development</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Military construction</td>
<td></td>
</tr>
<tr>
<td>Research, development, test, and evaluation (RDT &amp; E)</td>
<td></td>
</tr>
<tr>
<td><strong>Investment</strong></td>
<td></td>
</tr>
<tr>
<td>Military construction</td>
<td></td>
</tr>
<tr>
<td>Procurement</td>
<td></td>
</tr>
<tr>
<td>Military personnel</td>
<td></td>
</tr>
<tr>
<td>Operations and maintenance</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
<tr>
<td><strong>Operating Cost</strong></td>
<td></td>
</tr>
<tr>
<td>Procurement</td>
<td></td>
</tr>
<tr>
<td>Military personnel</td>
<td></td>
</tr>
<tr>
<td>Operations and maintenance</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
</tr>
</tbody>
</table>

* Shown here at the highest level of aggregation. Each category has a substructure beneath it.

* These items are primarily operating cost categories. However, certain personnel and operations and maintenance costs show up under investment when they are incurred in the process of building up initial capabilities, and hence may be thought of as being "capitalized" operating costs. Initial training is an example of an activity where this occurs.

* Includes replacement-type procurements only.

answer depends significantly on the nature of the analytical problem in any particular case. The level of specific detail may not be so important, provided that the resulting input structure is complete, contains categories that have been carefully defined, and is related in some fashion to the format in which basic data (past, current, and near future) are available.19

These requirements of a useful input structure are important, since they must be reasonably well fulfilled in order to facilitate the development of estimating relationships for the various categories or subcategories in the structure.

Estimating relationships form the heart of a military cost analysis capability. They are essentially “input-output” devices relating various categories of cost to key cost-generating variables such as performance characteristics of major equipment. This is such an important subject that we shall devote the next chapter to it.

---

19 The relationship between data formats and input structures need not necessarily be direct in all cases; in fact, it usually cannot be.
Summary

The main points contained in this chapter may be summarized as follows:

1. While the results of military cost analyses must be focused on output-oriented packages of military capabilities (for example, weapon systems), the cost analyst must concentrate on the input side in order to obtain final results.

2. Several major elements have to be present on the input side:
   a. A well-defined input structure.
   b. A list containing system description information and data – major equipment characteristics, facts about the operational concept, and so on.
   c. An estimating procedure (including, for example, estimating relationships) for each category and subcategory in the input structure.
   d. A set of subprocedures or submodels (a manpower requirements model, for example) which generate inputs for use in the estimating relationships for many of the categories in the input structure.

3. While the specific detail of the input structure can vary considerably, three major characteristics are important:
   a. The categories must be exhaustive and mutually exclusive.
   b. The categories in the structure must be carefully defined.
   c. The categories must relate in some fashion to the format of existing data and information systems.

Suggested Supplementary Readings

Chapter 6

ESTIMATING RELATIONSHIPS

Introduction
Estimating relationships are a vital part of the cost analyst's kit of tools. The discussion of the "input side" in Chapter 5 indicated their key role in the estimating procedures for each category and subcategory in the input structure, and illustrated their use in examples for three input categories. In effect, estimating relationships are "transformation devices" which permit cost analysts to go from basic inputs (for example, descriptive information for some future weapon system or other type of program element) to estimates of the cost of output-oriented packages of military capability.

In discussing the very important subject of estimating relationships, it is imperative that certain fundamental points about their derivation and use be clearly explained. The main purpose of this chapter is to deal with these points in some depth. Perhaps the groundwork for such a discussion can best be established by using a simple illustration from the realm of nonmilitary affairs.

Suppose that Mr. A runs a small plant which manufactures a simple piece of equipment (call it X). Suppose further that for some time he has been building X in three sizes: small, medium, and large, with gross weights of 2, 4, and 8 pounds, respectively. Since the beginning, the plant has been essentially constant in size, and has been operated at about the same rate of output.

Until now Mr. A has not paid very close attention to his formal cost accounting records; but from casual observation and from "experience" it has seemed to him that the manufacturing cost (in dollars) of producing X has tended to be about twice the weight (in pounds) of X. He therefore has thought that a reasonably good "rule-of-thumb" estimating relationship is about $2 per pound.

Subsequently, inquiries from several of Mr. A's customers seemed to indicate that a demand was developing for a scaled-up version of product X which might weigh as much as 18 or 20 pounds. He began to consider seriously the possibility of altering his plant to meet this potential demand. Several questions came to mind. Would the manufacturing cost of the scaled-up version of X be $2 per pound? Would the fact that he might have to increase the size of his plant and operate at a different rate of
output change costs significantly? As a starting point, he decided to do a much more careful analysis of his past and present production costs than had ever been done before.

Mr. A went to his historical cost accounting records and began to take samples of the past manufacturing costs of the 2, 4, and 8 pound versions of product X. He soon discovered, however, that at certain times in the past there had been changes in raw material prices and changes in certain of the pay rates for his employees. Some changes had also been made in the accounting system which resulted in redefinition of the content of some of the accounts used to accumulate manufacturing costs. To ensure consistency and comparability in the data base to be used in his analysis, Mr. A decided to normalize the data with respect to price level changes,¹ and to make certain adjustments to correct for the differences in account definition.

Having satisfied himself that he had a reasonably consistent set of basic data from the historical records, he then made the plot shown in Fig. 6.1.

![Graph showing Cost of product X as a function of weight]

Fig. 6.1 – Cost of product X as a function of weight

This shows that the manufacturing cost of product X is in fact a function of weight, but with considerable variability. What is the average relationship? Mr. A took the mean value for each of his three cases and connected

¹ To do this he used an appropriate price index to “deflate” the historical data and to express them in terms of constant 1968 dollars. [For a discussion of price deflation, see William A. Spurr and Charles P. Bonini, *Statistical Analysis for Business Decisions* (Homewood, Ill.: Richard D. Irwin, Inc., 1967), pp. 471–473.]
these points with a line as shown in Fig. 6.2. This seems to indicate that, on the average, over the weight range 2 to 8 pounds, Mr. A’s original rule-of-thumb relationship of $2 per pound is about right.

![Graph showing cost as a function of weight](image)

**Fig. 6.2 – Cost of product X as a function of weight**

But what about projecting considerably beyond the experience base – out to weights of 16 or 18 pounds, for example? Could we expect that the $2 per pound relationship would hold reasonably well? As Mr. A pondered this question, these considerations went through his mind:

1. He recalled that a friend, who is a cost engineer for an aircraft company, had said that usually the cost per pound of airframe weight for large aircraft tends to be lower than for smaller aircraft. Could there be a similar “scaling” relationship involved in the production of product X, particularly in going to weights in the neighborhood of 20 pounds?

2. From a course in the principles of economics taken a number of years ago, Mr. A remembered that a firm’s unit costs can vary considerably as the rate of output changes or the scale of the plant is altered. Since both of these things might happen in the future for Mr. A’s plant, he wondered whether the $2 per pound relationship portrayed in Fig. 6.2, in which both rate of output and plant size are held essentially constant, would continue to hold.

3. Examining Fig. 6.2 again, Mr. A was impressed with the variability of the costs around the average relationship. Since he was very careful in assembling his data base and in making the appropriate adjustments to ensure consistency, he thought it unlikely that much of the variability
could be accounted for by gross errors in the basic data. He concluded that an explanatory variable (or variables) in addition to weight was having some influence on cost.

For these three reasons, and others, Mr. A concluded that while his rule-of-thumb of $2 per pound might be appropriate for some purposes over the 2 to 8 pound weight range, it certainly could not be assumed to hold for much higher weight ranges or for different rate-of-output or plant-size situations. He therefore decided he would have to explore the problem further.

**Some Fundamental Points**

At this point we can leave our example, for it has already served the purpose of providing a basis for outlining the fundamental points about estimating relationships that we wish to make in this chapter:

1. Estimating relationships are analytic devices which relate various categories of cost (either in dollars or physical units) to cost-generating or explanatory variables.
2. They may take numerous forms, ranging from informal rules of thumb or simple analogies to formal mathematical functions derived from statistical analyses of empirical data.
3. A most important step in the derivation of estimating relationships is to assemble and refine the data that constitute the empirical basis of the relationship to be developed. Typically, the raw data are at least partially in the wrong format for analytical purposes, have various irregularities and inconsistencies, and the like. Adjustments, therefore, almost always have to be made to ensure a reasonably consistent and comparable data base. No degree of sophistication in the use of advanced mathematical statistics can compensate very much for a seriously deficient data base.
4. Given the data base, any of a wide variety of techniques may be used to derive appropriate estimating relationships. The range extends all the way from unaided judgment and simple graphical procedures through complex statistical techniques. Here, considerable judgment must be exercised. The particular method used is strongly related to the nature of the problem, and particularly to the nature of the data base. For example, it usually does not make sense to try to fit a complicated multivariate function to a data base having a very small sample size, since it is easy to run out of degrees of freedom in such cases. Even with a relatively large

---

2 In a statistical sense, the term "degrees of freedom" may be taken to mean the sample size minus the number of coefficients (parameters) in the estimating equation.
data base, one must avoid mechanically running large numbers of correlation analyses on the computer to determine that combination of explanatory variables which maximizes the correlation coefficient. As we shall see later, high correlation coefficients, in and of themselves, do not necessarily ensure statistically significant relationships.

5. Care must also be exercised in the use of estimating relationships. The user must have a good understanding of the data base and the procedures used in deriving the estimating relationship. Above all, he must exercise care in extrapolating beyond the range of experience (the sample) underlying the relationship. Scaling factors, for example, may have to be taken into account, especially when – as happens very often – we are estimating the costs of future equipments or activities which are different from those of the past, present, and near future.

Types of Estimating Relationships

Estimating relationships can take on a wide range of possible forms. They may be classified in numerous ways: for example, informal vs. formal, continuous vs. discontinuous, mathematical vs. nonmathematical, linear vs. nonlinear, statistically derived vs. nonstatistically derived, and so on.

There seems to be no "best" (or even singularly "good") way of classifying the various types. This need not bother us here, however, since our objective is merely to point out to the reader that estimating relationships exist in many forms and that numerous possible types may be useful in practice.

In the following paragraphs we shall list and illustrate briefly several kinds of estimating relationships. The list is not complete, but it is fairly representative of the total spectrum of types.

Simple Linear Forms

Estimating relationships do not have to be expressed in terms of complicated mathematical functions to be useful. In fact, a considerable number of relationships used in military cost analysis are of the form

\[ C = \alpha \] (a constant), \hspace{1cm} (1)

or

\[ C = \beta X \] (a linear homogeneous function). \hspace{1cm} (2)

---

3. The correlation coefficient is a measure of the degree of relationship between the dependent variable and the explanatory variables. It ranges from zero (no correlation) to plus or minus unity (perfect correlation).

4. This is particularly important when the user himself has not derived the relationship.

5. Equation (2) is a special case of the linear form \( C = \alpha + \beta X \), with \( \alpha = 0 \). When a linear function passes through the origin, it is said to be homogeneous.
The use of (2) is particularly prevalent. The numerical value of \( \beta \) may be determined in a number of ways: by a simple averaging process, by using formal statistical regression analysis,\(^6\) by policy considerations,\(^7\) and the like.

Examples of cases where linear homogeneous estimating relationships have been used in the past are:

1. Personnel pay and allowances cost as a function of number of personnel.
2. Construction costs for a given type structure as a function of square feet.
3. Facilities maintenance cost as a function of facilities initial investment cost.

We should also point out that most rule-of-thumb estimating relationships are in effect linear homogeneous functions. In the example at the beginning of this chapter we presented an illustration of such a case. On the basis of experience, Mr. A felt that the manufacturing cost of fabricating product \( X \) was about \$2 per pound, at least over the range of 2 to 8 pounds.

This rule-of-thumb statement may be formalized in the form of a linear homogeneous function. We can write, for example:

\[
C = 2W, \tag{3}
\]

where

\( C = \) manufacturing cost of product \( X \) in 1968 dollars,

\( W = \) weight of product \( X \) in pounds over the range \( W = 2 \) to \( 8 \).

While equation (3) is a formal statement, it is not an estimating relationship derived on the basis of a very formal analytical procedure - like a statistical least-squares curve-fitting method, for example.\(^8\) However, an

\(^6\) Regression analysis refers to the statistical measurement of the relationship between the dependent variable and explanatory variables, and to the determination of quantitative measures of the reliability of that relationship. (For example, see Spurr and Bonini, op. cit., pp. 554, 563.)

\(^7\) For example, a provisioning policy decision may be in effect which says that initial inventories of major equipment spares and spare parts are to be 20 percent of major equipment investment cost. If it is felt that this policy will hold for future equipments, then the estimating relationship for initial spares is \( C_s = .2I_e \), where \( C_s = \) cost of major equipment initial spares and spare parts and \( I_e = \) initial investment cost of major equipment.

\(^8\) For a discussion of the method of least squares, see Spurr and Bonini, op. cit., pp. 558-561. In the case of a linear relationship between two variables, the least-squares method results in a "best fit" to the data in the sense that the sum of the squared deviations from the relationship is smaller than it would be for any other line.
estimating relationship need not necessarily be derived on the basis of formal statistical analysis to be useful, at least for some purposes.

Rules of thumb obtained from an expert's opinion may be useful provided that the expert has the necessary experience and judgment.⁹ Similarly, the opinions of several experts may be sought, and the results averaged together to form a "collective opinion," rule-of-thumb relationship. Several promising experiments are now under way to test this procedure.¹⁰

Another frequently used simple linear form is the two-variate case in which the location coefficient is not equal to zero:

\[ C = \alpha + \beta X. \] (4)

We shall discuss this functional form in the context of a scatter diagram.

In two-dimensional cases, the use of scatter diagrams can be very useful in deriving estimating relationships. An example is portrayed in Fig. 6.3,

![scatter plot](image)

Fig. 6.3 – Support personnel versus operational personnel for weapon systems of type A

⁹ The use of rules-of-thumb relationships obtained from expert opinion may be particularly useful in cases where the cost analyst does not have sufficient time to conduct a formal empirical investigation, or where expert opinion in certain technical areas is needed to help formulate initial hypotheses to be tested in subsequent formal statistical analyses.

¹⁰ Most notably, the work of N. C. Dalkey and others at Rand on the Delphi technique. [See N. C. Dalkey, *Delphi*, Paper P-3704 (Santa Monica, Calif.: The Rand Corporation, October 1967).]
where number of support personnel is plotted as a function of number of operational personnel for a certain class of weapon systems. Visual inspection suggests that support personnel might well be estimated as a linear function of operational personnel. If we draw in a free-hand curve, the result may be something like that shown in Fig. 6.4.

![Graph showing support personnel versus operational personnel](image)

**Fig. 6.4 - Support personnel versus operational personnel**

More formal methods may, of course, be used; for example, mechanical curve-fitting techniques (like least squares) or normal linear regression analysis.\(^{11}\) If the latter were applied to our sample contained in Fig. 6.3, the results would be like those portrayed in Fig. 6.5. Here, in addition to the regression equation \(S_p = 1.793 + 0.25 \cdot O_p\), certain statistical measures of uncertainty have been computed and taken into account. These help the user in forming judgments about the reliability of the estimating relationship.

**Step Functions**

The types of estimating relationships discussed so far imply a continuous relationship between cost and the explanatory variable. This, however, need not be the case. Cost can be at a constant level over a certain range of

\(^{11}\) See Spurr and Bonini, *op. cit.*, pp. 563–571. In a normal linear regression analysis, the distribution of the points above and below the regression line is assumed to follow a normal curve.
Fig. 6.5 – Support personnel ($S_p$) versus operational personnel ($O_p$)


the explanatory variable, then suddenly jump to a higher level at some point and remain constant for a time, then jump to another level, and so on. This kind of relationship is known as a “step function.”

Step functions may be presented either in tabular form or in terms of a

Fig. 6.6 – Illustration of a step function
graphical display. The latter is illustrated in Fig. 6.6. These types of functions can be especially useful in portraying the cost behavior of support activities which come into existence in "chunks" as, for example, the size of a combat force is increased.

**Multivariate Functions**

Cost cannot always be explained adequately in terms of one explanatory variable. Very often, therefore, estimating relationships will take the form of multivariate functions (that is, estimating equations having more than one explanatory variable).

Examples of areas where multivariate estimating relationships have been developed in the past are:

1. Navy ship investment cost as a function of full load displacement,
   speed, and unit quantity of ships produced.
2. Navy ship maintenance cost as a function of full load displacement
   and type of power plant.
3. Army helicopter airframe cost as a function of helicopter speed
   and airframe unit weight (for a standardized quantity).
4. Phased array radar investment cost as a function of number of
   transmitting elements, average radiated power output (watts),
   number of receiving elements, number of dummy elements, and
   number of targets tracked.
5. Aircraft maintenance cost as a function of aircraft gross weight,
   speed, and activity rate (flying hours).

Some multivariate estimating relationships are linear in the explanatory variables. An example is the following:

\[ C_a = 16 + 0.050X_1 + 0.082X_2, \]  

where

\[ C_a = \text{depot maintenance cost per flying hour (in 1968 dollars)}^{12} \text{ for aircraft of type } a, \]

\[ X_1 = \text{aircraft level-off production cost (in thousands of 1968 dollars)}, \]

\[ X_2 = \text{aircraft combat speed (in knots)}. \]

In many instances, however, linear functions are not appropriate.\(^{13}\) One nonlinear form that is often used is the exponential function:

\[^{12}\text{This means that the data base underlying the estimating relationship is to be }\]

\[^{13}\text{Linear functions may also be inappropriate for the two-dimensional case discussed}
\]

\[^{13}\text{previously. Examples of nonlinear forms involving one explanatory variable are:} \]

\[ Y = \alpha X^2, \text{ and } Y = \alpha + \beta_1 X + \beta_2 X^2. \]
\[ Y = \alpha X_1^{\beta_1} X_2^{\beta_2} \ldots X_n^{\beta_n}. \]  
(6)

This form is particularly useful in estimating the cost of major equipment. A specific example is the following:

\[ T = 0.123(W^{0.84})(S^{1.07})(R^{0.40}), \]  
(7)

where

- \( T \) = number of hours required to provide tooling for a production rate of \( R \) aircraft airframes per month,
- \( W \) = aircraft gross takeoff weight in pounds,
- \( S \) = aircraft maximum speed in knots,
- \( R \) = production rate in airframes per month.

**The Data Problem**

As indicated in the introduction to this chapter, one of the most vitally important steps in the derivation of estimating relationships is to assemble an appropriate data base. No amount of sophisticated statistical analysis can compensate much for gross inadequacies in the data base.

Since the data problem is fundamental, military cost analysts typically devote a considerable amount of their time to collecting data, to making adjustments in the raw data to help ensure consistency and comparability, and to providing for proper storage of information so that it may be retrieved rapidly when it is needed. In fact, of the total time involved in the process of developing estimating relationships, more effort is typically devoted to the assembly of a consistent data base than to anything else. With the appropriate information at hand, the analytical task of deriving estimating equations is often relatively easy, given the kit of analytical tools and powerful computational devices now available.

**Why Is There a Data Problem?**

The reader may well wonder why the data problem is so severe. After all, the Department of Defense has been developing information systems and collecting a huge volume of data in numerous areas for many years. And contractors in the aerospace industry have been doing the same thing. How could there be a data problem?

---

14 The parameters (\( \alpha \) and the \( \beta \)'s) may be estimated by performing a logarithmic transformation on equation (6) and thus converting the problem to one of normal linear regression. Or, by using special techniques, the parameters in (6) may be estimated directly. See C. A. Graver and H. E. Boren, Jr., *Multivariate Logarithmic and Exponential Regression Models*, RM-4879-PR (Santa Monica, Calif.: The Rand Corporation, July 1967).
This is a legitimate question, which has several answers. Here, we shall try to select a few of the more important ones.

Information in the Wrong Format. Information systems in the Department of Defense and the aerospace industry have indeed generated a tremendous amount of data. In many instances, however, these data are not in an appropriate format to be very useful in a military cost analysis activity serving the long-range planning process.

The main reason for this is that these information systems were established primarily to serve the needs of managers of functional areas of operational activity (such as maintenance or supply), of managers responsible for fiscal integrity or fiduciary accounting requirements ("keeping hands out of the till"), of managers concerned with critical resource items across the board (for example, personnel), of budgeteers concerned with the conventional budget, and the like. In short, the orientation of a large number of past and existing information systems is toward the input side per se, with little or no provision for making meaningful translations reflecting impacts on what we have called output-oriented packages of military capability.\footnote{The suggestion is often made that the analyst who probes the data base at successively greater levels of detail will eventually find the kinds of identifications he needs. Sometimes this is true. On the other hand, he is likely to find that if an information system is structured in terms of, say, "object classes," then going into more detail simply yields greater amounts of information in the same terms (object classes).}

The "Matching Up" or Integration Problem. Particularly when the objective is to derive estimating relationships, the analyst must not only collect historical cost data in the right format. He must also obtain information on quantities, physical and performance characteristics, activity rates, and other types of cost-generating variables – all of which must be matched specifically to the cost data points.

Sometimes this is difficult because information on the cost-generating variables must be extracted from different sets of records than those containing the cost data. And differing sets of records are often compiled on different principles involving lot size, time period covered, or the like.

Differences in Definitions of Categories. A different, though equally common, kind of "matching up" problem occurs when the definition of the content of categories in the input structures set up for the cost analysis fails to correspond to the definition of analogous categories in the existing data and information collection systems.

As we pointed out in Chapter 5 in discussing input structures, it is not possible to set up an input structure that will simultaneously meet the requirements of cost analyses in support of long-range planning and be in...
complete harmony with existing data systems at any point in time. Differences in definition of certain categories in the input structure and their counterparts in the existing data base are therefore bound to be present and to produce difficulties for the cost analyst. He will often have to adjust the raw data to correct for these differences in definition.

The Influence of Temporal Factors. Historical data are, of course, generated over time. This means that numerous dynamic factors will influence the information being collected in a certain area. First of all, the information collection systems themselves have a habit of changing over time - for example, the appropriate definition of the content of various categories being used to accumulate the historical data may change as the system evolves. Similarly, in the case of financial data, price level changes will occur and be reflected in the information being collected over time.

In addition to these types of temporal considerations is the important fact that, for the most part, the Department of Defense deals with a rapidly changing environment, both in hardware and in organizational and operational concepts. Almost by definition this means that even with a near-perfect information collection system, only a relatively small sample of data can be generated for a given era or class of technology. In the equipment area, for example, the analyst is lucky if he can obtain 15 or 20 good data points for a certain class of hardware. He is more likely to have less than half that number.

By the nature of things, therefore, the analyst is all too often in the world of extremely small samples. As all good statisticians know, this poses real problems in our attempts to develop statistically sound relationships which will permit us to project forward to military capabilities in the distant future.

Comparability Problems. Implied in much of the previous discussion is the need for comparability among various case histories in a given data base. Comparability problems abound - some of them not yet mentioned. For example, the effort to collect data on a certain class of equipments from more than one Service typically gives rise to what might be called the "interservice comparability" problem. While several attempts at standardization have been made in recent years, there are still significant differences (definitional and otherwise) in the systems used to collect information in the Army, Navy, and Air Force, or indeed even within a given Service. Moreover, we have differences in the accounting systems.

\[16\] In the equipment area, the Department of Defense's new Cost Information Reports (CIR) for Aircraft, Missile, and Space Systems represents a serious attempt to deal with the comparability problem. It also attempts to correct other deficiencies: for example, the "matching up" problem referred to previously.
among the contractors serving the Department of Defense. All of this
means that more often than not the cost analyst will find himself in a
position of having to make adjustments to correct for noncomparabilities
in the data base.

Dealing with the Data Problem

Although the discussion of problems concerning the data base is by no
means complete, it should convince the reader that there is such a thing
as a data problem. The question now is: What can be done about it?

At first thought, one might be tempted to say: “If there is a data problem,
let’s solve it once and for all by establishing the information collection
system to meet all our needs.” Is such a thing feasible?

We think not, for several reasons. Some of the more important are the
following:

1. Cost analysis problems in support of systems analyses typically vary
considerably from one study to another. The requirements for estimating
relationships – and hence data and information requirements – are not
constant over time, or even for a given small interval of time. In short, the
cost analyst who is working in support of the long-range planning process
cannot specify his information needs “once and for all.” Hence the
impossibility of establishing a universal, all-purpose information system.

2. Even if something approaching such a system could be created, we
would still have to worry about economics. Large information systems –
especially those designed for complete enumerations – are very expensive.
This poses a systems analysis problem in itself. Would the large incremental
cost of a new “complete” information system be justified in terms of the
benefits to be derived – particularly in the long-range planning context,
where high precision in an absolute sense is usually not a prime require-
ment? The answer is probably “no.”

3. In addition, there is the problem of small samples, which arises from
the fact that the Department of Defense has to deal with a rapidly changing
technology. As indicated previously, this means that in many instances
only a relatively small number of observations will be available for a
certain era or class of technology. Here, even a near-perfect information
system cannot increase the sample size.

Where does all this leave us? On the one hand, a strong argument has
been advanced for the importance of an appropriate data base. On the
other hand, trying to solve the problem once and for all does not seem
feasible, at least in a general sense. Fortunately, however, there are many

17 As will be pointed out later, there are alternatives to complete enumerations on a
recurring basis.
reasonable alternatives to establishing fully comprehensive information systems. Let us consider some of them.

Use of Ad Hoc Sample Surveys. One possibility that could be given more attention than it has received in the past is sampling, or something akin to sampling. This can be an inexpensive way of obtaining information that may be very useful in deriving estimating relationships for use in long-range planning studies.

Suppose, for example, that the cost analyst is faced with the problem of developing output-oriented estimating relationships for some functional area like maintenance or supply. Suppose further that the existing cost accounting systems accumulate historical cost data in categories such as labor, material, and overhead, and that no provision is made for identifying these costs with end-product packages of military capability (for example, weapon systems). Conceivably one solution would be to overhaul the entire formal accounting system to accumulate historical cost data in the desired form. This, however, could be very expensive, and considerable time would have to elapse to permit design, test, and implementation of the new accounting system.

An alternative would be to select a few representative cost categories in the current format and to establish for perhaps a month or two a "ticketing" system to accumulate costs in terms of weapon systems. (Such an arrangement would be supplementary to – and hence would not disturb – the existing formal accounting system.) This approach has been used on numerous occasions in the past, and the results have been good – at least for the purpose of deriving estimating relationships for long-range planning. In any event, sampling procedures seem worthy of consideration as an alternative to establishing new complete enumeration systems across the board.

Techniques for Assisting in Handling the Small Sample Problem. We have indicated that the military cost analyst very often finds himself confronted with small samples. Can anything be done to help ease the problems that attend this fact? Let us consider two possibilities.

---

18 The author has conducted simple tests in several instances where complete enumerations were available. The procedure was as follows: Take the complete enumeration as a data base and, using regression analysis, derive an estimating relationship – say \( C = \hat{a} + \hat{\beta} X \). Then take random samples of 15 or 20 observations from the complete enumeration and derive similar relationships on the basis of these sample data bases. Then test the resulting estimates of \( \hat{a} \) and \( \hat{\beta} \) against the values obtained from the complete enumeration to see if there is a significant difference. In about 90 percent of the cases examined, no significant difference existed (at the 0.05 level) between estimates of the regression coefficients obtained from the small samples and those obtained by using the complete enumeration as a data base.
The first is extremely simple, but it can help a great deal. Particularly in deriving estimating relationships for use in long-range planning studies, the cost analyst should not necessarily restrict himself to the historical record in assembling his data base. In many cases he should seriously consider increasing the number of observations by including appropriate data points based on estimates made by experts for the very near-term future, or by taking advantage of certain kinds of qualitative information.

Suppose, for example, that we have only four data points available from the historical record. (See Fig. 6.7.) Suppose further that the analyst must derive an estimating relationship which will help him project beyond the range of the historical sample (beyond the value $X_0$ of the explanatory variable). On the basis of the four data points alone, it is not very clear what kind of relationship between $C$ and $X$ should be postulated. For example, the curves AB and CD in Fig. 6.8 would seem about equally plausible. Here is a case where the cost analyst should probe further and attempt to get some sort of additional information (either quantitative or qualitative) to help him make an informed judgment. After further exploration, for example, he might be able to find two more data points in the form of estimates for the near future made by reputable experts in the field under consideration. If the methods used to make these estimates seemed trustworthy, the cost analyst might decide to use them to supple-
ment his historical data base, with results like those shown in Fig. 6.9, which suggests the appropriateness of a linear hypothesis as a basis for projecting out to the vicinity of $x_1$. 

Fig. 6.9 – Supplementing the historical data base
Let us assume, however, that our cost analyst wants still further substantiation – if possible. Recalling that in his initial search for an appropriate explanatory variable he had talked to engineers who were experts in designing the type of system he is investigating, he decides to consult with them again in the hope of obtaining some other evidence to help him establish the linear hypothesis. This discussion – though largely qualitative – is persuasive; he thus obtains further reason to believe that projections for large values of the explanatory variable $X$ should be made on the basis of a linear relationship between $C$ and $X$.

This simple example illustrates two points about how one can deal with very small samples: (1) Under certain conditions the size of the sample can be increased by judiciously using estimates for the near future to supplement the historical data base; (2) It may be possible to use qualitative information to assist in deciding what kind of estimating relationship is most appropriate.

As another example, let us consider a case where the sample is very small and we seek to gain additional information by lowering the level of aggregation one notch.

In analyzing the cost of major equipment, cost-quantity relationships are very important. As the cumulative number of units increases, unit cost usually declines.\(^\text{19}\) Suppose that we are interested in a certain type of airframe (call it $X$) and that we have only three data points. (The log-log plot of the data base is shown in Fig. 6.10.) No other points are available

\[\text{Fig. 6.10 – Airframe $X$: dollars per pound vs. cumulative unit number}\]

\(^{19}\) For a thorough treatment of cost-quantity relationships, see Harold Asher, Cost-Quantity Relationships in the Airframe Industry, R-291 (Santa Monica, Calif.: The Rand Corporation. 1956).
for this airframe, not even through the rather primitive techniques we have just described. But assume that the cost analysis is part of a systems analysis study in which large numbers of airframe X - 1,000 or more - are being considered. Should the analyst simply assume a log-linear relationship, connect his three data points, and extend the line out to cumulative outputs of 1,000 or more? Most probably not. An experienced analyst knows all too well the dangers of mechanical extrapolation, for reasons involving scaling factors and other considerations as well.

Since the sample size cannot be increased, what can be done? One possibility is to see if additional information can be obtained by disaggregating. Suppose that our cost analyst goes back to the original data source and finds that additional detail is in fact available - perhaps a

![Graph](image)

Fig. 6.11 - Airframe X: dollars per pound vs. cumulative unit number

breakdown of the total airframe in terms of labor, materials and overhead. A plot of such data is shown in Fig. 6.11. This slight addition to the data base immediately provides useful insights into the projection problem. If we assume log-linear relationships for the components (labor, material,
it is obvious that on the basis of the available information the total curve cannot be log-linear when projected out to large cumulative unit numbers because the materials curve has a significantly different slope than the labor and overhead curves.\textsuperscript{21}

If the curves in Fig. 6.11 are extrapolated out to cumulative unit number 1,000, as in Fig. 6.12, and their influence is taken into account, the total cost curve assumes the shape indicated. Here it is clear that the cost analyst has benefited from the information obtained by disaggregating one level in the data base. Merely extrapolating out to cumulative output 1,000 on the basis of the three original data points no longer seems appropriate. The difference between the two curves increases still further for cumulative unit numbers beyond 1,000.\textsuperscript{22}

Although going into slightly more detail can thus help in cases involving

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{chart.png}
\caption{Projection for airframe X}
\end{figure}

\textsuperscript{20} In general this is not necessarily a good assumption; but we shall use it here to keep the example simple. The argument is even stronger if the component curves are assumed to be convex on logarithmic grids.

\textsuperscript{21} If the component curves are linear but nonparallel, the total curve (sum of the components) must be convex on logarithmic grids and must approach as a limit the flattest of the component curves. (See Asher, \textit{op. cit.}, pp. 70–72.)

\textsuperscript{22} In the study that provides the basis for this example, the difference was only about $1.50 per pound at cumulative unit number 1,000. At cumulative output 5,000, however, the difference between the linear projection and the nonlinear total curve was about $3 per pound.
very small samples, it would be a mistake to generalize from our example and conclude that in all (or even most) instances the assembly of a more and more detailed data base will, in itself, make for better understanding of the problem.

The Use of Experiments to Broaden the Data Base. Sometimes the cost analyst finds that there is simply a void in the existing data base. This is likely to be the case when the planners are considering new proposals for distant future military capabilities that require major equipments or operational concepts markedly different from those of the past and the present.

In some instances existing estimating relationships can be used to conduct simulations which will furnish a first approximation to the cost of such capabilities. In other instances, however, the cost analyst cannot assume that the structural parameters in the existing set of estimating relationships are appropriate for the new military systems being considered. He must therefore develop new relationships, or devise techniques for adjusting the present ones. But how does he do this if the necessary data base does not yet exist? One possibility is to see if any relevant experiments are being conducted pertaining to the subject at hand, and if not, to try to initiate such an experiment. Let us consider two examples.

A number of years ago, military cost analysts were confronted with the task of estimating the cost of the first generation of proposed stainless-steel airframes for the mid-1960s. These proposals usually required rather extensive use of stainless-steel honeycomb paneling, the production of which would involve a significant advance in the manufacturing state of the art. The historical data base at that time was, of course, confined almost entirely to the experience accumulated in producing aluminum airframes, and little was known about the fabrication costs of stainless-steel honeycomb panels – particularly, large panels.

In talking to the aerospace contractors who were wanting to build stainless-steel airframe structures, the cost analysts found that one of them was conducting a rather elaborate experiment. A special shop had been set up to explore a variety of manufacturing operations on aluminum, stainless-steel, and titanium structures. Taking aluminum as the base case, the objective of the experiment was to determine the probable incremental labor costs involved in working the other two materials for a representative sample of various types of manufacturing operations. Armed with data from the experiment, the cost analysts were then in a position to devise techniques for adjusting the historical data base (aluminum experience) so that it would be more appropriate for dealing with the stainless-steel airframe problem.

In visits to still other contractors' plants, the cost analysts found that
several were experimenting with the construction of stainless-steel honeycomb paneling. In sessions with the people conducting these operations the analysts obtained a wealth of information (both quantitative and qualitative) about how honeycomb cost might vary with the size and shape of the core cell, the shape and size of the panel, the number of panel inserts, and the like. As a result, they were able to improve considerably their ability to estimate the cost of stainless-steel airframes. The expenditure of time and travel budget on field work paid off well.

As another example, let us consider a problem in estimating the cost of an operational concept—specifically, the cost of alert capabilities for weapon systems in peacetime. Several years ago, force planners were considering the possibility of placing certain future weapon systems on much higher degrees of peacetime alert than was then the case in the operational forces. Naturally they wanted the cost analysts to estimate the incremental costs associated with varying levels of alert posture. They soon found that the existing formal data base did not contain much information that would be very helpful in devising estimating relationships for this problem.

The analysts decided to do some survey and field work. They found that one of the military services was about to launch a field exercise (experimental test) involving an existing weapon system to see what levels of alert might be feasible in an operational sense. At that time there was no plan to observe and record systematically what the incremental resource requirements were for the various degrees of alert called for in the test. The cost analysts suggested to the exercise director that this might be a good idea. He agreed and told the cost analysts to design and conduct that part of the experiment. They did so, and as a result obtained a wealth of quantitative and qualitative data that helped a great deal in solving their problem. Again, the investment in field work paid off. The then existing historical data base was supplemented substantially.

*Making Adjustments to the Raw Data Base.* To be usable to the cost analyst, data must be consistent and comparable. Yet often they are neither. Hence, before estimating relationships can be derived, the raw data have to be adjusted for such things as price level changes, definitional differences, production quantity differences, and the like.

This book is not the appropriate place for a detailed discussion of techniques used in making adjustments to the data base. However, we do want to make a few remarks about the problem, and at the same time to stress the fundamental importance of developing a reasonably consistent data base as the necessary first step in the derivation of estimating relationships.
Usually, in dealing with the data adjustment problem no deep conceptual issues are involved, and the procedures used are fairly straightforward, though often time-consuming. For example, in normalizing the data base for price level changes, the analyst must seek out (or construct) the appropriate price indexes, adjust them to the desired base year, and then "deflate" the observations in the data base. The result is that the data points are expressed in terms of base year "constant" dollars.

Similarly, adjustments for definitional differences are usually simple in principle, although somewhat tedious in practice. The following is an illustration of what might be expected: a cost analyst may be examining data in the hardware area from a sample of some 15 or 20 observations and discover that the cost element "quality control" is missing for some of the earlier case histories. He may conclude that no quality control was exercised back in the 1950s, or that this function is included in some other cost element. The latter is correct, of course. Traditionally, quality control was carried in the burden account, and it was only in the late 1950s that it began to appear (at the request of the Department of Defense) as a separate element. Hence to use historical cost data on equipments built prior to the change, some portion of overhead cost has to be converted to quality control in order to have a consistent and comparable data base for the development of estimating relationships.

Making such an adjustment is seldom easy, but the return can be substantial. One way to view the payoff is in terms of the benefits derived from increasing the size of the data base (the sample size). Without the adjustments, the data points in question could probably not be included in the data base because of noncomparabilities, inconsistencies, and the like. By putting forth the effort to make appropriate adjustments, the analyst in effect increases his sample size. And in a world of very small samples, increasing the data base by even a few observations can have a high payoff in terms of increasing the reliability of estimating relationships.

Summary Comment
Rather typically, cost analysts working as an integral part of a systems analysis activity spend at least half their time struggling with the data problem. In this section we have tried to convey some flavor of the total

---

23 Sometimes this can be quite difficult, even when various data sources for the purpose are available, such as Employment and Earnings and Wholesale Prices and Price Indexes, both published by the U.S. Bureau of Labor Statistics.

24 Index number theory and the process of statistical deflation are discussed in most standard texts on statistical analysis. For example, see William A. Spurr and Charles P. Bonini, Statistical Analysis for Business Decisions (Homewood, Ill.: Richard D. Irwin, Inc., 1967), Chap. 18 and pp. 471–73, 496.
problem and some notion of the types of techniques that may be employed to solve it. Basically, however, what is required is ingenuity, persistence, and just plain hard work.

**Derivation of Estimating Relationships**

As this discussion has suggested, estimating relationships may be derived in various ways, using a wide range of analytical techniques. The derivation process itself may be described from a number of points of view, no one of which can be labeled as "best" for all circumstances.

From a conceptual standpoint the derivation of estimating relationships may perhaps best be viewed as a process involving the testing of hypotheses. This implies that the cost analyst should start out by developing a theory about the possible generators of cost for the particular activities, equipments, or facilities under consideration. Then certain hypothesis can be formulated and tested in light of the available data base. Usually, numerous iterations are required in the testing process before the preferred relationships are determined.

This approach is in marked contrast to one which is all too common today: the purely empirical approach. By "pure empiricism" we mean the following. The cost analyst rather arbitrarily assembles all the data he can find which have anything whatever to do with the problem. He then feeds these data into a computerized correlation program and determines that statistical relationship which has the highest correlation coefficient. If he is lucky, he may wind up with a statistically sound estimating relationship, but the chances are against such an outcome. It is much more likely that he will come up with a nonsensical result. For example, he may derive a multivariate estimating equation having a coefficient of multiple correlation equal to 0.99, but at the same time having certain regression coefficients which are of the wrong sign or not significantly greater than zero.

In arguing against "pure empiricism" we are not arguing against the appropriate use of quantitative methods in the process of deriving estimating relationships. The point is rather that statistical methods should not be applied mechanically, and not without having first done the necessary homework to be able to structure the problem and to formulate hypotheses to be tested. This homework may take many forms, depending upon the problem. It may, for example, involve trips to the field or to manufacturing plants to observe certain types of operations; it may involve discussions with design engineers, engineers concerned with the state of the art in manufacturing, and with persons in charge of running certain types of field activities; it may involve reading the technical literature in certain hardware areas. Without engaging in this type of
preliminary work, the cost analyst is not likely to be in a very good position to derive meaningful estimating relationships.

A Simple Example
Let us consider a simple example to illustrate some of the main characteristics of the "testing of hypotheses" approach to the derivation of estimating relationships.

Suppose that Mr. A, a cost analyst, has the problem of developing a generalized estimating relationship for the maintenance cost of a certain class of major equipments to be produced in the future. Not being very familiar with these equipments, he reads the limited amount of literature that is readily available and talks to some of his colleagues about the problem.

On the basis of this brief preliminary investigation, Mr. A begins to feel intuitively that a certain explanatory variable (call it \( x \))\(^{25}\) might appropriately be included in the required maintenance cost estimating relationship. Somewhat against his better judgment, Mr. A decides to forgo any further background research and to go ahead and attempt to derive an estimating relationship for maintenance cost \( (c) \) as a function of explanatory variable \( x \).

From his knowledge of the subject so far, Mr. A sees no reason why he cannot postulate a linear relationship between \( c \) and \( x \). His preliminary hypothesis is, therefore:

\[
c = \alpha + \beta x
\]

Mr. A now proceeds to collect historical data on \( c \) and \( x \) from past and current operations involving maintenance on major equipments which are analogous to those being postulated for the future.\(^{26}\) He then makes the necessary adjustments to the raw data (for example, price level adjustments) and winds up with a reasonably homogeneous data base consisting of 15 observations.

Before attempting any statistical curve fitting, Mr. A decides to make a simple plot of the data in the form of a scatter diagram. The results are portrayed in Fig. 6.13. Since the available data base does not seem to indicate any systematic relation between \( c \) and \( x \), Mr. A begins to doubt his original hypothesis. He decides to reject it, to go back to the beginning, and to do a considerable amount of additional background research.

\(^{25}\) This might be, for example, a performance or physical characteristic.

\(^{26}\) As implied by our discussion of the data problem in the preceding section of this chapter, assembling the data base can be a laborious undertaking.
After further reading of the literature, Mr. A visits several installations currently performing maintenance on equipments analogous to those being projected for the future. He observes these operations, talks at length to the people in charge, and examines some of the data made available to him at each installation.

It soon becomes apparent that variable $x$ is indeed not likely to be a very significant determinant of maintenance cost. Furthermore, in view of the opinions expressed by the maintenance supervisors, and other information as well, it becomes evident that variables $w$ and $y$ should be very good candidates for inclusion in a generalized maintenance cost estimating relationship, and that variable $z$ might be a possibility.

Mr. A decides to test these hypotheses. He therefore arranges with the people at the several maintenance installations to help him with the data collection problem. They make their records available and suggest contacts at other installations. They also provide information which will be helpful in making adjustments for inconsistencies and noncomparabilities in the raw data.\footnote{We must warn the reader that things do not often go as smoothly as this in the real world!} The end result is that after a considerable amount of work, Mr.
A is able to assemble a reasonably consistent data base containing 20 observations for the variables c, w, y, and z. He is now ready for the next round in his hypothesis testing exercise.

At this point Mr. A has several hypothesis to be examined:

\[ H_1 : c = f(w, y, z) \]
\[ H_2 : c = g(w, y) \]
\[ H_3 : c = h(w, z) \]
\[ H_4 : c = i(y, z). \]

He realizes, of course, that a two-variate function – for example, \( c = j(w) \) – might turn out to explain variations in c just as well as the functions listed above.\(^{29}\) This possibility, therefore, is to be left open, even though the background research at the field installations suggests that an appropriate estimating equation should contain \( w, y, \) and possibly \( z \). Similarly, \( H_3 \) and \( H_4 \) are to be tested, although the \textit{a priori} evidence implies that they are likely to be weaker than \( H_1 \) and \( H_2 \).

Mr. A decides not to specify the functional form just yet. His observations and discussions with maintenance experts at the field installations suggest to him that a linear hypothesis might be as appropriate as anything else, but he prefers to decide this later.

As a first pass at the problem, Mr. A constructs several scatter diagrams plotting \( c \) vs. \( w \), \( c \) vs. \( y \), and \( c \) vs. \( z \). (See Figs. 6.14 to 6.16.) The impressions formed as a result of the visits to maintenance activities in the field tend to be substantiated by these plots. Explanatory variables \( w \) and \( y \) appear promising, \( z \) seems doubtful, and a linear hypothesis looks about as good as any alternative.

Since he has a fairly good data base consisting of 20 observations,\(^{29}\) Mr. A decides to proceed with a formal regression analysis.\(^{30}\) The specific

\(^{28}\) Here we are using "explained variation" in a statistical sense.
\(^{29}\) In many areas of application, 20 observations would be regarded as a small sample. In military cost analysis for long-range planning, however, it is relatively large.
\(^{30}\) In the discussion to follow, it is necessary to use statistical concepts and to refer to statistical techniques. Since this book is not a text on statistics, we cannot get into detail regarding statistical methods. We shall, however, refer repeatedly to specific works in the literature, so that readers interested in statistical matters may pursue a particular subject in depth.

hypotheses to be examined are:

\[ H_1 : c = \alpha + \beta_1 w + \beta_2 y + \beta_3 z \]

\[ H_2 : c = \alpha + \beta_1 w + \beta_2 y \]

\[ H_3 : c = \alpha + \beta_1 w + \beta_3 z \]

\[ H_4 : c = \alpha + \beta_2 y + \beta_3 z \]

\[ H_5 : c = \alpha + \beta_1 w \]

\[ H_6 : c = \alpha + \beta_2 y \]

\[ H_7 : c = \alpha + \beta_3 z \]

---

"Fig. 6.14 - Maintenance cost versus explanatory variable, w"

31 This notational scheme does not assume that the coefficients are the same under all hypotheses; for example, \( \beta_2 \) under \( H_1 \) \( \neq \) \( \beta_2 \) under \( H_4 \).
Fig. 6.15 – Maintenance cost versus explanatory variable, $y$

Fig. 6.16 – Maintenance cost versus explanatory variable, $z$
Since a number of cases have to be computed, Mr. A decides to use a computer program\textsuperscript{32} to derive estimates of the coefficients in the several regression equations and to obtain various statistical measures – for example, standard errors of estimate, standard errors of regression coefficients, and the like.\textsuperscript{33} Although the computer program automatically calculates correlation coefficients, Mr. A, being a good statistician, is not preoccupied with them. He places particular emphasis on the standard error measures and their use in conducting various statistical significance tests.

For example, in looking over the standard errors of the regression coefficients, he finds that in all cases the standard error for $\beta_3$ is several times the estimated value of $\beta_3$ itself. This raises some question about whether the variable $z$ should be included in the desired estimating relationship. To check the matter further, Mr. A conducts a statistical test (a “$t$” test) on $\beta_3$ in all regression equations containing $z$ as an explanatory variable.\textsuperscript{34} In all cases the tests indicate that the value of $\beta_3$ is not significantly greater than zero at the 0.05 level of significance.\textsuperscript{35}

Mr. A now decides to discard $z$ as an explanatory variable, because:

1. The \textit{a priori} information obtained during the visits to maintenance installations in the field indicated that $z$ was only a possible (but not very likely) candidate,

2. The statistical tests corroborated the \textit{a priori} notions.

As a result, hypotheses $H_1$, $H_3$, $H_4$, and $H_7$ are rejected. This leaves $H_2$, $H_5$, and $H_6$.

Recall that the \textit{a priori} information suggests rather strongly that both $w$ and $y$ should be included in the desired estimating equation. This implies that $H_2$ should be accepted and $H_5$ and $H_6$ rejected. Mr. A decides to try to find statistical corroboration.

First of all he notes that the \textit{relative} standard errors of estimate\textsuperscript{36} for the regression equations in $H_5$ and $H_6$ are in both instances considerably greater than that for the regression equation in $H_2$. Also, in the case of the

\textsuperscript{32} One such program is the so-called BMD computer program. See \textit{ibid.}, pp. 603–608.

\textsuperscript{33} For a description and discussion of these measures, see \textit{ibid.}, pp. 561–563, 566–568, 573–574, 599–603.

\textsuperscript{34} For a description of this testing procedure, see \textit{ibid.}, pp. 566–567, 602.

\textsuperscript{35} The significance level of the test is the probability of making a Type I error – rejecting a null hypothesis when it is in fact true. (See \textit{ibid.}, pp. 281–282.) In the example in the text above, the null hypothesis is that $\beta_3$ (in the “population”) = 0. The alternative hypothesis is $\beta_3$ (in the population) > 0.

\textsuperscript{36} This is sometimes called the coefficient of variation. It is defined as the standard error of estimate divided by the sample mean of the dependent variable.
multiple regression equation for $H_2$, an analysis of variance indicates that the incremental increase in explained variance attributable to the addition of explanatory variable $y$ is statistically significant at the 0.01 level of significance \(^{37}\).

As a result of these statistical corroborations of the *a priori* information, Mr. A decides to reject $H_5$ and $H_6$ and to accept $H_2$ tentatively. His estimating relationship, therefore, is

$$ c = \hat{a} + \hat{\beta}_1 w + \hat{\beta}_2 y. \quad ^{38} $$

Final acceptance, however, depends on further statistical testing. The purpose of these additional tests is primarily to see whether the assumptions of the regression model are reasonably well fulfilled in the problem at hand.

Among the more important of these assumptions are: \(^{39}\)

1. The residuals \(^{40}\) are independent,
2. The residuals are normally distributed, \(^{41}\)
3. The data points have a uniform dispersion about the regression plane,
4. The explanatory variables are independent. \(^{42}\)

Mr. A decides to check his regression equation to see if the four assumptions are met reasonably well. He makes the following analyses:

1. The observed residuals (the differences between the observed values of $c$ and the values of $c$ computed from the regression equation for

---

\(^{37}\) This requires the use of a statistical testing procedure employing the F ratio. See Taro Yamane, *Statistics: An Introductory Analysis*, 2nd ed. (New York, Evanston, and London: Harper & Row, 1967), pp. 806–808. When $F$ is significantly large, it can be shown that the F-testing procedure is equivalent to a "t" test for the significance of the regression coefficient of the explanatory variable in question ($\beta_2$ in our example above). See *ibid.*, p. 808.
\(^{38}\) Here, $\hat{a}$, $\hat{\beta}_1$, and $\hat{\beta}_2$ are the numerical estimates of the coefficients in the regression equation.
\(^{39}\) See Spurr and Bonini, *op. cit.*, pp. 601, 610.
\(^{40}\) The residuals are the deviations of the actual values of the dependent variable from the true regression plane.
\(^{41}\) The normality assumption is not necessary if one wishes only to estimate the values of the regression coefficients. However, the assumption is necessary for making valid significance tests — for example, "t" tests on the regression coefficients. It is also necessary if one is to use the standard error measures to make valid statements about the reliability of the regression equation. See *ibid.*, p. 565.
\(^{42}\) This is the "collinearity" problem. The net regression coefficients may be unreliable if the explanatory variables are highly correlated. (For a good demonstration of why this is so, see *ibid.*, p. 610.) However, while collinearity affects the reliability of individual components of the regression equation, it may not significantly reduce the predictive capability of the *total* regression equation. (See *loc. cit.*)
the observed values of \( w \) and \( y \) are determined, and a statistical test for independence is made.\(^{43}\) At the 0.05 significance level, the hypothesis of no correlation among the residuals is accepted.

2. The observed residuals are plotted graphically and Mr. A concludes that they approximate a normal distribution.

3. A “three-dimensional” plot of the regression plane and the data points is made,\(^{44}\) and he concludes that the observations scatter above and below the plane in a reasonably uniform dispersion pattern.

4. A correlation of explanatory variables \( w \) and \( y \) is computed, and the correlation coefficient is found to be not significantly greater than zero.\(^{45}\) Mr. A thus also confirms the final assumption.

On the basis of these results, he concludes that the main assumptions of the regression model are acceptably fulfilled. He decides, however, to make one more check: a rough test of the estimating equation’s predictive capability.

Somewhat by accident Mr. A happened to find two additional historical cases. How well might his estimating equation do in “predicting” these data points, which are not a part of his sample data base? He computes estimates of maintenance cost \((c)\) for these two cases and finds the results to be very close to the actual \(c\)'s. (The actual \(c\)'s are well within plus and minus one standard error of estimate from the regression plane.) Since the values of the explanatory variables \( w \) and \( y \) for the two extraneous cases are within the ranges of \( w \) and \( y \) in the sample, this check is not a very powerful one from the standpoint of predicting beyond the range of the sample. It does, however, reinforce confidence that the estimating equation is consistent with the existing body of information. Being able to test predictive power beyond the range of the sample is something that the analyst is rarely able to do. This is one of the reasons why extrapolating beyond present experience requires caution. (We shall return to this point later.)

Mr. A is now ready for the last step in the process of deriving an estimating relationship: documentation of his work and storing it in the estimating relationship data bank. Since others will be using his estimating equation, it is very important that documentation be complete.

\(^{43}\) One such procedure is the Durbin-Watson test. See Yamane, \textit{op. cit.}, pp. 809–813.

\(^{44}\) For an example of such a plot, see Spurr and Bonini, \textit{op. cit.}, p. 592.

\(^{45}\) For a discussion of significance tests on the correlation coefficient, see Yamane, \textit{op. cit.}, pp. 462–467.
Mr. A prepares a report containing the following types of information:

1. A summary of his background research, including information about his trips to field installations and his initial impressions about hypotheses to be tested.
2. A complete presentation and description of the raw data base and the adjustments made to it.
3. A description of the hypotheses that seemed worthy of serious examination ($H_1, \ldots, H_7$).
4. A description of the testing process itself, indicating the tests used and the reasoning leading to the acceptance of $H_2$ and the rejection of the alternatives.
5. A presentation of the complete set of statistical measures pertaining to the accepted regression equation (all adjusted for degrees of freedom). For example:
   a. Standard error of estimate.
   b. Relative standard error of estimate (coefficient of variation).
   c. Standard errors of the regression coefficients.
   d. The Beta coefficients.
   e. The equation for the standard error of forecast.
   f. The coefficient of multiple determination and the coefficient of multiple correlation.
6. A listing of special caveats or restrictions that should be observed by users of the regression equation.

Comments on the Example

In our hypothetical illustration things went fairly smoothly for Mr. A, at least after his initial false start. For example, in his background research

---

46 The term "degrees of freedom" refers to the difference between sample size and the number of constants in the regression equation. (See Yamane, *op. cit.*, pp. 391, 505–506.) In our hypothetical example, d.f. = (20 – 3) = 17.
47 The Beta coefficients measure the relative importance of each explanatory variable in influencing the dependent variable. (See Spurr and Bonini, *op. cit.*, p. 603.)
48 The standard error of forecast (sometimes referred to as the "prediction interval") represents a measure of the total sampling error for any new observation. It is made up of the standard error of estimate and the standard error of the regression plane. This measure may be used to set up "confidence limits" about the regression plane. These limits are nonlinear in that they get progressively wider as we move away from the point on the regression plane determined by the sample means of the explanatory variables. (See *ibid.*, pp. 568–571, 602, 629–630.)
49 The coefficient of multiple determination is the ratio of explained variance to total variance. The coefficient of multiple correlation is the square root of the coefficient of multiple determination. (See *ibid.*, pp. 600–601.)
efforts he was quite successful in obtaining useful information which
enabled him to set up meaningful hypotheses to be tested. Also, he was
fortunate to get an acceptable solution to the data problem: a reasonably
consistent sample containing 20 observations. Finally, the end results were
fairly clear cut. The \textit{a priori} information was corroborated by the statistical
analysis in such a way that it was possible to accept one hypothesis (H_2)
and reject the others.

The reader should not gain the impression that things are always this
tidy in real life. They are not. However, the illustration was made
“optimistic” deliberately, in order to concentrate on several basic points
regarding the derivation of estimating relationships. The most fundamental
of these is simply this: The analyst should engage in the necessary back-
ground research to enable him to set up meaningful hypotheses to be
tested. The choice of an estimating relationship should be based on a
\textit{combination} of (1) the \textit{a priori} information, (2) the results of the statistical
analyses, and (3) the exercising of good judgment in interpreting (1) and
(2). Derivation of estimating relationships should not be based on
mechanical statistical manipulations alone.

Other major points illustrated by the example are:

1. Once again, the importance of getting a reasonably good solution
to the data problem.
2. Explicit consideration of the assumptions underlying the statistical
model and the testing of these assumptions.
3. The desirability of attempting to check the estimating relationship
for cases outside the sample data base.
4. The importance of documentation.
5. Recognition that several types of analytical techniques may be
useful.

This last point deserves some emphasis. In the example, Mr. A used
methods from both ends of the complexity spectrum: simple scatter
diagrams and other graphical techniques on the one hand, formal
regression analysis on the other. There are many possibilities in between.
Although it would be inappropriate to attempt to describe them in any
detail in this book, we might simply list a few of them to indicate that the
analyst does not have to attempt formal regression in all instances. (For
example, in cases of very small samples, formal regression analysis usually
makes little sense. Degrees of freedom could be very small, zero, or even
negative.) In addition to the graphical methods and formal regression
analysis used in our example, the list of other techniques available for
describing relationships among variables in a given set of data points
includes many mechanical curve-fitting methods. Some of the more important of these are the following:

1. Least squares. A variety of types of mathematical functions can be fitted by using least-squares procedures. Some examples are:
   
   \[ Y = a + bX \]
   \[ Y = a + bX + cX^2 \]
   \[ Y = a + bX_1 + cX_2 + dX_3 \]
   \[ Y = a + bX_1 + cX_1^2 + dX_2 + eX_2^2 \]
   \[ 1/Y = a + bX \]
   \[ \log Y = \log a + b \log X \]

2. Simple methods for two-variate linear equations. Possibilities here include:
   
   a. The method of selected points.
   
   b. The method of averages.
   
   c. Freehand graphic methods.

3. Special graphic and algebraic methods for multivariate functions. The principal types of procedures under this heading are:
   
   a. The method of successive elimination.
   
   b. The method of successive approximations for curvilinear multivariate functions.
   
   c. Nomographic methods.


In many cases computer programs are available which may be used to assist the analyst in his curve-fitting explorations. For example, see W. J. Dixon (ed.), *BMD Biomedical Computer Programs* (Los Angeles: Health Sciences Computing Facility, University of California, Los Angeles, January 1, 1964).


See *ibid.*, pp. 6–8.


An example for a 3-variate linear function is presented in *ibid.*, pp. 594–597.

For example, see Ezekiel and Fox, *op. cit.*, pp. 210–245.

For example, see Davis, *op. cit.*, Chap. 8.
4. Special methods for fitting a variety of nonlinear forms – for example, alterations of fundamental forms, trigonometric functions, hyperbolic functions, Gompertz equations, and so on.\textsuperscript{57}

Finally, to help round out our listing of alternative statistical methods, we must briefly mention statistical procedures which are much more complex than those discussed so far: the method of maximum likelihood for estimating the parameters in a system of simultaneous equations, and a variation of it called the method of reduced forms ("limited information, maximum likelihood" method).\textsuperscript{58} While these methods were developed by econometricians for use in handling problems in the field of economics, they may be applied in other disciplines as well. The military cost analyst should at least know about them, even though in most instances he will not be concerned with problems requiring their use.

The basic reason why these methods were developed can be illustrated briefly by the following model from macroeconomics:\textsuperscript{59}

\begin{align*}
C_t &= \alpha + \beta Y_t + u \\
Y_t &= C_t + I_t \\
I_t &= \text{exogenous},
\end{align*}

where

- $C_t =$ aggregate consumption expenditures in year $t$
- $Y_t =$ national income in year $t$
- $I_t =$ aggregate gross investment in year $t$ (assumed to be exogenous to the system)
- $u =$ a random disturbance with $E(u) = 0$,

\[ E(uu_r) = 0 \quad \text{for all} \quad r > 0, \quad E(u^2) = \sigma_u^2 \textsuperscript{60} \]

$\alpha$ and $\beta$ = parameters, where $\beta$ is the marginal propensity to consume.

\textsuperscript{57} Ibid., Chap. 3.

\textsuperscript{58} Substantive discussion of these methods is beyond the scope of this book. Interested readers should refer to the econometrics literature. For example, Lawrence R. Klein, A Textbook of Econometrics (Evanston, Ill., and White Plains, N.Y.: Row, Peterson and Company, 1953), Chaps. III and IV.

\textsuperscript{59} See Lawrence R. Klein, Economic Fluctuations in the United States (New York: John Wiley and Sons, Inc., 1950), pp. 7-8. This simple model is purely illustrative. The reader should not form the impression that econometricians use models like this for anything other than pedagogical purposes. For a recent example of a substantive macroeconomic model, see James S. Duesenberry, Gary Fromm, Lawrence R. Klein, Edwin Kuh (eds.) The Brookings Quarterly Econometric Model of the United States (Chicago: Rand McNally and Company, 1965).

\textsuperscript{60} $E$ denotes the operation of mathematical expectation, and $\sigma_u^2$ is the variance of the disturbance.
Assume that we are interested in estimating the parameters $\alpha$ and $\beta$ from a body of historical data. Can equation (8) be estimated by classical regression methods in isolation from the rest of the system? The answer is "no," because $Y_t$ is not an independent variable. $Y_t$ influences $C_t$ and $C_t$ influences $Y_t$.\(^{61}\) Equation (8) does not reflect a one-way causal relation, since $Y_t$ and $C_t$ are both endogenous to the system. Hence the need for "simultaneous" methods for estimating $\alpha$ and $\beta$ in the context of the total system of relationships. The method of maximum likelihood for estimating the parameters in a system of simultaneous equations is designed for dealing with this type of problem, such that consistent estimates of the parameters may be obtained.\(^{62}\)

In our example, the same result may be obtained by converting the system to its "reduced form": that is, by solving for the endogenous variables in terms of the exogenous variable $I_t$:

$$Y_t = \frac{\alpha}{1 - \beta} + \frac{1}{1 - \beta} I_t + \frac{u}{1 - \beta}$$  \hfill (11)

$$C_t = \frac{\alpha}{1 - \beta} + \frac{\beta}{1 - \beta} I_t + \frac{u}{1 - \beta}$$  \hfill (12)

Here, we may estimate equations (11) and (12) by classical regression methods, since $Y_t$ and $C_t$ are both expressed as functions of the variable $I_t$, which is "independent" (exogenous to the system). When this is done, the result is an estimate of $1/(1 - \beta)$ and $\alpha/(1 - \beta)$. Having an estimate of $1/(1 - \beta)$, we can derive an estimate of $\beta$, the marginal propensity to consume; and having also an estimate of $\alpha/(1 - \beta)$, we can then compute an estimate of the location parameter $\alpha$. These will be consistent estimates of the structural parameters $\alpha$ and $\beta$. In our example, the direct application of the full maximum likelihood method would produce the same results as use of the reduced-form procedure.\(^{63}\)

In summary, the main point is that in cases where an estimating relationship cannot be regarded as "standing alone," we cannot proceed directly with classical regression methods of estimation if we hope to obtain consistent estimates of the parameters. More specifically, unless we can

---

\(^{61}\) If equation (8) were of the form $C_t = \alpha + \beta Y_{t-1} + u$, then we could proceed directly by using classical regression procedures. In this case, $Y_{t-1}$ is exogenous and hence an independent variable for purposes of statistical estimation of $\alpha$ and $\beta$.

\(^{62}\) An estimator $\hat{\theta}$ for a parameter $\theta$ has the property of consistency if $\Pr(\hat{\theta} - \theta) \to 1$ as the sample size approaches $\infty$. That is to say, the estimate moves near the true parameter value with probability approaching unity as the size of the sample increases without limit.

\(^{63}\) Klein, op. cit., p. 8.
logically postulate a "one-way" causal relation from explanatory variables to the dependent variable, we should specify additional structural equations or identities and then proceed with "simultaneous" methods of estimation - either the full maximum likelihood procedure or the reduced-form method.

Use of Estimating Relationships
When a good analyst talks about the use of generalized estimating relationships, his main theme is invariably: "Be careful - use good judgment!" In developing estimating relationships for use as part of a systems analysis in support of long-range military planning, this is particularly true.

Generalized estimating relationships are basically devices for synthesizing our knowledge about past, present, and near-future military capabilities by relating resource requirements to key structural characteristics of these capabilities. The main purpose of having such synthesized descriptions is to help us in assessing resource impacts of proposed new military systems and forces for the distant future. While generalized estimating relationships form the very heart of the cost analyst's body of tools, they are by no means self-sufficient, and many problems arise in using them in the cost analysis process.

Some of these problems are more or less mechanical in nature. For example, in cases where the analyst takes an "off-the-shelf" estimating relationship from the data bank, he must check to make sure that the definition of the categories of resource items built into the relationship is the same as that required in the problem at hand. Similarly, if the estimating relationship furnishes estimates of dollar cost, the analyst must check to see what kind of dollars are provided - 1965, 1967, or what? If the base year built into the relationship is different from that required in the current study, an adjustment must be made.

A host of problems like these confront the cost analyst when he uses estimating relationships. While they are important and oftentimes troublesome, the analyst can usually solve them through persistence and a reasonable amount of ingenuity. There are other problems, however, which are much more fundamental and much less easily handled. Let us examine a few of them briefly, and in so doing indicate rather pointedly why care and good judgment are necessary when using generalized estimating relationships.

Examples of Some Major Problems
As indicated in Chapter 2, uncertainty is one of the most troublesome factors in conducting systems analyses of problems involving distant future
planning. Uncertainty is also the major source of difficulty in using estimating relationships in the cost analysis process supporting such studies. Two major types of uncertainty are:

2. Uncertainty about the "state of the world" in the future: technological, strategic, political, and so on.

Let us use this categorization of uncertainties as a context for discussing some of the major problems involved in using generalized estimating relationships.

As a first step, consider a case where there are no state-of-the-world uncertainties, and assume that we have an estimating relationship for $C$ (cost) as a function of explanatory variable $X$, as shown in Fig. 6.17.

---

Fig. 6.17 – Cost versus explanatory variable $X$

---

64 Refer back to Chapter 2, pp. 11–13
Suppose now that we want to use $C = \alpha + \beta X$ to estimate $C$ for a specified value of $X$, say $X_2$, beyond the range of $X$ in the sample ($X_0$ through $X_1$). If state-of-the-world uncertainties are zero, then the following will hold true:

1. The value of $X_2$ is known without error.
2. The "universe" beyond the range of the sample ($X_0$ through $X_1$) is exactly the same as that within the sample.

Even under these conditions – which are exceedingly rare in the realm of military cost analysis for long-range planning – the analyst is still confronted with statistical uncertainty. In our example this is reflected by the 95 percent confidence interval for an individual forecast presented in Fig. 6.17. Notice that the bounds for this interval are nonlinear, and that they get continuously farther apart as the value of $X$ departs from the mean value in the sample ($\bar{X}$). For example, at $X_2$ the confidence interval is about twice as wide as it is at $\bar{X}$. This illustrates rather dramatically why one has to be careful about projecting beyond the range of the sample, even when state-of-the-world uncertainties are zero.

But the "statistical uncertainties only" case is not the usual one. Other uncertainties are likely to be present. For example, the analyst may not always know the values of the explanatory variables with precision. Even more troublesome is the likelihood that the universe toward which the analyst is projecting will differ widely in some respects from the universe reflected in the sample data base. Such factors as manufacturing state-of-the-art, materials technology, system operational concepts and efficiencies, and the like may be different in the future than for the past and the present. All of these considerations are supplementary to statistical uncertainty per se, and they usually cannot be treated by methods based on present statistical theory.

It is not enough, of course, to argue that the cost analyst should be careful in using generalized estimating relationships. The question is, what can be done to help ensure prudence?

Some Examples of "Being Careful"
No one has yet devised a "standard procedure" that will guarantee caution in the application of generalized estimating relationships. Basically what is required is informed judgment on the part of the cost analyst, and this is

---

68 A 70 percent confidence band would be narrower and a 99 percent band would be wider than the 95 percent interval shown in Fig. 6.17. For a discussion of confidence intervals in regression analysis, see Spurr and Bonini, op. cit., pp. 567–571.
something that cannot be reduced to a mechanical process. However, a number of steps may be taken to facilitate proper use of estimating relationships in long-range planning studies. We shall discuss a few representative examples briefly in the following paragraphs.

In cases where generalized estimating relationships have been derived by formal statistical methods, the cost analyst may turn to the relative standard error of estimate (coefficient of variation), the confidence interval for an individual forecast, or some other measure, and use these statistics to help decide what should be done about statistical uncertainty. If, for example, the relative standard error of estimate is about 5 percent, the analyst may feel comfortable in taking an expected value estimate as provided by the regression equation and using it without further question. On the other hand, if the relative standard error of estimate is 30 or 40 percent, he may want to do some sensitivity testing. Here the objective would be to explore the impact on final results (for example, total system cost) of possible estimating errors for the particular input category under consideration.\^{66}

With respect to uncertainties about the values of explanatory variables, several precautionary steps may be taken. As an illustration, let us consider the major equipment area. Here, costs of future equipment proposals are often estimated from relationships having equipment performance or physical characteristics as explanatory variables. Where the analyst is uncertain as to what values of these variables should be inserted into the estimating equation, the first thing he should do is be skeptical about the numbers presented by advocates of the proposed new equipment. We know from past experience that participants in the advocacy process often tend to overstate performance characteristics or to understate certain physical characteristics—like weight, for example. Under these conditions the cost analyst should consult with design engineers who are neutral, and seek their advice regarding appropriate values of equipment characteristics to be used as explanatory variables.

The analyst can also make a few simple sensitivity calculations to help him decide how much he should worry about uncertainty about the explanatory variables. For example, suppose we have the following equipment estimating equation:

\[ C = 80 + 2.5X_1 + 0.04X_2, \]

and that the "expected values" of the explanatory variables for some future

---

\^{66} For an illustration of this kind of analysis, refer back to the B-x example in Chapter 5, pp. 114–115.
situation are \( X_1 = 38 \) and \( X_2 = 650 \). The "base case," therefore, is:

\[
C = 80 + 2.5(38) + 0.04(650)
\]

\[
= 80 + 95 + 26
\]

\[
= 201.
\]

What happens if we are relatively certain about \( X_1 \), but uncertain about \( X_2 \)? Assuming a 50 percent change in \( X_2 \) \( (X_2 = 650 + 325 \times 1,000) \) and assuming \( X_1 = 38 \), we have:

\[
C = 80 + 2.5(38) + 0.04(1000) = 215,
\]

or a 7 percent change relative to the base case. Here, the analyst would probably not be too concerned about uncertainties in \( X_2 \).

Other cases might be (1) a 50 percent increase in \( X_1 \), with \( X_2 = 650 \) and (2) a 50 percent increase in both \( X_1 \) and \( X_2 \). The results are:

\[
\begin{array}{ccc}
\text{Value of } C & \text{Percent Change}^67 \\
(1) & 249 & +24 \\
(2) & 263 & +31 \\
\end{array}
\]

In both of these cases the analyst might not be indifferent to uncertainties in the explanatory variables, and he might choose to do further sensitivity testing to explore the impact of these uncertainties on final results (e.g., total system or program cost).^68

Let us now turn to a situation that requires the greatest possible care: the common situation in which the cost analyst has to project to the distant future and he has good reason to doubt that the characteristics of that future "universe" are the same as those reflected in the data base underlying his estimating relationships. Here, mechanical application of generalized estimating relationships can be especially dangerous. What usually happens in such instances is that the relationships are used primarily as a reproducible point of departure in the estimating process. Something else – usually involving a considerable effort – has to be done before the final estimates are obtained.

The problem discussed earlier, of analyzing the costs of stainless-steel airframes, is a good case in point. Recall that in this instance military cost analysts in the mid-1950s faced the problem of estimating these costs for systems that would not be operational until the mid-1960s. The then existing airframe cost-estimating relationships, expressing cost as a

---

^67 Relative to the base case (201).

^68 See the B-x example in Chapter 5.
function of aircraft performance and physical characteristics and production quantity, contained estimates of structural parameters reflecting a materials technology and a manufacturing state-of-the-art which were different from the stainless-steel environment projected for the future. As a result, the cost analysts were confronted with major "state-of-the-world" uncertainties in addition to the usual statistical uncertainties which are always present.

Were the existing estimating relationships – derived primarily from experience with aluminum airframes – of any use in projecting to the future stainless-steel universe? The answer is a qualified "yes." Let us illustrate the point in a simplified example.

Suppose that the existing estimating equation for the direct labor hours part of total airframe was as follows (for normalized cumulative unit number 100):

\[ H = \hat{\alpha}(W^{\beta_1})(S^{\beta_2})u, \]

where

\[ H = \text{direct labor hours for cumulative unit number 100}, \]
\[ W = \text{airframe weight in thousands of pounds}, \]
\[ S = \text{aircraft maximum speed in knots}, \]
\[ u = \text{a random disturbance}. \]

We would not expect this relationship to hold in a direct fashion for stainless-steel airframes. However, the cost analysts might use it as a documentable point of departure or "base case" in the process of moving to the "universe" of stainless-steel airframes. Suppose that this was done in our example and that the values \( W_0 \) and \( S_0 \) were substituted in the estimating equation, resulting in a "point of departure" estimate for direct labor hours (at cumulative unit number 100) of \( H_0 \).

Suppose further that the cost analysts were able to obtain information from the experiments in stainless-steel fabrication referred to earlier.\(^7\)

Let us assume, for example, that data from those experiments (reflecting then current manufacturing methods and tooling) indicated that for the first generation of stainless-steel airframes, direct labor hours might be 3 to 5 times the hours experienced on conventional aluminum airframes.\(^8\)

On the basis of these data, then, the point-of-departure estimate would be modified as follows:

\[^6\alpha, \beta_1, \text{and } \beta_2 \text{ represent estimated values for the parameters } \alpha, \beta_1, \text{and } \beta_2.\]
\[^7\text{See p. 140.}\]
\[^8\text{These numbers are illustrative only.}\]
Upper bound estimate = $5H_0$
Lower bound estimate = $3H_0$

These are the results of the first iteration. Suppose now that the cost analysts, in talking to knowledgeable engineers from the industry, found that some possibility existed for advances being made in fabrication methods which would reduce the labor hour differentials (stainless vs. aluminum), even for the first generation of stainless-steel airframes. The engineers felt that, if these improvements were to materialize, the 3 to 5 factors obtained from the experiments might be reduced by about 25 percent. On the basis of this information the results of the first iteration would be modified as follows:

Upper bound case: $5H_0$
Mid-range cases: $.75(5)H_0 = 3.75H_0$
$3H_0$
Lower bound case: $.75(3)H_0 = 2.25H_0$

Subsequent iterations might take place if other relevant supplementary information could be brought to bear on the problem. However, we shall terminate our example at this juncture, since we have gone far enough to illustrate our main points.

Let us summarize these briefly:

1. The analyst must be particularly careful in using generalized estimating relationships when the characteristics of the future universe are, or are likely to be, different from those reflected in the estimating relationships to be used for projection.

2. In such instances generalized estimating relationships are usually used as a starting point in the estimating process. This is vitally important, since without such a documentable point of departure the main alternatives are: (a) to try to build an estimate in detail from the “ground up” (often not feasible in systems analyses of distant future equipments and activities); or (b) to use guesswork and subjective analogies to present experience (an alternative generally to be avoided if possible).

3. The point-of-departure estimate must then be modified in light of supplementary information, both quantitative and qualitative. This may involve several iterations before the final estimate, or range of estimates, is determined. The modifications to the point-of-departure estimate should be documented as explicitly as possible.
Summary
The main points contained in this chapter may be summarized as follows:

1. Estimating relationships are devices which relate various categories of cost (either in dollars or physical units) to cost-generating or explanatory variables. Very often these explanatory variables represent characteristics of system performance, physical characteristics, specifications in the operational concept, and the like.

2. Estimating relationships may take numerous forms, ranging from informal rules of thumb or simple analogies to formal mathematical functions derived from statistical analyses of empirical data.

3. One of the most important steps in the derivation of estimating relationships is the assembly of the appropriate information and data base to serve as the basis for determining form and content.

4. More often than not, the existing data base is deficient in one way or another; for example,
   a. Information may be in the wrong format for analytical purposes.
   b. Various irregularities, inconsistencies, and noncomparabilities may be present.
   c. Gaps in information may exist at various critical points.
   d. Only a small number of relevant cases from the historical record may be available – the “small sample” problem.

5. Solution to parts of the data problem may be through major overhaul of present information systems and through the establishment of new, complete systems. Neither, however, appears feasible as a general solution – at least in the near future. Short of such major efforts are numerous alternatives. Some examples are:
   a. Use of sampling techniques on an ad hoc basis.
   b. Supplementing the existing historical data base by including estimated data points for the near future.
   c. Statistical adjustment and manipulation of the existing data base.
   d. Obtaining additional information by conducting experiments.

6. The process of deriving estimating relationships may be characterized in various ways. Conceptually, it may be viewed in terms of the testing of hypotheses. This implies that the cost analyst should start out by developing some kind of "theory" about the possible generators of cost for the particular class of activities, equipments, facilities, or whatever under consideration. Then certain hypotheses can be set up and tested in light of the available data base. Techniques used in the testing process may
range all the way from simple graphics to complex mathematical statistical procedures.

7. Care must be exercised in the use of estimating relationships, particularly in extrapolating beyond the range of experience (the sample). When "state-of-the-world" uncertainties are present – very often the case – the initial estimate derived from an estimating relationship must frequently be modified in light of supplemental information (both quantitative and qualitative).

Suggested Supplementary Readings


Chapter 7

COST MODELS

Introduction
Chapters 5 and 6 stressed an input orientation. We now want to change direction and steer around toward the output side. In so doing, however, we must carry with us an understanding of the input problem, so that we will be able, ultimately, to relate inputs and outputs to each other. Put another way, one of the main objectives of the present chapter is to narrow the gap that exists at this point between Chapters 5 and 6 on the one hand and Chapter 4 (Introduction to Military Cost Analysis) on the other.

For this purpose we focus intentionally on the subject of cost models. The term "cost model" has a wide variety of meanings, of course, depending upon the context, but it does have one rather general connotation: that of an integrating device designed to facilitate the analytical process. At once we are at the center of the matter, for "integration" in this context refers to the bringing together of the various factors on the input side and relating them to some specific type of output-oriented military capability in the future.

Our aim here is restricted, however. It is to discuss cost models in such a way that the reader will gain insights into what they are like, and, more importantly, how they help the cost analyst in his job of serving the systems analysis process. The objective is not to present a "cookbook" treatment of how to build a cost model.

Cost models may be classified in any of several ways. One possible basis for categorizing them is in terms of the extent to which the model manipulates the inputs. Here, the very simplest cost model only summarizes the facts provided by the analyst; it might consist merely of rules for sub-totaling and totaling the information supplied as inputs. Although such models may be run on a computer, they are actually performing the routine functions of adding machines and typewriters. A slightly more complex model may require a minor amount of multiplication in order to turn out a few intermediate outputs to be summarized and displayed. Somewhat more complex models may provide for making choices of estimating techniques depending upon specific inputs. The most complex may involve the use of fairly sophisticated analytical techniques such as nonlinear programming or probabilistic iterations.
Cost models can be categorized according to the function they serve. Some models are designed to assist long-range planners. Others are for use in programming, where this term implies a more detailed level of planning and application in the near future. Still others are designed for use in preparing next fiscal year's conventional budget. Function is worth noting, since it influences the design of the model in many ways. The level of detail to be represented is one of the most obvious. For example, a model designed for use in near-future budgeting would not usually be useful for long-range planning, because it would require (as inputs) unavailable detail. It might also utilize categories and identifications in forms which are not of interest to long-range planners.

Cost models can be categorized according to the likelihood of repetitive use. Some are "one-shot" devices. The input data and the model itself may require considerable preparation, but they are nevertheless designed for a single specific application. Once the need has been met, the model is a thing of the past, although it may still exist in files, and it may be used later in designing another model. Other models, of course, are designed to be used many times, providing many sets of cost estimates. This second type may require more care in its design because of the likelihood that it will be used when the designer is not available.

Cost models can also be classified in terms of the subject matter they are intended to represent. Some models deal with relatively minor parts of the total subject being considered by a decisionmaker, while others attempt to represent almost the entire structure of the problem. One categorization on this principle is as follows:

1. Resource requirements submodels.
2. Individual system cost models.¹
4. Total force cost models.

This particular classification scheme will be used as a basis for the remainder of the chapter. But rather than discuss each category in detail, we shall limit our attention primarily to one of the most widely used model types - individual system cost models - and consider a specific example as fully as space permits. In presenting and discussing the example, special emphasis will be placed on the analytical use of the model in the systems analysis process. After considering the example in some depth, we shall then return to our classification of models and discuss each one briefly.

¹ Here, the word "system" is used in a broad sense to include numerous types of output-oriented packages of military capability — for example, Navy task forces, Army division "slices," and so on.
To focus attention on the basic concepts, principles, and techniques used in developing a cost model, we have made many simplifying assumptions in the following example, and we have used extremely simple estimating relationships. Although the resulting model thus fails to reflect the richness of detail and complexity involved in models used in actual practice, it will be adequate for our purpose, which is simply to launch the discussion of cost models. The reader, therefore, should concentrate on the fundamentals that are illustrated and not worry about the specific numbers and estimating relationships used in the example.

**Hard Point Defense Systems: An Example of a System Cost Model**

Suppose that we are participating in a systems analysis effort concerned with the question of defense against intercontinental ballistic missiles in a distant future time period. The problem of ballistic missile defense is complicated, and there are numerous alternative ways (for example, weapon system proposals) to accomplish the mission.

An important part of the problem involves hard point defense (HPD); that is, active defenses for further protecting hardened military installations against enemy intercontinental ballistic missiles (ICBMs). One type of HPD system includes hardened radars, a hardened control center, and ground-launched interceptor missiles housed in hardened underground silos deployed about the defended site—for example, one of our own ICBM sites. The interceptors are thought of as very high speed, high acceleration, guided missiles which fly for short periods of time and intercept enemy reentry vehicles at relatively low altitudes. There are of course many possible configurations of HPD systems.

Proposals for future HPD systems must be evaluated in relation to other ways of reducing vulnerability. The systems analysts would have to explore, for example, whether a desired level of survivability of our own ICBM forces could be attained more cheaply by employing HPD, by buying more offensive ICBMs, by employing a mobile operational concept for the ICBMs, by some combination of these measures, or by some other means. In any event, it is clear that the cost of future HPD systems is a very important aspect of the problem.

Suppose the systems analysts have decided to conduct just such an evaluation of alternatives. We shall be called upon to furnish estimates of the resource impact of several configurations of a proposed HPD system.

---

2 A "hardened" installation is one designed to withstand the overpressure and other effects of a nearby nuclear burst. Hardening, therefore, is one measure that might be taken to reduce vulnerability (increase survival) to an enemy ICBM attack. Dispersal is another measure; mobility is still another.
From the design of the systems analysis study, it is clear to us that we shall have to treat the cost analysis problem in a "parametric" fashion, because the systems analysts want to examine numerous force sizes (numbers of force units) of HPD systems, varying numbers of interceptor missiles per force unit, several types of missiles with different performance levels, and so on.

Given a tentative description of the problem, we set out to assemble the necessary inputs and to organize them in a rather formal way in the context of HPD. In other words, the task is to put together an individual HPD system cost model. A description of the simplified version of the model is presented in the following paragraphs.

To help keep the example simple we shall use a limited number of cost categories. These are listed in Table 7.1. Notice that total HPD system cost

<table>
<thead>
<tr>
<th>TABLE 7.1</th>
</tr>
</thead>
</table>

**Cost Categories for the HPD Example**

\[ R = \text{Research and Development} \]
\[ I = \text{Investment:} \]
\[ I_1 = \text{Facilities (missile silos, control centers, personnel quarters, and so on)} \]
\[ I_2 = \text{Interceptor missiles} \]
\[ I_3 = \text{Ground environment equipment (radars, computers, launchers, launch control center equipment, checkout equipment, maintenance equipment, and training equipment)} \]
\[ I_4 = \text{Initial inventories of spares and spare parts for } I_2 \text{ and } I_3 \]
\[ I_5 = \text{Initial training costs} \]
\[ I_6 = \text{Miscellaneous investment (initial transportation and travel, site activation cost, and so on)} \]
\[ A = \text{Annual Operating Cost:} \]
\[ A_1 = \text{Equipment maintenance} \]
\[ A_2 = \text{Personnel pay and allowances} \]
\[ A_3 = \text{Miscellaneous operating cost (including recurring travel and transportation, replacement training, and so on)} \]
\[ TSC = \text{Total System Cost} = R + I + A \times Y, \text{ where} \]
\[ Y = \text{number of years of system operation} \]

\( ^* \) All categories are to be expressed in terms of millions of constant (e.g., 1969) dollars.

is defined as research and development + investment + \( Y \) years operating cost.\(^3\)

\(^3\) In this example we ignore time phasing, time preference, and related matters.
TABLE 7.2

Key Variables used in the HPD Model

\[ N = \text{Number of force units (batteries or battalions if an Army operated system; squadrons if Air Force operated).} \]
\[ M_e = \text{Number of unit equipment (U.E.) interceptor missiles per force unit} (M_e = 10, \ldots, 50) \]
\[ M_f = \text{Number of training missiles fired per force unit per year for Y years.} \]
\[ M_p = \text{Number of missiles per force unit for depot maintenance pipeline.} \]
\[ M = \text{Total number of missiles to be procured for the operational inventory} b \text{ for the entire system} = N(M_e + M_f + M_p). \]
\[ H = \text{Index of hardness of the interceptor missile sites.} (H = 3, \ldots, 20) \]
\[ P_{a,m} = \text{Number of operations and maintenance personnel per force unit.} \]
\[ P_{a,s} = \text{Number of administrative and support personnel per force unit.} \]
\[ P = \text{Total number of personnel per force unit} = P_{a,m} + P_{a,s}. \]
\[ Y = \text{Number of years of system operation} \]

\[ ^a \text{The term "unit equipment" refers to the authorized quantity of major equipment for the direct accomplishment of the primary mission.} \]
\[ ^b \text{Missiles procured for the research and development test program are excluded from} M. \]

The key variables in the model are listed in Table 7.2. (Notice that some of these are defined only over a specified interval.) In addition to these variables we shall consider three types of interceptor missiles:

1. Missile A, having performance index = \( p_a \)
2. Missile B, having performance index = \( p_b \) \((p_b > p_e)\)
3. Missile C, having performance index = \( p_c \) \((p_c < p_e)\)

Cost Categories in the Model

We are now ready to describe the basic structure of the model. Let us do this by taking up each of the HPD system cost categories in turn:

1. Research and Development (R). Here, we shall assume the existence of a set of relationships (a submodel) which estimates system research and development (R & D) cost primarily as a function of the performance characteristics of the interceptor missile and of the main components of the ground environment equipment, especially the radars. Suppose that this submodel yields the following set of HPD system R & D costs:\(^4\)

\[ R = 500, \text{if a system using missile A (performance index} = p_a) \text{ is assumed,} \]
\[ R = 700, \text{if a system using missile B (performance index} = p_b) \text{ is assumed,} \]
\[ R = 400, \text{if a system using missile C (performance index} = p_c) \text{ is assumed.} \]

\[ ^4 \text{All dollar costs are expressed in terms of millions of constant dollars.} \]
2. Facilities Investment Cost \( (I_1) \). An analysis of HPD facilities requirements and costs indicates that facilities cost per force unit (for a given level of hardness, say \( H = 3 \)) may be split into two parts: that which is essentially constant, and that which varies approximately as a function of the number of U.E. interceptor missiles per force unit \( (M_u) \). (The second part is conditioned heavily by the construction costs of the missile silos.) Further analysis shows that this basic estimating relationship may be adjusted for hardness level by a function \( F(H) \) which is equal to unity for \( H = 3 \), and which increases at a decreasing rate over the range \( H = 3, \ldots, 20 \).\(^5\) Let us assume that in our example all of these considerations lead to the following equation for HPD system facilities investment cost:

\[
I_1 = N(1.9 + 0.085M_u)[F(H)],
\]

where

\[
F(H) = 0.50 + 0.18H - 0.0044H^2
\]

\( H = 3, \ldots, 20. \)

3. Interceptor Missile Investment Cost \( (I_2) \). The investment cost of the operational missile inventory for the total HPD system may be calculated as follows:

\[
I_2 = M[F(M)].
\]

\(^5\) \( F(H) \) is portrayed graphically in Fig. 7.1.
where \( F(M) \) is the cumulative average interceptor missile cost function defined as:\(^6\)

\[
F(M) = \alpha M^{0.234},
\]

\[
\alpha = 1.4 \text{ if missile performance is } p_a \text{ (missile A)},
\]
\[
\alpha = 2.3 \text{ if missile performance is } p_b \text{ (missile B)},
\]
\[
\alpha = 0.9 \text{ if missile performance is } p_c \text{ (missile C)}.
\]

Here, we assume that the values of \( \alpha \) were obtained from analyses of the outputs from a submodel which estimates the level of the cost-quantity relationship (at some normalized quantity) as a function of the proposed missile performance characteristics. The exponent \(-0.234\) is the slope of the cost-quantity relationship. In this case we have assumed an “85 percent” log-linear, cumulative-average curve, which implies that each time the total quantity of units produced is doubled, average production cost declines to 85 percent of the average cost prevailing before the doubling.

\[\text{Fig. 7.2 – Cost-quantity relationships for missiles A, B, and C}\]

---

\(^6\) If \( M = 100 \), then \( F(100) \) gives the cumulative average cost of missiles 1 through 100 produced for the operational inventory. Missiles produced for the R & D test program are excluded from \( F(M) \) and included in system R & D cost. Therefore, \( F(M) \) is defined for operational inventory missiles only, beginning with production unit number one.
of output. The function \( F(M) \) is shown graphically in Fig. 7.2 for the three values of \( x \).

Let us now make a slight simplification in the equation for \( M \). In Table 7.2, \( M \) is defined as follows:

\[
M = N(M_u + M_f + M_p).
\]

We shall assume that the number of training firings per force unit per year is 4, and that the number of maintenance pipeline missiles may be estimated at 10 percent of the force unit's U.E. missiles (\( M_u \)). Therefore,

\[
M_f = 4Y
\]

and

\[
M_p = 0.1M_u.
\]

Substituting these quantities into the equation for \( M \), we obtain \( M \) as a function of \( N, M_u, \) and \( Y \):

\[
M = N(M_u + 4Y + 0.1M_u) = N(1.1M_u + 4Y).
\]

4. **Ground Environment Equipment** (\( I_3 \)). This category is made up of several types of equipment, some of which are quite complex. In a real life cost analysis, the requirements and costs for each type of equipment must be estimated by using separate subroutines or submodels. But to avoid complicating our model unduly, we shall assume that the estimating procedure for \( I_3 \) may be approximated simply as a function of force size and the number of U.E. interceptor missiles per force unit (\( M_u \)), with an allowance for the fact that the investment cost of ground equipment per U.E. missile declines as \( M_u \) varies from 10 to 50. The result is:

\[
I_3 = NM_u[F(M_u)], \quad (M_u = 10, \ldots, 50)
\]

where

\[
F(M_u) = 6M_u^{-0.6}.\]

---


8 We have assumed a log-linear, cost-quantity relationship in order to help keep the HPD model simple. In reality one usually finds that major equipment cost-quantity relationships plotted on log-log paper tend to "flatten out" (become convex) as cumulative output increases. See Asher, *op. cit.*, Chapter 4.

9 See the definition of \( I_3 \) in Table 7.1.

10 This decline occurs because some parts of the ground environment do not change as \( M_u \) increases. On the other hand, launching equipment, for example, does increase as \( M_u \) increases.
The function $F(M_u)$ is portrayed graphically in Fig. 7.3.

Fig. 7.3 – Graphic portrayal of $F(M_u)$

5. *Initial Spares and Spare Parts* ($I_4$). Here, we shall assume that analyses of equipment spares and spare parts requirements and costs indicate that $I_4$ may be approximated by taking about 15 percent of the investment cost of the total interceptor missile inventory and about 25 percent of the investment cost of the ground environment equipment. This gives:

$$I_4 = 0.15I_2 + 0.25I_3$$

$$= 0.15M[F(M)] + 0.25NM_u[F(M_u)].$$

6. *Initial Training of Personnel* ($I_5$). Suppose that analyses of initial training costs for defense missile systems suggest that a weighted average cost per man tends to be about $4,000 if personnel are trained "from scratch" and about $2,000 if most of the key personnel are inherited from the phase-out of other weapon systems. If this is so, initial training cost for the total system may be estimated as

$$I_5 = \beta NP$$
where

$$\beta = 0.004 \text{ (complete training case)}$$
$$\beta = 0.002 \text{ (transition training case).}$$

At this point we shall have to introduce the manpower requirements submodel. In actual practice, manpower submodels are often quite complex. They must, for example, distinguish between officers, enlisted men, and civilians; and more often than not, such models will provide for further classification within these three main categories. They also often provide for estimating requirements for operations and maintenance personnel as functions of the major equipment characteristics, system operational concepts, and the like. Determination of administrative and support personnel requirements may involve somewhat detailed estimating procedures, or it may involve the use of a simple aggregative estimating equation. In any event, the manpower requirements subroutine can be a substantial model in itself; and in many cases the personnel calculation is very important because total system cost is often very much a function of the numbers and types of manpower required to man the system.

Obviously we cannot get into this degree of detail in our example. We shall therefore have to make drastic simplifications. In order to include some semblance of a manpower requirements submodel in the example, let us postulate the following: Operations and maintenance personnel may be estimated as a function of the number of U.E. missiles per force unit, and incremental administrative and support personnel can be estimated as a function of the number of operations and maintenance personnel.\footnote{Administrative and support personnel requirements are “incremental” because it is assumed that the HPD force unit gets a certain amount of support from the installation it is assigned to defend.} No distinction will be made between officers and enlisted men. The results are as follows:

$$P_{o,m} = 50 + 2M_u \quad (M_u = 10, \ldots, 50)$$
$$P_{o,s} = 0.4P_{o,m},$$

$$P = P_{o,m} + P_{o,s} = 50 + 2M_u + 0.4(50 + 2M_u)$$
$$= 70 + 2.8M_u.$$  

Substituting this value of $P$ in the training cost equation, we obtain:

$$I_S = \beta NP = \beta N(70 + 2.8M_u).$$
7. Miscellaneous Investment Cost ($I_0$). It will be assumed that miscellaneous investment cost can be estimated as a simple linear function of the number of force units:

$$I_0 = 2.5N.$$ 

8. Total Investment Cost ($I$). Total investment cost for a proposed HPD system is:

$$I = \sum_{i=1}^{6} I_i.$$ 

9. Equipment Maintenance Cost ($A_1$). Suppose that analyses of equipment maintenance activities suggest that annual missile maintenance cost may be estimated at about 10 percent of the investment cost of the U.E. inventory, and that the annual maintenance cost of ground environment equipment tends to average about 20 percent of initial investment cost. On the basis of these data, the equipment maintenance cost equation may be written as

$$A_1 = 0.1NM_u[F(M)] + 0.2NM_u[F(M_u)].$$

10. Personnel Pay and Allowances ($A_2$). We shall assume that $A_2$ may be approximated by taking a weighted average pay and allowances cost factor and applying it to the total number of personnel in the HPD system:

$$A_2 = 0.006NP = 0.006N(70 + 2.8M_u)$$

$$= 0.42N + 0.0168NM_u.$$ 

11. Miscellaneous Annual Operating Cost ($A_3$). It is assumed that miscellaneous operating cost can be estimated as a simple linear function of the total number of personnel in the system:

$$A_3 = 0.003NP = 0.003N(70 + 2.8M_u)$$

$$= 0.21N + 0.0084NM_u.$$ 

12. Total Annual Operating Cost ($A$). Total annual operating cost is the sum of the individual operating cost categories:

$$A = \sum_{i=1}^{3} A_i.$$ 

13. Total System Cost (TSC). Total HPD system cost is defined as follows:

$$TSC = R + I + YA.$$
Cost Models

Use of the Model
With the model completely described, let us now attempt to suggest a few of the ways the cost model of an individual system can be used in the analytical process.

One of the first questions that might be asked is: What “drives” the model? What are the key variables that matter the most? In many of the models used in real life analytical work the answer to this question is not immediately obvious. In our case, however, the model is so simple that the answer is readily apparent. Total force size \((N)\) and number of U.E. missiles per force unit \((M_u)\) appear in almost every component of the model. Therefore, these two variables must play a key role in determining the output of the model. The assumed number of years of system operation \((Y)\) could also be important. So might the performance characteristics of the interceptor missile, but this is less obvious.

All of this can be seen more clearly if we assemble the model in more compact form. If the categories are added up and certain terms combined, the results are as follows:12

1. Research and Development cost is a function of missile performance:

\[
R = \begin{cases} 
500 & \text{if missile performance is } p_u \text{ (missile A)} \\
700 & \text{if missile performance is } p_b \text{ (missile B)} \\
400 & \text{if missile performance is } p_c \text{ (missile C)}.
\end{cases}
\]

2. Investment cost is primarily a function of force size, hardness level, number of U.E. missiles per force unit, and missile performance:

\[
I = 1.9N[F(H)] + 0.085NM_u[F(H)] + 1.15M[F(M)] + 1.25NM_u[F(M_u)] + \beta(70 + 2.8M_u) + 2.5N,
\]

where

- a. \(F(H) = 0.50 + 0.18H - 0.0044H^2\) \((H = 3, \ldots, 20)\)
- b. \(M = 1.1NM_u + 4NY\) \((M_u = 10, \ldots, 50)\)
- c. \(F(M) = 1.44M^{-0.234}\)
- \(\alpha = 1.4 \text{ for missile A (performance = } p_u)\)
- \(\alpha = 2.3 \text{ for missile B (performance = } p_b)\)
- \(\alpha = 0.9 \text{ for missile C (performance = } p_c)\)
- d. \(F(M_u) = 6M_u^{-0.69}\)
- e. \(\beta = \begin{cases} 
.004 & \text{for complete training case} \\
.002 & \text{for transition training case.}
\end{cases}\)

---

12 In subsequent discussion, we shall refer to this as the basic HPD cost model.
3. *Annual Operating* cost is mainly a function of force size and number of U.E. missiles per force unit:

\[ A = 0.1NM_a[F(M)] + 0.2NM_a[F(M_a)] + 0.0252NM_a + 0.63N. \]

4. *Total System Cost* is influenced by all of the above and the number of years of system operation \((Y)\):

\[ TSC = R + l + AY. \]

Let us now demonstrate the use of the model. Hopefully, in exercising the model we can show how it serves as a useful integrating device between inputs and outputs in the cost analysis process.

Very often one of the first things systems analysts want to know is how total system cost \((TSC)\) varies with force size — usually for some "base case" system configuration that they have in mind. Suppose that in our example the systems analysts do have a base case, and that its configuration results in the following values for the key variables in the HPD cost model (call this *Case I*):

1. Missile performance index \(p_a\). Therefore, missile A is to be the interceptor in the basic system, which means:

\[ R = 500 \]
\[ F(M) = 1.4M^{-0.234} \]

2. Hardness level is 3. Hence \(F(H) = 1.13\)

3. Number of U.E. interceptor missiles per force unit \((M_a) = 10\), which means that \(F(M_a) = 1.21\)

4. Assume all system personnel are initially trained from scratch. Thus, \(\beta = 0.004\).

5. Assume number of years of system operation \((Y) = 10\).

6. Given that \(M_a = 10\) and \(Y = 10\), the total stock of interceptor missiles becomes purely a function of force size; that is, \(M = (1.1)(10)N + (4)(10)N = 51N\).

Given (1) through (6) above, the cost model reduces to a relatively simple function of \(N\):

\[ TSC = 500 + 53.462N + 68.65N[1.4(51N)^{-0.234}].15\]

---

13 See Fig. 7.1.
14 See Fig. 7.3.
15 The value of the quantity inside the brackets can be readily approximated from Fig. 7.2. For example, for \(N = 100\), the cumulative average cost of 5100 missiles is \$0.19 million (read from the missile A curve).
If this function is plotted over the range of force units 50 through 250, the result is the total system cost (TSC) curve shown in Fig. 7.4.\(^\text{16}\) The TSC vs. force size cost function gives an explicit statement of how total system cost changes as the force size is varied for a specified set of system characteristics – the Case I set in this instance. In Fig. 7.4 we see that total cost is essentially linear over the range of interest (\(N = 50\) to \(N = 250\)) and that therefore marginal cost is constant.\(^\text{17}\)

As pointed out in Chapter 4, the TSC vs. force size function is a fundamentally important part of the cost model. It enables the cost analyst to answer readily a very relevant class of questions which typically arises

\(^{16}\) The component curves (R & D, investment, and 10-year operating cost) were computed from the basic HPD cost model (see pp. 177–178).

\(^{17}\) Using the formula for the slope of a line through two given points, the TSC curve in Fig. 7.4 can be approximated by:

\[ TSC = 0.8 + 0.064N. \]

Marginal cost, therefore, is:

\[ \frac{dTSC}{dN} = 0.064. \]
in the systems analysis process. In the context of our illustration, for example, the systems analysts might want to know how much HPD could probably be attained at a stipulated cost level—say $10 billion. For the Case I HPD configuration, the answer (from Fig. 7.4) is about 150 force units or 1,500 U.E. interceptor missiles for a 10-year operational period. The possible effectiveness of this HPD force must then be calculated and compared with the estimated increases in offensive missile force survivability which might be achieved through alternative survivability measures obtainable from the $10 billion.

Or, alternatively, the systems analysts might specify a desired level of survivability and determine the configurations and quantities of various alternative measures that might be used to attain it. With corresponding sets of TSC vs. force size functions available, the costs of the various alternatives may be easily determined. For example, if one of the alternatives is 200 force units of Case I HPD, the estimated total system cost (see Fig. 7.4) would be about $14 billion.

Fig. 7.5 - HPD system cost versus force size for $M_u = 10, 30, 50$ (Case 2)

---

18 Perhaps it should be pointed out that we have come “full circle” since Chapter 4. There, TSC vs. force size costs functions were presented as examples of one type of output from the cost analysis process, with no indication as to how that output might be obtained. Now, with the benefit of the input-oriented Chapters 5 and 6, and with the aid of our illustrative cost model, we begin to see the relationships among inputs and outputs.
Let us now return to the basic HPD cost model and consider examples of other forms of output that may be obtained from it. As suggested previously, from the structure of the model it would seem that HPD total system cost might be quite sensitive to the number of U.E. interceptor missiles per force unit \( (M_u) \). Obviously this is an important variable, since the systems analysts would no doubt want to consider force units with varying complements of U.E. interceptor missiles.

To illustrate the sensitivity of TSC to \( M_u \), let us keep the same specifications as those for Case 1, except that \( M_u \) will be computed for three values: 10, 30, and 50. We shall call this exploration Case 2. The results of exercising the basic HPD model are portrayed in Fig. 7.5. Here it is apparent that HPD TSC is indeed very sensitive to \( M_u \), but that it becomes somewhat less so as \( M_u \) is increased. That is, the first partial derivative of the TSC function with respect to \( M_u \) is apparently increasing at a decreasing rate.\(^{19}\) This can be seen more clearly by computing Case 3, which has the same specifications as Case 2 except that force size \( (N) \) is held constant at 150 and \( M_u \) is varied over its entire range (10 through 50). The outcome is shown in Fig. 7.6 (Case 3).

Why do we get these results? We would expect TSC to increase at a decreasing rate for several reasons. One, for example, is the influence of the negatively sloped missile cost function \( F(M) \). More important is the fact that all components of facilities and the ground environment do not

\[ a = 1.4 \]
\[ N = 3 \]
\[ \beta = 0.004 \]
\[ Y = 10 \]
\[ N = 150 \]

Fig. 7.6 – Total system cost versus number of missiles per force unit (Case 3)

\(^{19}\) That is, for \( M_u = 10, \ldots , 50: \]
\[ \frac{\partial (TSC)}{\partial M_u} > 0; \quad \frac{\partial^2 (TSC)}{\partial M_u^2} < 0. \]
increase in proportion to increases in $M_e$, and some components do not change at all. Thus, total costs as shown by the curve in Fig. 7.6 increase at a decreasing rate as $M_e$ increases.

At this point the reader may be beginning to wonder about a side issue which in many instances can be important: the matter of computational burden. Let us digress briefly to offer a few comments about the computational problem.

Even in the case of an extremely simple model – like our HPD example – the computational burden can be rather heavy, particularly if numerous sensitivity analyses are to be made. Can anything be done to facilitate the process? The answer is “yes”; a great deal can be done in many instances. This is especially true for models like our HPD example which lend themselves naturally to programming on an on-line, time-sharing computer system like JOSS.\textsuperscript{20} This was done for the basic HPD cost model,\textsuperscript{21} with the result that the analyst can readily explore variations in combinations of the following: $\alpha, H, M_e, \beta, Y,$ and $N$.\textsuperscript{22}

Let us now return to our basic HPD model and illustrate a few more of the types of information that a cost model can provide the analyst.

Systems analysts often worry about what should be assumed about the number of years new capabilities might be in the operational force. Does it make any difference in the relative comparisons among alternatives? In order to help explore this question, the cost analyst must be readily able to furnish total system costs for varying assumptions about years of operation. Our basic HPD model is “open” with respect to number of years of operation ($Y$), so that it is relatively easy to examine the impact on total system cost ($TSC$) of various assumptions about $Y$. As an illustration, let us go back to Case 1 and keep all specifications the same except for $Y$. What happens if $Y = 5, 10,$ and $15$? (Call this Case 4.)

\textsuperscript{20} JOSS is a trademark and service mark of The Rand Corporation for its computer program and services using that program.

\textsuperscript{21} The author is indebted to H. E. Boren of The Rand Corporation research staff, who programmed the model on Rand’s JOSS system. Programming time was about 20 minutes – eloquent testimony to the value of such a system to an experienced professional.

\textsuperscript{22} Here, we must insert a note of caution. First of all, most real life models are much more complicated than our HPD example, and hence are more difficult to automate. In any event, it is important to emphasize the point that the analyst must not be over-enamored with computerization. Above all, a model must be constructed with a view to building a reasonably good representation of reality – not primarily with a view toward automation. Giving computerization first priority puts the cart before the horse. Only when the analyst is satisfied that he does have a reasonably good representation for purposes of the problem at hand does it become important to explore the possibilities of appropriate automation – even if only parts of the model can be so treated. This can greatly facilitate sensitivity analyses, which are so vital to the analytical process.
The results are graphed in Figs. 7.7A and 7.7B. As might be expected,

HPD TSC is quite sensitive to variations in $Y$. However, two other things are apparent: The TSC curves remain essentially linear throughout the range $Y = 5$ to $15$, and the slopes of the TSC curves in Fig. 7.7A
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(marginal costs with respect to force size) increase as $Y$ is increased. For example:

<table>
<thead>
<tr>
<th>Value of $Y$</th>
<th>Marginal Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$\sim 0.04$</td>
</tr>
<tr>
<td>10</td>
<td>$\sim 0.06$</td>
</tr>
<tr>
<td>15</td>
<td>$\sim 0.08$</td>
</tr>
</tbody>
</table>

These variations might be important in the overall analysis.

Is the model correct when it shows increases of marginal cost (with respect to force size) as $Y$ is increased? If it did not, then something would be wrong. This is obvious from the following: Research and development cost is independent of $Y$. Investment cost is largely independent of $Y$, except for the increase in the stock of missiles for training firings each year. Total system operating cost, however, is very much a function of $Y$ in the following way. In most instances, including our HPD example, annual operating cost per force unit is essentially constant for a given set of system characteristics. The equation for total system annual operating cost can therefore be written as a linear homogeneous function of force size ($N$):

$$A = \Phi N \quad (\Phi = \text{a constant}).$$

Then for $Y$ years the total system operating cost is $\Phi Y N$. Thus, the slope of the operating cost curve becomes steeper as $Y$ increases. This in turn increases the slope of the total system cost curve ($R + I + AY$) as $Y$ increases. Hence the reason for the behavior of the TSC curves in Fig. 7.7A.

So far we have not varied the primary mission equipment (interceptor missile) characteristics. Cases 1 through 4 have utilized missile $A$ with performance index $p_*$, which implies $\alpha = 1.4$. Certainly the systems analysts will want to examine the consequences of different hardware characteristics in terms of both system cost and effectiveness. From the viewpoint of the cost side of the problem, what are the implications for TSC if the higher performance interceptor (missile $B$) -- which costs almost 65 percent more per copy than missile $A$ -- is assumed? What if missile $C$ is assumed? A priori it is not clear from the basic HPD cost model what the answer is, although it would seem that TSC might be fairly sensitive to variations in missile specification because the missile cost function, $F(M)$, shows up quite prominently in both investment and operating cost.\(^{24}\)

To examine this question, let us take the Case 1 specifications and use

---

\(^{24}\) Refer back to the basic HPD cost model, pp. 177–178.
the model to test two variations: \( \alpha = 2.3 \) (representing missile B) and \( \alpha = 0.9 \) (representing missile C). (Call this Case 5.) The results, shown in Fig. 7.8, do not suggest that TSC is dramatically sensitive to variations in \( \alpha \). But here, the number of U.E. missiles per force unit \( (M_u) \) is held constant at 10. Would the results be similar for higher values of \( M_u \)? Suppose we modify Case 5 and explore this possibility: Let \( M_u \) vary over its entire range for two force sizes \( N = 150 \) and \( N = 250 \). (Call this Case 6.) The results are presented in Fig. 7.9. It would seem that the differences in total system cost attributable to the type of interceptor missile used in the system tend to increase as \( M_u \) increases. These differences also tend to be greater as force size \( (N) \) increases. These influences are portrayed in a different way in Fig. 7.10, where total system cost is plotted as a function of missile type (represented by \( \alpha \)) for \( M_u = 10, 30, 50 \) and for two force sizes \( N = 150 \) and \( N = 250 \).

In the cases examined so far, total system cost is either moderately sensitive or very sensitive to key system parameters that we have chosen to vary. Is it possible to offer examples of insensitivity?

In Cases 1 through 6 the hardness level index \( (H) \) has been held constant at \( H = 3 \), for which value \( F(H) = 1 \). What if higher values of \( H \) are specified? Would the impact on TSC be very great? A priori, we would think
Fig. 7.9 – Total system cost versus $M_u$ for $\alpha = 0.9, 1.4, 2.3$ and $N = 150$ and 250 (Case 6)

Fig. 7.10 – Total system cost versus type of missile: for $M = 10, 30, 50$, and $N = 150$ and 250
not; but let us exercise the model and find out. Suppose the specifications for Case 1 are used, except that $H$ is permitted to vary over its entire range ($H = 3, \ldots, 20$) for three levels of total force size, $N = 100, 150, 200$. The results are portrayed in Fig. 7.11. Here it is evident that HPD TSC

![Graph](image)

**Fig. 7.11 – Total system cost versus hardness index for 3 levels of force size**

is not very sensitive to variations in $H$, and that this conclusion is independent of force size. Again, this is something that the systems analysts would want to know. For one thing, if we are uncertain about what degree of hardness might be required in the future, the lack of TSC sensitivity to variations in $H$ means that we need not worry very much about the implications of such uncertainty as far as the cost considerations are concerned – at least over the range of $H$ considered in the analysis. The implications for system effectiveness, however, could be more important.

As a final example, let us use the model to calculate two extreme cases: one representing the set of most expensive HPD configurations and one representing the class of least expensive system configurations. To do this we shall specify the following sets of inputs to the basic HPD cost model:

---

$\frac{\partial(TSC)}{\partial H} \approx 0.$
The results of the "high-low" calculation are shown in Fig. 7.12. The reader may be somewhat surprised at the size of the region between the high and low curves. While our example is hypothetical, the results portrayed in Fig. 7.12 are not atypical of those obtained from real life cost models used to support the long-range planning process.

The reasons for such large TSC regions are many and varied; but one of the main ones is that when the time horizon extends 5, 10, or more years into the future a wide range of options is open for consideration. In the HPD example this means a broad range of possible system configurations
(including number of years of operation), which in turn happens to have widely varying impacts on TSC.

Another way to view the matter is in terms of uncertainty. For the distant future, major "state-of-the-world" uncertainties abound. These uncertainties imply a variety of possible system configurations, each set of which relates to a different part of the total state-of-the-world spectrum in the future. In a sense, then, the range between high and low cases, like that portrayed in Fig. 7.12, reflects the extent of major uncertainties existing in the area of national security being studied.

Lessons from This Example
Let us conclude our illustration at this point and sum up. While the simple model used in the example is only moderately representative of reality, it hopefully served as a pedagogical vehicle for helping to make several main points about cost models.

These are:

1. A cost model may be viewed as an integrating device for systematically bringing together the various factors on the input side (cost categories, system configuration specifications, estimating relationships, and so on) and relating them to some specific type of output-oriented military capability in the future (hardpoint defense in our example).
2. The use of such an integrating device can facilitate the analytical process by:
   a. Helping the cost analysts gain insights into the problem at hand;
   b. Helping the cost analysts to serve better the systems analysts in the sense of having the capability to provide readily estimates of resource impact associated with a wide range of questions that good systems analysts typically must explore;
   c. Helping to organize an efficient computational procedure, whether automated or not, so that a range of relevant cases can be properly examined and various sensitivities explored.
3. Cost models and computer programs (automation) should not be viewed as being synonymous. Building a representation of reality (the model) appropriate to the class of problems under consideration is the primary objective. Automation is secondary. However, when automation (in full or in part) can be accomplished without significant sacrifices in the representation of reality, it usually should be attempted. Even partial automation can often greatly facilitate the capability to do sensitivity analysis.
Types of Cost Models
Let us now return to the categories of cost models outlined in the introduction to this chapter:

1. Resource requirements submodels.
2. Individual system cost models.
4. Total force cost models.

Each of these is discussed briefly in the following subsections.

Resource Requirements Submodels
As pointed out earlier, resource requirements submodels are usually a part of a model in some broader context. Indeed, they may be developed for almost any category in the overall input structure. However, the more formal types of submodels are usually constructed for those cases where the resource impact is likely to be relatively large, where analytical problems have to be explored in some depth in their own right, or where the computational burden is significant. Examples of areas where such models have been used include major equipment requirements and costs, manpower requirements, personnel training requirements and costs, and facilities requirements and costs.

Let us take the major equipment area and discuss it in more detail. Consider, for example, the case of a fleet of future manned aircraft designed for continuous airborne duty on a series of stations covering a large geographical area. In instances like this, total system cost is highly sensitive to the total number of aircraft required to perform the mission. The total number of aircraft required in the system is, in turn, very much a function of such variables as aircraft performance characteristics (especially endurance), fly-out distance from base to station, number of stations, aircraft maintenance policy (one, two, or three shifts), and the like. Thus, the task of computing and analyzing total system aircraft requirements for a range of hardware and operational concept characteristics can be substantial. Here is an example of a case where the effort involved in constructing a rather formal aircraft requirements submodel is likely to pay off in terms of greatly facilitating the cost analyst's understanding of the problem and hence his ability to support the systems analysis process. In addition to dealing with aircraft requirements, such

26 A case in point is the antisubmarine warfare (ASW) mission example presented in Chapter 4, pp. 82-85.
27 Such models have been developed and used in practice. For example, see R. L. Petruschel, Project Cost Estimating, P-3687 (Santa Monica, Calif.: The Rand Corporation, September 1967).
a model could also be designed to draw upon a data bank of relevant aircraft cost functions (including cost-quantity relationships), so that once aircraft requirements are computed, the dollar cost impact can also be determined.  

Individual System Cost Models
Our hardpoint defense illustration is an example of one type of individual system cost model. It is a rather specialized model in that it pertains only to the HPD part of ballistic missile defense. The model is also "static" in the sense that no provision is made for explicit treatment of time-phasing of resource impact by fiscal year over a period of years. The output is in effect an index of cost consisting of the sum of costs for research and development, investment, and a stipulated number of years of operating.

Other individual system cost models can be somewhat different, of course, from that used in our example. For one thing, they might be much more general. They could, for example, pertain to a range of types of missile systems - not just to HPD. (If this were true, the input side of the model would have to be more "open-ended" than the HPD case.)

And, indeed, some of these models are structured quite generally, with a view to automation (at least in part), and with provision for storing a sizable data bank of estimating relationships covering a wide range of hardware and operational concept configurations within the relevant class of weapon systems. Here, the inputs to the model would be primarily sets of system description information, and the computer program would automatically select the appropriate combination of estimating relationships for use in any given case.

Individual system cost models may also be structured in terms of the form of output that is desired. For example, if time-phased cost estimates are required, then explicit provision must be made for inputting major equipment delivery schedules, force unit activation schedules, or some other form of timetable of projected military capabilities. The model must

---

28 For example, see H. E. Boren, Jr., DAPCA: A Computer Program for Determining Aircraft Development and Production Cost, RM-5521-PR (Santa Monica, Calif.: The Rand Corporation, February 1967).

29 For examples of other types see:


(2) Report No. NADC-AW-6734, System Cost and Operational Resource Evaluator (SCORE) Executive Routine, published by the Naval Air Development Center, Warminster, Pennsylvania. (A general-purpose computerized model for estimating weapon system cost.)
then contain a procedure for tying the cost estimates to the specified timetable and for generating alternative patterns of timing of the cost impacts.

A frequently used approach is to make the basic calculations on the basis of deliveries or force unit activations, and then to use a series of lead and lag factors to convert the basic calculations into time-phased estimates of total obligatory authority, expenditures, or some other alternative form of time-phased output. Finally, a procedure may be included in the model for handling alternative assumptions about time preference — that is, assumptions about alternative discount rates. The final output will therefore be in a form similar to that discussed in Chapter 4 and illustrated in Figs. 4.12, 4.13, and 4.14.

Provision can also be made in the cost model of an individual system for computing total system costs in specific relation to various measures of system output or effectiveness, such as cost per pound of payload in orbit, cost per sortie, cost per target killed, and the like. The example concerning antisubmarine warfare presented in Chapter 4 is a case in point, since the cost model calculated total system cost per pound of payload on station as a function of aircraft payload weight for several types of aircraft. (See Fig. 4.10 in Chapter 4.)

**Mission Area Force-Mix Cost Models**

In Chapters 2 and 4 we referred to systems analyses of alternative force mixes in some mission area:

1. Mixes of land-based and sea-based tactical airpower.
3. Mixes of strategic offensive and defensive forces.

Studies involving comparisons of alternative force mixes have become increasingly important in recent years. Systems analysts have come more and more to realize that in many cases simple intersystem comparisons are too narrow to produce meaningful results. In principle the solution is to examine total forces, the limiting case being the total Department of Defense force structure. In practice, however, total force contexts are likely to be too broad, especially with respect to effectiveness considerations.

A reasonably workable middle ground is the study of a mission area force mix, which is, in effect, a major subset of the total force. Here, enough of the total problem is included to permit taking into account most of the relevant interactions among weapon and support systems and other types of activities. At the same time the context is limited sufficiently to permit a considerable amount of useful analytical work.
A salient feature of mission area force-mix comparisons is that more often than not they cut across agency lines: that is, they involve projected military capabilities for some combination of the Army, Navy, and Air Force. Obviously, we could not very well do a force-mix study of the strategic offensive and defensive forces without considering the Navy’s fleet ballistic missile systems and the Army’s ballistic missile defense system in addition to the Air Force’s projected systems. Nor could we study tactical airpower for the future without considering proposed capabilities for the Navy’s sea-based systems in addition to the Air Force’s land-based systems.

Let us now turn to force-mix cost considerations — cost models in particular. We shall not discuss mission area force-mix cost models in great detail here, because an example of one is presented and discussed in some depth in Chapter 9.30

The reader may well question why we have included mission area force-mix cost models in our categorization of cost models. If we have a reasonably complete inventory of individual system cost models, why cannot these be used in dealing with a force-mix problem? Are not the outputs of the individual models simply additive, so that the cost of a proposed force-mix alternative could be easily obtained from the components? On the other hand, if we have a total force structure cost model, why cannot it be used to estimate the cost implications of alternative proposals for a mission area subset of the total force? These are reasonable questions. We shall have to try to answer them.

Now it may be true that for some problems the analysts could essentially take estimates derived from individual system cost models and merely add them up. However, this is not true in general. One reason is that there may be significant interactions among the components of the force mix that should be taken into account. The proposed phase-out of systems in one part of the mix might free resources (such as base facilities and personnel) that could be used by systems postulated for concomitant phase-in in another part of the force mix. If the objective is to estimate the incremental cost of the stipulated mission area force mix, then these interactions should be taken into account. Simple addition of cost estimates obtained from individual models in isolation from one another might well produce the wrong result.

Moreover, other costs, which are usually excluded from individual weapon system models, may have to be taken into account. For example, the costs of command and administrative activities — which are primarily

30 Moreover, some of the points made regarding total force structure cost models in the following section apply to mission area force-mix models as well.
a function of mission area force size rather than mix — would have to be included in the estimated costs of proposed force mixes which are significantly larger than those currently planned.

Similar problems arise if we attempt to use a total force structure cost model to deal with mission area force-mix problems. In principle, this should be possible. However, there is a difference here between principle and practice, primarily because most total force models are “total” for only one service: the Army, the Navy, or the Air Force. Since most relevant mission area force-mix problems are interservice in nature, the typical solution to this problem has been simply to develop a more or less specialized force-mix cost model tailored just to the requirements of the problem at hand,\(^\text{31}\) drawing of course on individual system cost models wherever possible.

There are other difficulties as well in using total force structure models. For example, it is not always clear that the structure and estimating procedures of the separate models are reasonably consistent with one another. And, unfortunately, it is rare that a given group of cost analysts has access to more than one of these models.

Thus, as systems analysts increasingly focus their attention on studies of mission area force mixes, the cost analysts must continue to build models of this type.

**Total Force Cost Models**

Total force cost models, as we have just seen, are designed to span a broad context — presently the boundaries of an individual service. To the knowledge of the author, no Department of Defense-wide analytical cost model exists today;\(^\text{32}\) nor is one likely to be developed in the near future.

To put the matter very simply, the main purpose of a total force cost model is to estimate the resource impact of proposed alternative total force structures for a given military service. A force structure is a time-phased specification of numbers of force units (such as divisions, carrier task forces, or squadrons) by fiscal year over a period of future years for a selected complete set of weapon and support systems.\(^\text{33}\) A postulated force structure is the primary, though by no means the only, input to a total

---

31 An example for strategic offensive and defensive forces is presented in Chapter 9.

32 That is, “analytical” in the sense that we are viewing cost models in this chapter. In principle, a consistent Department of Defense-wide total force model could be developed. But it would be a tremendous task — one that is probably not feasible in the near future.

33 Here again we are using the word “systems” in a broad sense. In addition to military capabilities traditionally referred to as systems (the Minuteman weapon system, the Polaris weapon system, the Nike weapon system, and the like), we use the term to include Army divisions, Navy task forces, and so on.
force cost model. The main outputs are estimates of time-phased manpower requirements and of time-phased dollar costs (total obligatory authority or expenditures). These outputs are typically identified from any of several points of view:

1. Major program area (strategic offensive and defensive forces, general purpose forces, transport forces, and so on).
2. Program elements (such as weapon and support systems) within each major program area.
3. Major cost category (research and development, investment, and operating cost).
4. Summary resource and functional categories (for example, procurement, construction, operations and maintenance, and military personnel).\(^{34}\)

Total force cost models must of necessity be at least partially automated, since determining the time-phased cost impact of even a single 10-year plan for one of the military services typically involves several hundred thousand calculations. To carry out such an exercise entirely by hand computation would require an unacceptably long time. In most service force planning deliberations the planners typically examine not just one plan (total force structure) but many alternatives – sometimes as many as 50 – and the resource impact of all the alternatives must be estimated within a reasonable period of time. Planners cannot wait several months for the results. Because a total force cost model must thus have a relatively short "turnaround" time, it must be automated wherever it is possible to do so without seriously compromising the basic estimating procedures used in the model.\(^{35}\)

Another motive for automation is related to one of the distinguishing features of a properly structured total force model: the capability to take into account certain interactions among program elements in the force in

---

\(^{34}\) For an example of a cost format structured in these terms, see Table 4.2 in Chapter 4.

\(^{35}\) Turnaround time is typically very much a function of the particular force structure being examined. If it is similar in content to a case calculated previously, it can essentially be treated as an iteration of the previously run case. Here, turnaround time can be very short – perhaps a matter of several hours. At the other extreme, if a postulated force structure contains new weapon systems for which key estimating relationships are not contained in the data bank, the turnaround time can be long – sometimes several weeks or longer. In such cases a research effort is required to assemble and develop the necessary input data.

In general, short turnaround time requires the availability of a well-stocked cost data bank of estimating relationships and other key input data, and a well-trained staff of cost analysts. No amount of automation can significantly make up for serious deficiencies in either.
a way that is not possible in smaller models. We have already referred to this point briefly in the discussion of mission area force-mix cost models.

To assess properly the incremental cost impact of proposed force structures, the model must be able to estimate net resource requirements in several areas, especially facilities, personnel training, fuel stocks, and general purpose equipment. Systems and activities proposed for phase-out in one part of a projected force structure may free resources (such as trained personnel) that may be used by new systems postulated for phase-in in another part of the force.

This so-called “inherited assets” problem can best be dealt with in the context of a projected total force for the particular service under consideration.\(^\text{36}\) Thus, a properly structured total force model should contain automated subroutines which will “search” a projected total force structure, pick up surpluses of assets made available by phase-outs, and redistribute these assets to new systems or to existing systems projected to remain in the force. For example, a cost subroutine for personnel training would search a proposed total force structure for numbers and types of personnel made surplus by phase-outs, and “assign” these personnel to new systems or activities. The initial training costs associated with this inherited manpower would be either zero or the cost of transition training. In cases where no personnel resources were inherited, gross requirements for new systems and for replacement personnel for activities remaining in the force would be equal to net requirements,\(^\text{37}\) and initial training costs would be computed on a full cost basis – that is, personnel would be assumed to be trained from scratch.

We should emphasize that the automated subroutines designed to deal with the inherited assets problem need not (indeed, cannot) use refined estimating methods. This is so because in long-range planning “first approximation” estimates of cost are usually all that is required, and in most cases all that is attainable. The output of the types of subroutines referred to here is in keeping with the accuracy requirements of long-range planning. Use of these devices in the programming of near-future activities would not be appropriate.

So far, two distinguishing characteristics of total force cost models have been mentioned: their broad scope and their consequent ability to take into account more completely certain interactions among the program elements in a total force. One other characteristic is worthy of mention.

\(^{36}\) In principle the problem should be handled Department of Defense-wide. As mentioned earlier, however, such broad contexts, while correct in principle, cannot be dealt with in practice at present.

\(^{37}\) Gross requirements minus inherited assets equal net requirements.
Since the objective of a total force model is to estimate the total cost of a projected total plan to a service, specific provision must be made for procedures to determine the estimated costs of numerous service-wide support activities. These costs are not (and should not be) included in intersystem and mission area force-mix cost studies.

Examples of service-wide support activities are: basic research and exploratory (nonsystem) development, the service academies, support for major command headquarters and the service's headquarters in the Pentagon, service-wide supply system operations, service finance center operations, service-wide communications networks, and so on. Since the nature of these activities is not primarily a function of the combat force mix, their costs are not allocated to combat program elements, or even to primary mission areas (such as strategic operations or continental defense). Typically, these general support costs account for a major fraction of the total cost of a service's long-range plan – sometimes as much as a third or more.

Present total force cost models usually deal with the general support area in highly aggregative terms. Basically, the idea is to try to distinguish among (1) those service-wide support costs which are essentially independent of the size of the combat force structure and which may be projected more or less on a “level of effort” basis; (2) those support costs which may be appropriately projected as a function of the total combat force size; and (3) those which must be given special treatment (usually calculated by hand outside the model).

So much for our brief description of total force cost models. Let us now consider their uses.

In view of what was said in the discussion of mission area force-mix cost models, the reader may well question the utility of total force cost models. If systems analysts do not have analytical techniques to evaluate total force structures (especially those required to estimate effectiveness), why should cost analysts expend the considerable effort required to build total force cost models, to operate them, and to keep them updated? Part of the answer has already been given: such models allow us to take into account certain interactions among program elements within and across various mission areas. But other reasons might be mentioned.

38 Similarly, general support costs in a given mission area are not allocated to the end-product program elements in that mission area – for example, a pro-rata share of the operating costs of Headquarters, Strategic Air Command is not identified with the Minuteman weapon system. This goes back to a basic principle set forth in Chapter 4: arbitrary, accounting-type cost allocations are inappropriate in cost analyses done in support of the systems analysis process.
In the first place, the fact that systems analysts do not as yet have methods for quantitatively analyzing the effectiveness of total force structures does not in itself imply that total force cost models cannot be useful in the long-range planning process. For one thing, such models can be used to calculate a set of relevant equal-cost total force structure alternatives. With the cost aspects of the problem “normalized,” so to speak, the decisionmakers can then better concentrate their attention on the utility considerations, with the aid of whatever partial effectiveness measures the systems analysts can provide. This is a significant point, because it is very difficult, if not impossible, to make effective comparisons if the costs and the effectiveness of alternatives are both varying at the same time. Since the determination of equal-cost alternatives over a number of years in the future is a difficult, iterative process, especially for total force structures, total force cost models of the type we have been discussing are almost indispensable in making the process feasible.

Moreover, these models have an important role in another process. Each of the military services must periodically prepare an official description of its total force structure plan for the distant future. These plans, which are submitted to the Joint Chiefs of Staff and to the Office of the Secretary of Defense, provide the point of departure for the annual planning, programming, and budgeting cycle for the Department of Defense.

In the more distant past, these plans were developed for the most part on a “pure requirements” basis. That is to say, the plans represented the total force size and mix that the services wished to have, assuming essentially no resource constraints. The results were exceedingly visionary, and — predictably enough — had little or no impact on what actually was approved in the real planning process.39

In recent years, however, the services have been required to develop their long-range force structure plans with resource constraints taken into account explicitly. This has meant that cost considerations have had to enter the planning process at the outset.

At the present time, force planners typically go through an iterative process of “cutting and piecing,” “putting and taking,” and exercising many alternatives. Most of these alternatives have to be “costed out” in a proximate fashion to see whether they generate unacceptable levels of cost in the future or infeasible peaks in certain years. Here we have an excellent example of a situation where a total force cost model can be extremely

39 It was not uncommon for the services to develop projected force structures which implied future cost levels twice as high as those programmed for the near future (in terms of constant dollars).
useful. Indeed, it is difficult to imagine how the planning process could be carried out without such models. The services do in fact use them.

Finally, let us consider still another use of total force cost models. In many instances cost analysts have found that developing, operating, and updating these models provides insights and knowledge about the institutional and structural "ecology" of a given service that is otherwise difficult to obtain. This, in turn, has facilitated doing a better job in cost analyses of narrower problems — such as intersystem comparisons and mission area force-mix comparisons. It has also helped in better organizing the cost analysis activity's own research program concerned with developing new concepts and analytical tools.

A related point concerns the usefulness of the output of total force cost models to systems analysts — not in a technical analytical sense, but rather in orienting them to appreciate the full scope of their concern. In carrying out an intensive study of a relatively small subset of a total force, systems analysts can become overly parochial. Experience has shown, however, that this parochialism can be tempered somewhat by exposure to total force structures and their estimated resource impacts. Oftentimes the result is a more enlightened and useful analysis of the smaller problem itself.

In summary, total force structure cost models, in spite of institutional and practical constraints on their development and use, can be very helpful in grappling with certain kinds of long-range planning problems. Rather than emphasize their current limitations in use, we would instead stress their potential for the future.

In this spirit, and in terms of technical improvements, presently used total force cost models need bolstering in several areas. One, for example, concerns the development of better subroutines or submodels for dealing with the interaction problem. Also, improved methods and techniques are needed for estimating the cost of service-wide support activities. In sum, much remains to be done in this important area of cost models.

Summary
The subject of cost models is very broad, and a single chapter can hardly do it justice. Our aim has simply been to give the reader a general idea of what cost models are like, and, more important, the role they play in helping the cost analyst in his job of serving the systems analysis process.

A cost model may be viewed as an integrating device designed to facilitate the analytical process by bringing together the various factors on the input side and relating them to some type of output-oriented military capability in the future.

We attempted to illustrate this through the use of a highly simplified
cost model: an individual system cost model concerned with hard point defense. The structure of the model was described, and then the model was "exercised" to show various outputs and their relation to specifications from the input side. The objective here was to indicate briefly how the model might be used to help gain insights into certain types of questions - from the standpoint of both the cost analyst and the systems analyst. Considerable emphasis was placed on sensitivity analysis.

Cost models may be categorized and discussed in many different ways. Several of these were pointed out, and the following classification - based on the size of the domain being modeled - was discussed at length:

1. Resource requirements submodels.
2. Individual system cost models.
4. Total force cost models.

All of these models are important, and military cost analysis depends on all of them. However, we did stress the growing importance of mission area force-mix cost models at the present time. Systems analysts have come more and more to see mission area force-mix comparisons as feasible and meaningful analytical work. Such work is not unduly narrow, yet it is not so broad as to preclude substantive analysis. Cost analysts have therefore had to devote increasing attention to cost models designed to serve this important area. In the more distant future, however, some form of total force structure cost model may gradually begin to replace mission area models.

The chapter also emphasized that cost models and computer programs (automation) are not synonymous. Building a representation of reality (the model) appropriate to the class of problems under consideration is the primary objective. Automation is secondary. However, when automation (in full or in part) can be accomplished without significant sacrifices in the quality of the model, it usually should be attempted. Even partial automation can often greatly facilitate the capability to do sensitivity analysis.

Suggested Supplementary Readings
1. R. L. Petruschell, Project Cost Estimating, P-3687 (Santa Monica, Calif.: The Rand Corporation, Sept. 1967). (Contains a good example of a requirements sub-model.)
Chapter 8

SPECIAL TOPICS

Introduction
We have now come full circle, beginning with our early emphasis on the nature and importance of an output orientation, following that with a detailed examination of inputs, and concluding -- in the last chapter -- with a discussion of cost models, which returns us to the matter of outputs. We could, therefore, proceed directly to examples of systems analyses and show how the cost considerations are handled in each case. But before turning to these topics, it would be worthwhile to pause briefly to consider certain special subjects that deserve particular emphasis. The first two have already been mentioned in previous chapters; the third has not. Each is central to an understanding of military cost analysis:

1. The treatment of uncertainty.
2. The treatment of problems associated with time.
3. The role of wartime costs: are they relevant or not in systems analyses of long-range planning problems?

Let us consider these topics in turn.

Treatment of Uncertainty
Practically all aspects of life in the real world are in one way or another subjected to risks or uncertainties. Even in so seemingly simple a task as laying bricks, uncertainty is apt to be present in a very real way:

Ponder for a moment the experience of the Barbados bricklayer who wrote the following letter requesting sick leave of his employer:

"Respected sir, when I got to the building, I found that the hurricane had knocked some bricks off the top. So I rigged up a beam with a pulley at the top of the building and hoisted up a couple of barrels full of bricks. When I had fixed the building, there was a lot of bricks left over.

"I hoisted the barrel back up again and secured the line at the bottom, and then went up and filled the barrel with extra bricks. Then I went to the bottom and cast off the line.

"Unfortunately, the barrel of bricks was heavier than I was and before I knew what was happening the barrel started down, jerking me off the ground. I decided to hang on and halfway up I met the barrel coming down and received a severe blow on the shoulder."
"I then continued to the top, banging my head against the beam and getting my finger jammed in the pulley. When the barrel hit the ground it burst its bottom, allowing all the bricks to spill out.

"I was heavier than the barrel and so started down again at high speed. Halfway down, I met the barrel coming up and received severe injuries to my shins. When I hit the ground I landed on the bricks, getting several painful cuts from the sharp edges.

"At this point I must have lost my presence of mind, because I let go to the line. The barrel then came down giving me another heavy blow on the head and putting me in the hospital.

"I respectfully request sick leave."\(^1\)

As indicated numerous times in this book, uncertainty is a key characteristic of the types of long-range planning problems typically addressed in systems analysis studies. Uncertainty, perhaps more than anything else, tends to compound the severity of the analytical problems faced by systems analysts. So much so, that we may be tempted at times to "simplify the situation" by conducting the analysis in terms of "certainty equivalents" (using, say, "expected values"). While this may be permissible in special cases, it is not to be recommended as appropriate general practice, since it can often result in furnishing the decisionmakers with misleading information.

The point, in its most general terms, is that analysts must face up to uncertainty explicitly and use the concepts and techniques appropriate to the problem at hand. The purpose of the discussion in the following paragraphs is to indicate how the cost analyst can do so.

**Background Discussion**

Let us begin by considering the difference between *risk* and *uncertainty*. This is in part a question of semantics, and for some purposes the distinction between the two terms is not important. In this context, however, it seems desirable to make a technical separation.\(^2\)

A risky situation is one in which the outcome is subject to an uncontrollable random event stemming from a known probability distribution. The toss of a true coin, for example, involves a risk, with the probability of a head turning up being 0.5. An uncertain situation, on the other hand, is characterized by the fact that the probability distribution of the uncontrollable random event is unknown.

---


Oftentimes probability distributions are assigned to uncertain situations, but these are of necessity subjective in nature. That is, they are based on the personal judgment and experience of the analyst, the decisionmaker, or someone else regarding the relative "likelihood" of unknown events. They are not based on incontrovertible empirical or theoretical derivations.3

We now see why the title of this subsection is "treatment of uncertainty." Rarely in systems analysis studies, and in cost analyses in support of such studies, are objective probabilities available. For the most part the types of problems treated involve situations of uncertainty rather than of risk.

Let us turn now to a discussion of uncertainty in the context of cost analysis per se. Although here the prime concern is with cost analysis, we must keep the total problem in mind. Cost analysis does not exist in a vacuum. Cost analyses of future proposals are made for a purpose; and in terms of long-range planning that purpose is usually to provide inputs to a total systems analysis or decisionmaking activity involving many considerations other than cost. It should be emphasized that these "other considerations" (involving utility or "effectiveness") are also plagued by uncertainties—often greater than those facing the cost analyst.

Can we gain any significant insights into the uncertainty problem facing military cost analysts by examining the historical record? Suppose, for example, we were to attempt to compare cost estimates of proposed new military capabilities (such as weapon systems) made during the conceptual phase of development with estimates (or even actual cost information) obtained during a much later stage in the program—say at the time of phase-in to the operational force. Call the early estimate \( C_e \) and the late estimate (or actual) \( C_a \). Is the ratio \( C_a/C_e \) typically different from unity, and if so, by how much?

Several empirical studies of this type have been made, using data from the 1950s and early 1960s. Most of them pertain to the hardware portion of total packages of military capabilities.4 A few (all unpublished) pertain to total weapon systems. The results are similar in both cases.

These studies indicate that the ratio \( C_a/C_e \) is typically substantially greater than unity, even after adjusting for price level increases during the

---

3 If the latter were the case, we would be dealing with a risky situation and the distribution would be called an objective probability distribution.
time interval examined, and after adjusting for differences in quantity. The adjusted or "normalized" ratios tend to average about 2 to 3.\(^5\) These numbers may be viewed as one crude measure of uncertainty in cost analyses made in the past.\(^6\) It is doubtful that future environments will be any less uncertain.

The question arises as to why early estimates of the costs of future military capabilities tend to be lower than actual totals or estimates made later in the system acquisition cycle.\(^7\) Is it because of inherent deficiencies or "errors" in the cost analysts' tools (such as estimating relationships)? Or is it because mission requirements change over time, with the result that weapon system configurations must be changed (often with attending cost increases) to meet the more demanding requirements?\(^8\)

The historical record seems to indicate that both of these factors play a role. Which is the more significant? Unfortunately, the form of the data in the historical record available to researchers does not permit determination of a defensible quantitative answer. Yet the case histories (which are mostly qualitative in nature) suggest that the primary source of differences between early and late estimates is traceable to the second factor - "requirements uncertainty." The first factor, which may be called "cost-estimating uncertainty \textit{per se}," seems to be relatively less important. The conclusion of one of the evaluations of the historical record in the major equipment area is as follows:

\[\ldots\text{In principle it would be possible to factor into two parts the total error in cost estimates as they are prepared: (1) the part due to errors in the costing of the configuration supplied to the cost estimator (i.e., the intrinsic error in cost estimating) and (2) the part due to changes in the configuration as development progresses.}\]

\(^5\) Usually we find considerable variability around these averages, with the frequency distribution of the ratios skewed to the right. Only a few of the ratios are less than unity, while a number of them "tail off" to the right beyond the mean. In one study of the hardware area, the ratios ranged from 0.7 to 7.0. (See Peck and Scherer, \textit{op. cit.}, p. 22.)

\(^6\) At this point the reader may wonder whether these ratios reflect uncertainty or bias. We cannot answer this question with high confidence. However, examination of the underlying details of the information and data base used to derive the ratios suggests that uncertainty is probably the main factor.

The 1950s and early 1960s - the period considered in these studies - were a time of marked reassessments regarding state-of-the-world uncertainties (the threat, future technological possibilities, and so on). For the most part, these reassessments led to increased mission requirements and hence more stringent weapon system specifications. We should not conclude from this particular period of history, however, that there is a general "systematic upward bias" that can be predicted for the future. In short, it would seem more appropriate to interpret the data in terms of uncertainties rather than in terms of biases.

\(^7\) Recall that we have "normalized out" price level changes and effects attributable to variations in quantity.
In practice it has not been possible to carry out this separation. However, it is our belief that the intrinsic errors in costing a fixed configuration tend to be small relative to the other source of error in the costing of most major items of military equipment.\footnote{A. W. Marshall and W. H. Meckling, \textit{Predictability of the Costs, Time and Success of Development}, P-1821 (Santa Monica, Calif.: The Rand Corporation, December 1959), p. 9. Similar conclusions hold for total weapon systems and forces. The present author has also attempted to quantify the relative importance of cost estimating and requirements uncertainty, but without substantive success. On the basis of this work, however, it appears that requirements uncertainty is typically 5 to 10 times more important than cost-estimating uncertainty in cost analyses of proposed future military capabilities.}

Numerous reasons may be given for changes in configuration of proposed new military capabilities as they proceed through the acquisition cycle. The reasons for these changes are in turn the main sources of what we are calling requirements uncertainty. Some examples are the following:

1. With respect to the system’s hardware, the original design may fail to meet the desired performance characteristics, and as a result the hardware configuration has to be changed. Or sometimes performance characteristics themselves may be changed in response to a change in the projected threat, with a resultant change in hardware specifications and hence cost. Another possibility is that an attempt may be made to obtain the system sooner than was originally intended by substituting resources for time.

2. A change in system specifications may be induced purely by errors of omission in establishing requirements initially for some part of the system. For example, early in the intercontinental ballistic missile program, this happened with respect to the ground support equipment (GSE). Correction of the error led to rather marked changes in system GSE requirements, and hence to an increase in GSE cost.

3. Such change may have an indirect effect on other parts of the system. Personnel requirements, for example, may be changed – and a change of that sort is often very sensitive to changes in the operational concept of the system (for example, the degree of system dispersal or alert capability).

4. The strategic situation may change. This may lead to a respecification of hardware performance characteristics. Or, even if the hardware is not affected, the method of deploying and employing the system may have to be changed. For example, to reduce vulnerability of the system to surprise attack, a higher degree of dispersal, hardness, or alert capability may be required to meet the
new strategic situation. The impact of such changes on system installations and personnel requirements, to cite two examples, is obvious. A reevaluation of the strategic situation may produce changes in system force size (number of units to be procured for the operational force) or in the number of years the system is planned to be kept in the operating inventory. Both of these may be regarded as a form of requirements uncertainty, resulting in a substantial impact on total system cost.

These are only examples of a few of the many reasons why the configuration of a proposed new system may change. But the key point is that requirements uncertainty can lead to wide variations in total system cost, even in the complete absence of cost-estimating uncertainty (if this were possible).

Let us now turn to cost-estimating uncertainty. Why do we find variations in estimates of the costs of proposed future military capabilities, even if requirements uncertainty is zero? The following are a few of the reasons:

1. Estimating relationships used in cost analyses of future military capabilities cannot be assumed to hold exactly. This simply means that in estimating a certain cost component as a function of some explanatory variable (or variables), we usually cannot assume that these variables will predict the particular cost exactly, even if the values of the explanatory variables are known with certainty. For example, if a certain cost \( C \) is to be estimated as a linear function of explanatory variables \( X_1 \) and \( X_2 \), the estimating relationship may be written as

\[
C = \hat{\alpha} + \hat{\beta}_1 X_1 + \hat{\beta}_2 X_2 + \mu,
\]

where \( \mu \) must be introduced as a random variable to take account of the fact that \( X_1 \) and \( X_2 \) do not explain completely the variations in \( C \).

2. Another source of cost-estimating uncertainty arises from the fact that data used as a basis for cost analyses are themselves subject to error. Putting it another way, the observations used in deriving

---

* If we assume a normal linear regression model, the following specifications are placed on \( \mu \): (a) \( \mu \) is distributed normally with mean zero and variance \( \sigma^2 \), (b) Successive values of \( \mu \) are mutually independent, (c) \( \mu \) is independent of \( X_1 \) and \( X_2 \).

Under these conditions, normal regression theory permits derivation of estimates of the parameters \( \hat{\alpha}, \hat{\beta}_1, \) and \( \hat{\beta}_2 \) having desirable statistical qualities, and also permits the calculation of a prediction interval for a value of \( C \) estimated on the basis of specified values of \( X_1 \) and \( X_2 \). The prediction interval is a measure of the uncertainty of the estimating relationship.
cost-estimating relationships invariably contain errors – even if these data come from carefully kept historical records. Statisticians call these "errors of measurement" or "errors in the observations." An illustration is provided by the following simple linear regression model:

\[ x = \eta + d \]
\[ y = \theta + e \]
\[ \theta = \alpha + \beta \eta, \]

where the observed variables \( x \) and \( y \) are assumed to deviate from true values \( \eta \) and \( \theta \) by the amounts of the random errors \( d \) and \( e \).\(^{10}\)

3. In cost analyses of advanced military systems and forces, the cost analyst very often uses estimating relationships derived from past or current experience. Here, one cannot always be very confident that a relationship that holds reasonably well now will continue to hold satisfactorily for the advanced system being considered. Oftentimes the analyst must of necessity extrapolate beyond the range of the sample or data base from which the estimating relationship was derived. As pointed out in Chapter 6 in the discussion of estimating relationships, our confidence decreases (uncertainty increases) as we project beyond the region of central tendency in the data base, even when "requirements uncertainty" is zero.\(^{11}\) Prediction intervals become wider and wider. (See Fig. 8.1.) This illustrates how additional cost-estimating uncertainty arises when we are forced to extrapolate beyond the data base.

Let us now summarize this background material: Cost analyses of future military capabilities are usually subject to many uncertainties. Although these uncertainties may be categorized in numerous ways, we have chosen to separate them into two main types:

1. Requirements uncertainty (analogous to "state-of-the-world uncertainties" discussed in Chapter 2).\(^{12}\)
2. Cost-estimating uncertainty (analogous to "statistical uncertainties" discussed in Chapter 2).\(^{12}\)

\(^{10}\) The equation \( \theta = \alpha + \beta \eta \) is assumed to hold exactly. It is also assumed that \( E(x) = \eta \), \( E(y) = 0 \), \( E(d) = 0 \), and \( E(e) = 0 \). (The operator \( E \) denotes mathematical expectation.) For a detailed discussion of this type of "errors in the variables" model, see L. R. Klein, *A Textbook of Econometrics* (Evanston, Ill. and White Plains, N.Y.: Row, Peterson and Co., 1959), Chapter VII; and Albert Madansky, "The Fitting of Straight Lines When Both Variables Are Subject to Error," *Journal of the American Statistical Association*, March 1959, pp. 173–203.

\(^{11}\) See pp. 158–159.

\(^{12}\) See pp. 12–13.
While the nature of the historical record does not permit a precise, quantitative determination of the relative importance of the two types of uncertainty, it is clear that requirements uncertainty is by far the most important in most cases.

**Some Approaches to the Problem of Uncertainty**

Given the nature of the problem, let us now consider some approaches to the treatment of uncertainty in cost analysis studies. Before turning to specifics, one very important general point should be emphasized: What the cost analysts do in any particular case is very much a function of the design of the systems analysis study of which the cost analysis is a part. This, however, is, or should be, a two-way street. Cost analysts have a responsibility to assist in the study design process. In addition to making suggestions initially regarding how the cost considerations should be handled, they also have a responsibility to help steer the project leader back on course if during the conduct of the study the wrong costing concepts are being used, the inputs provided by the cost analysts are being misused, and the like.

How *uncertainty* is to be treated in the overall study is usually a very
important consideration. But how the cost analyst can help in dealing with this problem is difficult to say, since what should be done in any particular case is likely to be very context dependent. However, the following three examples are illustrative of the types of considerations involved:

Can cost-estimating uncertainties properly be ignored? Very often they can be—especially in long-range planning studies involving broad, relative comparisons of numerous alternatives. It is up to the cost analysts to provide information and analytical argument to help the project leader resolve this issue. If cost-estimating uncertainties can safely be ignored, the overall analysis can be structured in a more straightforward way than would otherwise be the case.

Another important consideration concerns the use of a fortiori argument in the overall analysis. Good systems analysts are always seeking possibilities for making a cutting a fortiori argument. The cost analysts must be in a similar frame of mind, with a view to presenting cost considerations concerning the alternatives under investigation which may have implications for constructing a fortiori arguments. Sometimes cost sensitivity analyses can uncover such possibilities or provide clues which suggest new hypotheses to be tested. Clearly, the best cost analysts are those who are well-grounded in overall systems analysis concepts and techniques, and such a background is particularly important in dealing with the problem of uncertainty.

One final example of how cost analysts may contribute to the overall analysis on matters regarding uncertainty: Oftentimes the study comparisons indicate that none of the alternatives being considered for the future hold up very well in view of the uncertainties involved. This will induce a good project leader to start asking questions like the following: Can we think of a new alternative (hopefully not extremely expensive) which will hold up better than those we have considered so far? Can we think of some ingenious, low-cost ways of hedging against the postulated uncertainties? Are there some reasonable-cost exploratory development

---

13 That is, it should be an important consideration. However, all too often in many past studies the matter of uncertainty has been given inadequate treatment. This is understandable (though not excusable) because facing up to uncertainty explicitly usually complicates the analysis. "Sweeping uncertainty under the rug" may make life much simpler, but the study results may be misleading because of it.

14 We hasten to add that while cost-estimating uncertainties can sometimes be safely suppressed, requirements uncertainties rarely can be so treated.

15 Recall that in Chapter 2 we pointed out that use of a fortiori argument is one of the methods that may be employed to deal with "state-of-the-world" uncertainties. (See Chapter 2, p. 13.)
programs in key subsystem areas which should be initiated now to obtain more information regarding technological uncertainties? And so on. In dealing with questions of this type, the role of the cost analyst is obvious. Here again a really good cost analyst will participate actively in the process of exploring new strategies for meeting the uncertainties which are central to the problem under investigation.

So much for general comments. Let us now turn to some of the specifics of approaches that may be taken to the problem of uncertainty. We shall start with cost-estimating uncertainty.

As suggested a moment ago, one of the first things the cost analyst should do in considering the problem of cost-estimating uncertainty is to try to ascertain whether in a given study this kind of uncertainty can appropriately be suppressed. If so, the analysis can be structured more simply, since "expected value" or "most likely" cost estimates may be computed for use in the systems analysis.

Obviously, systems analysts prefer using this approach wherever possible. The cost analysts, however, must take steps to ensure that it may be employed safely. Here, a number of things may be done, all of which utilize essentially the same basic information: input structures and the estimating relationships or procedures for each category in such structures. If estimating relationships have been derived statistically, measures such as standard errors, prediction intervals, and so on, will usually be available. These may be used to help the cost analysts form judgments regarding cost-estimating uncertainty for each cost category in the input structure used to analyze total system (or force) cost for the alternatives under consideration. Given such judgments, several approaches may then be considered.

One of the simplest is to single out those cost categories which are deemed to be subject to the greatest cost-estimating uncertainty. Questions like the following may then be posed: Supposing that our "expected value" estimates for these selected categories are in error by 25 to 30 percent, what is the impact on total system (or force) cost? If the resulting ranges of total system cost are small, the conclusion might well be to ignore variances attributable to cost-estimating uncertainty.

Another approach would be to take the judgments about cost-estimating uncertainty for each of the cost categories; to convert these judgments into high, medium, and low estimates for each category; and finally to combine these to obtain high, medium, and low cost cases for total system (or force) costs for all the alternatives being considered. Again, if these

---

16 For example, see Tables 5.4 and 5.5 in Chapter 5.
ranges are fairly narrow relative to other uncertainties in the total problem, the project leader may decide to use the "medium cases" in making his comparisons among alternatives. If the ranges are rather wide, he may decide to use medium and high cases, low and high cases, or whatever combination seems appropriate.

As a final example, we have an approach that is essentially a more formal case of the preceding alternative. Here the cost analysts are required to formalize their subjective judgments about cost-estimating uncertainty for each cost category in the input structure. They are required to specify a subjective probability distribution\(^\text{17}\) for each cost category, and then a Monte Carlo technique is used to combine these component distributions to arrive at a distribution of total system (or force) cost.\(^\text{18}\) (This is shown schematically in Fig. 8.2.) Oftentimes these distribu-

---

\(^{17}\) A beta function is often used.

\(^{18}\) Basically, Monte Carlo is a method for approximating the answer to a problem by means of an analytical experiment with random numbers. For a good brief discussion of the technique, see E. S. Quade (ed.), *Analysis for Military Decision* (Chicago: Rand McNally & Co., 1964), pp. 240–243.

tions of total system cost have relatively narrow spreads, in which case point estimates (such as mean values) would probably be used in the systems analysis comparisons. In other instances variances may have to be taken into account. If so, the project leader has a compact description of cost-estimating uncertainty in the form of the distribution of total system (force) cost.

At this point, however, a word of caution is in order. Since cost-estimating (statistical) uncertainties are typically swamped by requirements (state-of-the-world) uncertainties in systems analysis studies, we must be careful not to go overboard in our efforts to treat cost-estimating uncertainties. As Charles Hitch has pointed out, this can easily be "expensive window dressing." In many cases a limited amount of simple sensitivity testing can help a great deal in determining whether or not to ignore cost-estimating uncertainties. And such simplifications should be made whenever it is reasonable to do so. This enables the analyst better to concentrate his efforts on requirements uncertainties. Let us now turn to this subject.

To set the stage, brief reference to the discussion of state-of-the-world uncertainties in systems analysis in Chapter 2 seems appropriate. Recall that we outlined several techniques which are most often used in dealing with state-of-the-world uncertainties: sensitivity analysis, contingency analysis, a fortiori analysis, and creation of new alternatives. All of these techniques are focused to a considerable extent on helping the systems analysts in their continuous search for dominant among the alternatives being examined. In the limit, an alternative is a dominant solution if in the comparative analyses it shows up better than all other alternatives, no matter how the state-of-the-world uncertainties are assumed to be resolved. This, of course, almost never happens in practice, although such solutions must always be sought.

What is more likely, but still rare, is that a certain alternative will be a "dominant solution" in the sense of holding up well no matter how several (or even just a few) of the most important state-of-the-world uncertainties are assumed to be resolved. If such an alternative can be found, the systems analysis study uncovering it must be regarded as an outstanding success in terms of its contribution to the decisionmaking process. However, the most likely situation is where none of the alternatives stand up very well over

---

19 A ratio of the standard deviation to the mean equal to about 5 percent seems fairly typical. (Ibid., p. 22.)
more than a small range of the state-of-the-world uncertainty spectrum. In this case the systems analysts try to seek new alternatives or to improve the alternatives already examined.

Such considerations help to shape the role of the cost analysts in assisting the systems analysis process with respect to state-of-the-world uncertainties — what we have been calling "requirements uncertainties" in cost analysis studies. What can the cost analysts do to help deal with requirements uncertainty?

Several approaches to the problem have been used in practice or proposed. Examples are the following:

1. Supplemental discounting,
2. Adjustment factors,
3. Special studies,

Let us discuss each of these briefly.

*Supplemental Discounting.* We have already referred to the process of discounting future costs to equalize them with respect to time preference.\(^{22}\) Advocates of supplemental discounting procedures suggest that an additional rate be applied to allow for uncertainties about future technology, the enemy threat, and the like. Thus, if in a given study the decisionmakers wish to use a 5 percent rate to equalize for time preference and a supplemental rate of 10 percent to reflect their general feelings about requirements uncertainties, the total rate applied to the costs of all the various alternatives being considered would be 15 percent.

While this procedure has been used in a few systems analysis studies in the past, most analysts today prefer to distinguish between discounting for time preference and for uncertainty. The general, though not unanimous, opinion is that requirements uncertainty is best treated as an explicit problem in the systems analysis process, and is not one that should be handled in a general way through the use of an aggregate supplemental discount factor.\(^{23}\) This may be done through the use of techniques referred to previously, such as contingency analysis, or *a fortiori* analysis. The cost analysts can make major contributions to this type of activity by conducting cost sensitivity analyses — a subject we will return to later.

*Use of Adjustment Factors.* The use of adjustment factors to allow for requirements uncertainty has been advocated primarily for application in

---

\(^{22}\) For example, see Chapter 4, pp. 86–89.

cost analyses of future major equipment proposals. The argument runs somewhat as follows: For reasons indicated earlier, estimates of the cost of new major equipment proposals made during the conceptual phase of the hardware development cycle tend to be less than the actual (or near actual) costs at the time equipments are procured for the operational inventory. In cases where these "average factor increases" ($F$'s)$^{24}$ can be derived statistically from historical records, it has been suggested that they be applied to cost estimates of future hardware proposals made for use in long-range planning studies.

The simplest of the proposed applications suggests that if for a certain class of major equipment the historical record indicates an average $F = 2$, then cost estimates of future equipments of this general type made during the conceptual phase of development should be multiplied by 2. A more sophisticated proposal suggests that instead of using an $F$ derived by a simple averaging process, a functional form should be developed which expresses $F$ as a function of several explanatory variables. For aircraft and missile systems the proposed function is: $^{25}$

$$F = f(t, A, L, T, u),$$

where

1. the timing within the development program, expressed as the fraction of the program that has already elapsed when the estimate is made;
2. $A =$ the measure of the technological advance required by the development program, expressed in terms of a numerical scale ranging from about 5 to 16 for the chronologies studied;
3. $L =$ the length of the development program, expressed in months;
4. $T =$ the calendar year in which the estimate is made;
5. $u =$ a random variable.

Apparently, the use of such gross adjustment factors has been rare in systems analysis planning studies. The precise reasons are not clear, but we may speculate somewhat as follows:

1. Many analysts feel uneasy about using gross adjustment factors as a means for dealing with requirements uncertainty. Instead, they prefer to single out special problem areas — technological uncertainties, manufacturing state-of-the-art uncertainties, and the like — and treat them explicitly in the cost analysis process.

---

$^{24}$ That is, $F =$ actual (or near actual) cost divided by estimated cost made early in the development cycle.

2. Use of gross adjustment factors was advocated most fervently at a time when cost analysts were somewhat more prone to develop "point estimates" than is the case today. Present-day concepts and methods tend to stress ranges of estimates and the use of parametric analyses to explore the possible consequences of various types of uncertainties.

_Special Studies._ As pointed out previously, very often in systems analysis studies the ranking of the alternatives being compared is very sensitive to ways in which major requirements uncertainties are assumed to be resolved in the future. That is, no significant dominances of any kind can be discovered. This may lead systems analysts to ask questions like the following: Can we think of ways the decisionmakers can appropriately buy time or additional information? Are there ways for hedging against some of the more important requirements uncertainties? In questions like these, cost is a most important consideration. Decisionmakers usually like to take such measures, provided they do not cost too much.

Here, the cost analysts can make valuable contributions to the decisionmaking process by conducting special analyses. Some examples:

1. How much might it cost to initiate exploratory development efforts in critical, long lead-time subsystem or component areas, with a view to helping preserve a wide range of options for the future?
2. What would be the cost of conducting experiments in a certain critical technical area aimed toward obtaining additional information and thereby reducing technological uncertainties?
3. What would be the cost of conducting field exercises designed to help resolve uncertainties about novel operational concepts being proposed for future military systems?

_Cost Sensitivity Analysis._ We have stressed repeatedly that _good_ systems analysts are very ingenious at designing and structuring analyses which will in some way take into account major uncertainties. Directly or indirectly this usually involves a considerable amount of sensitivity analysis designed to explore systematically the implications of varying assumptions about the distant future environment. In fact, a number of the most useful systems analyses in the past have not come up with a specific set of preferred courses of action at all. For the most part they have been extensive, carefully done sensitivity analyses which clearly point out to the decisionmakers what is important and what is not, and which systematically explore the ways in which the ranking of various alternatives

---

26 See Madansky, _op. cit._, p. 95.
changes as the assumptions about resolutions of major uncertainties are varied. Cost considerations are, of course, a key part of such investigations.

In examining alternative future military capabilities under conditions of uncertainty, the types of questions cost analysts must be prepared to deal with in support of the systems analysis process are many and varied. A few examples are:

1. In studying alternative mixes of General Purpose forces for the future, it is found that the response time requirements of these forces are usually sensitive to assumptions made about the threat. How do force-mix costs change as response time requirements are varied? Over what range can significant improvements in response time be obtained for modest increases in cost? At what point do the costs begin to increase at a very rapid rate?

2. Related to (1) is the question of the preferred mix of future Regular and Reserve Forces in some mission area. Usually the preferred mix is sensitive to response time to peak capability requirements – which are in turn dependent upon how uncertainties about the threat are assumed to be resolved – and to peacetime operating cost differentials existing between similar type Regular and Reserve Forces units. How significant are these cost differentials? How do they vary with state-of-readiness capability? How do total force-mix costs change as the fraction of Regular to Reserve Forces is varied?

3. In cases where the effectiveness of proposed alternatives for the future depends heavily on technological advances to be attained, what are the consequences if these advances are only partially met? For example, will force sizes have to be increased to compensate for degraded effectiveness? To what extent? What are the costs of these incremental force requirements?

4. The potential penetration capability of alternative mixes of strategic retaliatory forces for the future is very much a function of the types and levels of enemy defenses. How do strategic force-mix costs vary with alternative technical penetration options? Is there a set of penetration aids which will cover a range of possible enemy defenses at modest incremental force-mix cost? At what level of enemy defenses does our offensive force-mix cost reach infeasible proportions? Are there penetration aid options that should be preserved by means of subsystem development programs? What are these hedges against uncertainties about enemy defenses likely to cost?
A common thread runs through all of these examples: If the cost analysts are to facilitate significantly the systems analysis process in dealing with requirements (state-of-the-world) uncertainties, they must be in a position to carry out a wide range of cost-sensitivity analyses. A necessary condition for doing extensive sensitivity testing is that cost analysis methods and models must be parametric in nature. That is, they must be “open-ended” with respect to key cost-generating explanatory variables such as major equipment performance characteristics, operational concepts, force size, number of years a particular military capability is assumed to be in the operational inventory, and the like.\(^27\) The values of these variables will typically change as alternative assumptions are made regarding the nature of requirements uncertainties in the distant future. As values of these explanatory variables change, the related costs will also change, thereby permitting exploration of the sensitivity of costs to differing assumptions about requirements uncertainty.

In summary, if cost analysis concepts and methods are established along the lines suggested in Chapters 5–7, the cost analysts will be in a good position to assist the systems analysis process in dealing with requirements uncertainty. Resourceful sensitivity testing on the part of cost analysts can be invaluable to the systems analysts in their unending search for dominances and ingenious ways for hedging against major uncertainties pertaining to the distant future.

Problems Associated with Time

There are many problems associated with time, and only the most important of them can be considered here. We should begin by emphasizing that our aim in this discussion is primarily to clarify the issues—something that very much needs to be done at the present time—and to outline alternative ways of resolving some of these issues. In this, as in other topics of cost analysis, there is little agreement as to which methods should be preferred, and there is considerable agreement that no method is likely to perform well in all cases.

Background Discussion

In dealing with problems associated with time, much depends upon the design of the systems analysis study of which the cost analysis is a part. In many instances the comparisons among alternatives made in systems analyses are conducted in essentially a static framework. Effectiveness

---

\(^{27}\) Our illustration of a hard point defense cost model presented in Chapter 7 is an example of this.
measures are calculated for some future point in time, and the costs used in the comparisons are expressed in terms of static indexes – that is, single numbers obtained by summing the costs of research and development, investment, and a specified number of years of operation.

Timing considerations are, of course, taken into account to some extent in the work leading up to the static comparisons. For example, estimates of operational capability dates have to be examined to help ensure that the proposed future capabilities being compared are really relevant alternatives in terms of the time period of interest. Similarly, time-phasing matters have to be given some attention in assessing the incremental costs of the postulated alternatives. In many cases incremental costs are in part a function of inherited assets ("sunk" costs) and are therefore time-context dependent. Finally, the use of cost indexes made up of the sum of the costs for research and development, investment, and a specified number of years operation implies an assumption about time preference. Very often the implicit assumption is a zero rate of discount for the postulated "life cycle" time period for a proposed new capability, and an infinite rate thereafter.28

If a given systems analysis is essentially static, does this imply that it is a "bad" analysis? Not necessarily.29 Static analyses may be quite appropriate for dealing with certain types of issues up for decision. For example, if the purpose of the study is to help in making system development choices, the chances are that explicit treatment of time-phasing throughout the analysis may not be necessary. On the other hand, if the purpose is to assist in the force structure planning process, time-phasing of the alternatives being considered is very important. Even here, however, explicit treatment of time may not be necessary during the early stages of the analysis, where the main problem is to screen a very large number of alternatives with a view to ferreting out the most interesting cases. Further and more complete analyses can then be done on this selected set, and time-phasing considerations can be studied explicitly.

Sometimes it is useful to compute the costs on an explicitly time-phased basis, even though it is not feasible (or deemed necessary) to compute the corresponding estimates of system effectiveness year by year over a period

28 If, for example, a proposed new capability has a 10-year development and procurement lead time and a 10-year operational life is assumed, a zero rate of discount would apply to the first 20 years and an infinite rate thereafter.

29 In the present author's experience, whether an analysis is "good" or "bad" usually depends upon much more fundamental issues than whether it is "dynamic" or "static." For example, many analyses are bad simply because they are addressed to the wrong issues or they sweep major uncertainties under the rug. Here, no amount of introduction of time dynamics can remedy the situation.
of years. The following are examples of the possible advantages of such a procedure:

1. The costs are likely to be of higher quality for reasons pointed out previously – for example, explicit time-phasing usually permits a better assessment of incremental costs.

2. Implications for funding can be examined. Alternatives which generate huge funding (obligational authority) requirements in any one or two fiscal years may just not be feasible from a fiscal management point of view. Estimates of the year-by-year funding requirements for the alternatives under examination will provide a basis for checking for unacceptable bulges.

3. Implications for possible impact on the economy may be portrayed. This may be done by taking the time-phased funding requirements estimates referred to in (2) and converting them to expenditures or some other measure of impact on the economy.

4. Time preference considerations regarding the cost part of the analysis can be decided upon explicitly.

We can now readily crystallize the main points here. In most military planning problem areas the sequence of events is important – sometimes critically so – and systems analysis must provide for explicit treatment of problems associated with time. Our models must be “dynamic”; the key parameters in them must bear dates.

No one would argue about this in principle. However, when it comes to systems analysis in practice, the hard realities are that introducing time explicitly into all phases of the analysis is neither easy nor painless. In many instances it is just not feasible, particularly with regard to assessments of effectiveness.

In any event, the important consideration is to determine where in the study time can appropriately be either suppressed or treated implicitly rather than explicitly. In such areas the use of static measures of total system cost may be perfectly adequate. In the remainder, however, time must be treated explicitly. Here, the cost analysts must be prepared to generate time-phased cost estimates (obligational authority or expenditures) year by year over a period of years. They must also be prepared to
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30 This is particularly important when total force structures are being investigated.
---

31 In the case of facilities, major equipments, and other capital items, the expenditure stream will typically follow a distributed time-lag pattern over two to four years after the fiscal year in which the funding requirements (obligational authority) are granted.

32 For example, it can complicate the computational process enormously. It can also complicate the selection of criteria for evaluation of alternatives.
deal with a variety of assumptions regarding time preference and other subjects as well.

Let us now turn to specific topics regarding treatment of timing problems.

**Time Preference**

For a number of years a considerable effort has been devoted to the treatment of time preference in systems analysis studies. Papers have been written, chapters in books have been devoted to the subject, Congressional committees have conducted special hearings on discounting and related matters, seminars have been held on what discount rate should be used, and the like. Yet, in spite of all this activity a considerable lack of agreement exists among professional practitioners regarding the specifics of how time preference should be treated – for example, with respect to what discount rate should be used. Also, somewhat surprisingly, there is often a lack of clarity in stating and discussing some of the key issues.

In the discussion to follow we shall not attempt to resolve all of the controversies. We would hope, however, to help clarify some of the relevant issues, to outline reasonable alternatives for dealing with certain types of problems, and to suggest that in many instances the subjects of present disagreements may not, in practice, be so important in systems analyses of defense planning problems.

Let us begin by raising four issues:

1. Can time preference considerations be treated in military systems analysis studies in the same way as in other problem areas – for example, in cost-benefit analyses of proposed water resources projects?
2. Is there such a thing as “undiscounted” costs?
3. Should the discount rate include a supplemental rate for uncertainty?
4. What discount rate should be used for time preference in systems analysis studies?

We shall discuss each of these in turn.

---

33 In a strict technical sense the term “time preference” as used in economic theory refers to the psychological considerations of individual consumers. It determines how much of his income an individual will consume now and how much he will reserve in some form of command over future consumption. For example, see John Maynard Keynes, *The General Theory of Employment, Interest and Money* (New York: Harcourt, Brace and Co., 1936), p. 166.

In this book the term is used in a more general sense. By “time preference” we simply mean that decisionmakers usually do not regard a dollar today as being equivalent to a dollar (with price levels constant) at some future time. If the pure rate of interest, for example, is 5 percent, then $1.00 today would be equivalent to $1.05 a year from now (prices constant).
Are Problems in the Military Context the Same as in Other Realms? The main answer to this question has to be "no," although oftentimes in general discussions of the treatment of time preference the distinction between military and other problem areas tends to be blurred.

In nonmilitary areas – like water resources, for example – the usual procedure is somewhat as follows. Take the proposals for various future projects to be considered; estimate their time-phased future benefits (in dollars) and the corresponding future costs (in dollars); and then, using an appropriate rate of discount, calculate the "present worth" of each project (present value of outputs minus present value of costs). Presumably those projects having significantly positive present values are candidates for "go ahead."

At this point, however, another problem may arise: given a specified budget to be devoted to projects, the total of all proposals having positive present worths may not be attainable from the stipulated budget level. Thus, some ranking of the project proposals must be attempted. Numerous methods have been devised for doing this. One scheme, for example, is to rank the projects on the basis of internal rate of return: that is, that rate of discount which reduces present worth to zero.

The main point of this discussion is that in at least some significant nondefense problem areas, benefits and costs can be expressed reasonably well in terms of the same unit (such as dollars or dollar proxies). In these instances, the time preference problem can be solved relatively easily by discounting the time-phased benefit and cost estimates for proposed government projects at an appropriate rate – presumably at a rate that reflects the percentage rate of return that the resources needed by a proposed project would otherwise provide in the private sector.

---


35 Ibid., Chap. 5.

36 Ibid., pp. 89–92, 122–123.

37 Some practitioners might quarrel a bit with this statement. They perhaps would prefer to say something like the following: "In theory it can be done, but in practice it is exceedingly difficult to find commensurables between costs and effectiveness measures."

In the realm of national security planning, things are different. In practically all cases the benefits and costs of proposals for future military capabilities cannot be measured in the same unit. While for most long-range planning studies costs can appropriately be measured in dollars, benefits cannot. In fact, benefits per se are usually not measured directly at all. Rather, sets of various effectiveness measures are calculated which are assumed to be positively correlated with the possible military worths (utilities) of alternative future systems and forces. Furthermore, the "time preference" of desired military capabilities and of the levels of effectiveness they are supposed to attain are very much a function of our time-phased estimates of the enemy threat and of enemy reactions to our proposed responses to his threat. In a competitive environment involving action, reaction, counteraction, and so on, we would hardly want to handle time preference by a simple "discounting" of future capabilities. Hitch and McKeans put the matter this way:

... it may appear to be more straightforward and appropriate in many problems to stipulate a desired capability over future time than to do any discounting of capabilities. Indeed in many instances it may appear to be the only feasible method of handling time paths for gains or capabilities. If the enemy threat were an increasing one, so usually would be our desired capability to counter it. The stipulated capability would presumably avoid "soft spots" if our intentions were defensive: it might point toward a maximum at some particular point of time if our intentions were to take the initiative. The general considerations which cause us to discount the future might be taken into account partly by attaching little or no weight to capabilities after some arbitrary cut-off point or horizon. Also, of course, the cost streams would still be discounted to seek the lowest-cost means of achieving the stipulated capability. 40

All of this is related to a more general problem: the seemingly built-in tendency of governments to undervalue future outputs. 41 Given this tendency, one has to be very careful about considering "discounting" estimates of future effectiveness, especially in the national security realm. Discounting future amounts simply means that command over general resources now is worth more than command over the same amount of

39 Estimated numbers of enemy targets destroyed, numbers of enemy casualties, rate of movement of the FEB (forward edge of the battle area), fraction of U.S. population surviving a postulated enemy first strike, and so on.
40 Charles J. Hitch and Roland N. McKeans, Economics of Defense in the Nuclear Age (Cambridge: Harvard University Press, 1960), p. 215. In the context of nonmilitary problems, McKeans reaches the same conclusion: "If gains and costs cannot be expressed in the same unit, the best that can be done usually is to specify the time path of the task as a 'requirement' and to discount the cost stream." (Efficiency in Government Through Systems Analysis, op. cit., p. 99.)
41 For a good discussion of this, see Hitch and McKeans, op. cit., pp. 217-218.
resources next year. *It does not mean that specific outputs are valued more now than in the future.*

In view of all these considerations, the best way to handle time-phased comparisons of proposed future military capabilities is as follows:

1. Specify a desired schedule of effectiveness over the time period of interest,
2. Seek that alternative (for example, a specific force mix) which minimizes the cost to attain the stipulated time-phased effectiveness schedule. In this seeking process the time-phased cost streams may be discounted for time preference using an appropriate range of discount rates.

*Is There Such a Thing as Undiscounted Costs?* Somewhat surprisingly, this is an issue that needs clarification. We can do so rather quickly, however, since once the question is posed properly there is likely to be little argument about the correct answer.

Let us consider the case of a hypothetical new Weapon System X, the total cost of which is estimated to be as follows:

- Development (*D*) $965 million
- Investment (*I*) 5875 million
- Operating Cost (*A*)*44* 2505 million

Total System Cost $9345 million

---

*42 Ibid., p. 212. Hitch and McKean present a good example of this in the context of planning decisions in the 1950s: "Suppose that an enemy is expected to have no ballistic missile capability in the early 1960's, a gradually increasing but less than decisive capability until 1965, and, after 1965, the ability to annihilate us if we have no defense. In these circumstances, anti-missile capabilities are clearly worth more to us in 1965 than in 1960. In fact, the appropriate value in the current year is zero - if the enemy cannot attack with missiles and if there are no by-products from an immediate capability like effective training for next year. On the other hand, some anti-missile capability in 1965 and later would be, on this supposition, of enormous value." (Loc. cit.)

*43 As we shall indicate later, one of these should be a "base case," where the discount rate is zero for the time period of interest and infinity thereafter. In many instances decisionmakers like to see this base case expressed in terms of obligational authority, because of its relevance to deliberations about funding feasibilities. Also, they may wish the base case to be calculated in terms of expenditures, which for some purposes are a rough measure of resource impact on the economy.

*44 Including the build-up of operating costs during the time of phase-in of the system into the operational inventory and 5 years of operation thereafter. (See the "A" column in Table 8.1.)
The total system cost of $9345 million is often referred to as an "un-discounted cost." Is this so? The answer is clearly "no." There is some implied assumption about time preference here. Let us explore some possibilities.

Suppose that we take the "static" cost estimates above and work out their time-phased patterns over a period of future years. The results are portrayed in Table 8.1. Here, one interpretation is that the time-preference

<table>
<thead>
<tr>
<th>Future Year</th>
<th>D</th>
<th>I</th>
<th>A</th>
<th>D + I + A</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td></td>
<td></td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>100</td>
<td></td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>250</td>
<td></td>
<td></td>
<td>250</td>
</tr>
<tr>
<td>4</td>
<td>325</td>
<td>400</td>
<td></td>
<td>725</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>1100</td>
<td>10</td>
<td>1310</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>1300</td>
<td>40</td>
<td>1390</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>1500</td>
<td>80</td>
<td>1590</td>
</tr>
<tr>
<td>8</td>
<td>900</td>
<td>150</td>
<td></td>
<td>1050</td>
</tr>
<tr>
<td>9</td>
<td>600</td>
<td>200</td>
<td></td>
<td>800</td>
</tr>
<tr>
<td>10</td>
<td>75</td>
<td>275</td>
<td></td>
<td>350</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>350</td>
<td></td>
<td>350</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>350</td>
<td></td>
<td>350</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>350</td>
<td></td>
<td>350</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>350</td>
<td></td>
<td>350</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>350</td>
<td></td>
<td>350</td>
</tr>
<tr>
<td>Total</td>
<td>965</td>
<td>5875</td>
<td>2505</td>
<td>9345</td>
</tr>
</tbody>
</table>

*The assumed 5-year period for which the system has its full operational capability.*

assumption is a zero rate of discount for 15 years and an infinite rate thereafter. But things can get rather tricky at this point. For example, is there an implicit assumption about the expected useful life of the system? One would think so. It is either 5 years or more than 5 years, but the analyst does not know this or else chooses to ignore the matter. What might be the implications of its being greater than 5 years?

Let us calculate a case where the expected operational life of Weapon System X is assumed to be 15 years (instead of 5), and where the cost analyst ignores this information and chooses to use $D + I + 5A = 9345 million as the estimated cost of the system. But if the expected life of the system is 15 years, one might expect that the total system cost would be
the original $9345 million plus an increment of 10 years operating cost, as follows:

\[
\begin{align*}
\text{System cost for first 15 years} & = \$ 9345 \text{ million} \\
\text{Operating cost for next 8 years} & = 2800 \text{ million} \\
(8 \times \$350 \text{ million}) & = \\
\text{Operating cost for 24th year} & = 200 \text{ million}^{45} \\
\text{Operating cost for 25th year} & = 100 \text{ million}^{45} \\
\text{Total system cost}^{46} & = \$12,445 \text{ million}
\end{align*}
\]

Notice that we have not used a positive discount rate in any of these calculations. But there is an implied positive discount rate if the cost analyst uses "5-year system cost" \((D + I + 5A = \$9345 \text{ million})\) when the system is assumed to have an expected life of 15 years in the operational force. One way to demonstrate this is to take the time-phased cost stream for Weapon System X for 25 years and ask what rate of discount would be required to make the present value of the 25-year cost stream equal to $9345 million (that is, the present value of the costs for the first 15 years discounted at a zero rate). Solving the following equation:

\[
9345 = \frac{30}{(1+r)} + \frac{100}{(1+r)^2} + \frac{250}{(1+r)^3} + \ldots + \frac{100}{(1+r)^{25}}
\]

we have the discount rate, \(r \approx 0.03^{47}\). Thus, given this particular formulation of the problem, there is an implied discount rate of 3 percent even though the cost analyst may think he is dealing with an "undiscounted" situation.

---

45 Annual operating cost declines as the system is phased out.
46 That is, \(D + I + 15A = \$12,445 \text{ million}\).
47 The basic equation is the formula for computing the present value of a time-phased stream of future amounts:

\[
P = \sum_{i=1}^{n} \frac{A_i}{(1+r)^i},
\]

where \(P = \text{present value}, A_i = \text{the amount of the cost (or gain) in the } i\text{th year (or period)}, r = \text{the discount rate (in this case assumed to be the same for all years)}, n = \text{the total number of years (or periods)}\).

The stream of costs in the numerators of the fractions on the right side of the equation in the text above is obtained from the \(D + I + A\) column in Table 8.1, plus 10 additional years as follows: $350 million per year for years 16 through 23, $200 million for the 24th year, and $100 million for the 25th year. The equation can be solved for \(r\) rather easily by use of an iterative process—particularly if an on-line, time-sharing computer system is available.
Another way to formulate the problem is as follows. Suppose that the assumptions are the same as in the previous case, except that the decision-makers want to use an explicit discount rate for time preference of 5 percent in considering system costs defined as \( D + I + 5A \). We may now ask what rate of discount would be required to make the present value of the 25-year cost stream equal to $6497 million (that is, the present value of the costs for the first 15 years discounted at a 5 percent rate). Here, we must solve for \( r \) in the following equation:

\[
6497 = \frac{30}{(1+r)} + \frac{100}{(1+r)^2} + \frac{250}{(1+r)^3} + \ldots + \frac{100}{(1+r)^{25}}.
\]

The result is \( r \approx 0.07 \). Thus, in the second formulation of the problem the implied discount rate is 7 percent, even though the analysts may think that only a 5 percent rate is being used.

In summary, the preceding examples demonstrate the following points:

1. There is no such thing as an “undiscounted” situation.
2. The use of static indexes of cost (such as a sum of the costs of development + investment + a number of years operation) implies some sort of assumption about time preference, and very often this assumption may not be immediately obvious.
3. The main issue, therefore, is not whether a given case is “undiscounted,” but rather whether the time preference assumptions have been made clear. Here, the analyst can be of considerable help to the decision-makers by treating time preference considerations explicitly and by exploring the implications of alternative assumptions in the context of the particular decision at issue.

Use of a Supplemental Discount Rate. Supplemental discounting is a subject that we discussed earlier when considering the treatment of uncertainty. Our conclusion there was that, particularly in military systems analysis studies, the use of supplemental discounting as a way of allowing for uncertainty should be discouraged. Discounting should be for time preference only.

We bring the matter up again here because very often in discussions of problems associated with time the subject of discounting is remarkably unclear.\(^{48}\) In particular it is often impossible to tell whether the discount rates being talked about are for time preference only, for time preference plus a premium for risk, for time preference plus a supplemental rate for uncertainty, or what.

\(^{48}\) There are exceptions, of course; for example, see Baumol, op. cit., and the discussion following presentation of his paper.
Because these questions are elementary, and current discussions leave much to be desired, we should spend a moment with them here. Let us now turn to specifics.

What Discount Rates Should Be Used? A survey of the literature indicates that a great deal of effort has been devoted to the question regarding what rate of discount should be used in long-range planning studies in the Federal Government generally and in the Department of Defense particularly. In spite of the considerable amount of discussion of the subject, however, a substantial degree of difference of opinion seems to exist among the experts. We underline the phrase "seems to exist," because in many of the discussions it is not always clear whether the rate of discount being considered is confined to time preference only, or to time preference plus a supplemental rate for risk or uncertainty.

In any event, the following is representative of the range of opinion contained in the literature to date:

1. In a recent survey of practices in 23 Federal agencies (conducted by the General Accounting Office), the rates ranged from about 3 to 12 percent for those agencies currently using positive rates of discount in their planning studies.\textsuperscript{49}

2. "... there is no justification for the use in present circumstances [September 1967] of any discount figure significantly lower than 4.75 percent. ... The reason is straightforward. We have seen that 4.75 percent is the lowest opportunity cost rate for any group from whom resources might be transferred to a government project.\textsuperscript{50}

3. "An interest rate of around 15 percent, I believe, is appropriate for military and other government planning, as this rate is approximately equal to the marginal rate of return before taxes on capital in the private sector. ..."\textsuperscript{51}

4. "The specific discount rate appropriate to Department of Defense studies is still being debated, with values from 5 percent to 15 percent typically being suggested."\textsuperscript{52}


\textsuperscript{50} Baumol, op. cit., p. 158.

\textsuperscript{51} William A. Niskanen, Jr., The Role of Costs in Military Decision Making, an address before the Joint Conference of the Canadian Operations Research Society and the Operations Research Society of America, Montreal, Canada, May 28, 1964, p. 5.

\textsuperscript{52} Hatry, op. cit., p. 66.
5. "The best estimate may simply be a rough average rate of return in the private economy. . . ."\textsuperscript{53}

6. The discount rate that the government should use in making its investment decisions is "a rate that is consistent with itself through the rate of growth of national product and the rate of decline in the marginal utility of national product that it implies."\textsuperscript{54}

Where do these opinions leave us? What rate of discount should be used in systems analyses of long-range military planning problems? As a practical matter, perhaps too much effort has already been expended in attempting to obtain a precise answer to this question. There are many other facets of military systems analysis, as practiced presently, which need sharpening up before more attention is devoted to the discount rate question. Hitch and McKeen have reached a similar conclusion:

Because of uncertainties about future costs and capabilities, it is not worthwhile to devote an inordinate amount of time to refining one's estimate of "the" proper discount rate. Historical studies show that projections of cost and performance of weapon systems, particularly those made at early stages of development, have often been wide of the mark. For systems analysts to put great effort into determining "the" discount rate would probably be less productive than other uses of their time.\textsuperscript{55}

Moreover, analysts should not worry too much about the discount rate because in most long-range planning studies in the military realm the ranking of the alternatives is likely to be insensitive to the time preference discount rate over a relevant range of rate assumptions. This is especially likely to be the case when time-phasing considerations are treated explicitly and the systems analysis comparisons are made in the proper analytical framework. As pointed out previously, when time-phasing is done explicitly, the correct framework for comparing alternatives is to stipulate a desired schedule of effectiveness over the future time period of interest and then seek that alternative which minimizes cost. Under these conditions, where all alternatives have to meet the time-phased requirements of the specified effectiveness schedule, it is not likely that the time-impact patterns of the cost streams for the various alternatives will be significantly different -- that is, different enough that varying the assumptions about time preference over a reasonable range will alter the ranking of the alternatives.

However, there are instances where the comparisons might be sensitive to time preference assumptions. One possibility arises if the relationship

\textsuperscript{53} Hitch and McKeen, op. cit., p. 214.
\textsuperscript{54} E. B. Berman, \textit{The Normative Interest Rate}, P-1796 (Santa Monica, Calif.: The Rand Corporation, September 15, 1959), pp. 1, 30-31.
\textsuperscript{55} Hitch and McKeen, op. cit., p. 213.
between acquisition costs (development plus investment) and operating cost is markedly different for the alternatives being considered.\textsuperscript{56} A rather extreme case is shown in Fig. 8.3. Here, future alternatives A and B are required to satisfy the specified effectiveness schedule E over a period of years beginning about 10 years from the present. Because of development and production lead times, both alternatives have substantial costs (mostly development and investment) occurring during future years 1 through 10 before operational capabilities become effective. Notice, however, that the two alternatives have markedly different levels of operating cost, and that both A and B have to incur modifications in years 12–15 to enable them to meet the requirements of the increasing effectiveness schedule over time.

The time preference assumption in Fig. 8.3 is a zero discount rate for 20 years and an infinite rate thereafter. On the basis of these assumptions

\textsuperscript{56} See Hitch and McKean, \textit{op. cit.}, p. 215.
the total system costs for A and B are $9 and $14 billion respectively. Here, alternative A is the least-cost choice to meet effectiveness schedule E over a period of distant future years. Is the choice sensitive to the discount rate for time preference?

Let us explore the consequences of assuming Baumol’s minimum rate of 4.75 percent, and of two higher rates: 7 and 10 percent. The results are as follows:

<table>
<thead>
<tr>
<th>Discount Rate</th>
<th>Present Value (in Billions)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alt. A</td>
</tr>
<tr>
<td>0</td>
<td>$9</td>
</tr>
<tr>
<td>0.0475</td>
<td>6</td>
</tr>
<tr>
<td>0.07</td>
<td>5</td>
</tr>
<tr>
<td>0.10</td>
<td>4</td>
</tr>
</tbody>
</table>

Thus, over a wide range of assumptions about time preference the ranking of the alternatives does not change, even in this rather extreme case involving marked differences in the ratios of acquisition and operating costs for the two alternatives. However, for the higher rates of discount the differences in total system cost become less significant—so much so that the decisionmakers would probably be indifferent in choosing between A and B on the basis of the data presented above.

Another extreme case arises when the cost stream for one alternative has a large peak early in the planning period being considered and another alternative has a cost stream with a big hump late in the period. Here variations in the time preference assumptions might well make a difference in the choice. This case is very unlikely to arise in practice, however, because alternatives having such extremely different time-impact patterns would probably not be geared to the same stipulated effectiveness schedule. Therefore, they would not be relevant alternatives to be considered in a systems analysis study of capabilities for some defined future time period.

The upshot of our discussion about the discount rate would seem to be the following:

1. In long-range military planning studies involving relative comparisons among alternatives, the question of precisely what discount rate to use may not be as important as some writers have suggested. What is important is to make the time preference assumptions explicit and to test for the consequences of alternative assumptions. This is particularly important when "static" indexes of total system cost (development + investment + a period of years operation) are used.

57 In all cases we assume the rate to be infinite after 20 years.
2. When time-phasing is introduced explicitly, the best way to compare alternatives is to specify a desired pattern of effectiveness or capability over the period of interest and to seek that alternative which meets the stipulated capability at least cost.

3. In doing (2) the "base case" time preference assumption should be a zero rate of discount for the period under examination in the systems analysis study. (Cost streams calculated on this basis are of interest to decisionmakers because of their relevance to deliberations about funding and other considerations.) In addition, the cost analysts should do a sensitivity analysis to explore the implications of a range of discount rates— for example, from 4 to 10 percent. Here, the objective is to determine whether the ranking of the alternatives is sensitive to the discount rate. Very often it will not be. 58

4. In those cases where the discount rate is likely to make a difference to the decision, we have to face up to the question of an appropriate rate for the particular decision context at hand. Such a rate depends primarily upon the exchange opportunities available to the decisionmakers within their framework of authority and responsibility. (See the discussion on "Choosing a Discount Rate" in Chapter 3.)

The Problem of Residual Value
Another topic related to problems associated with time is the matter of "residual value." It arises primarily because long-range planners cannot look extremely far into the future. Because possible enemy threats, technological factors, and other considerations for the very distant future cannot be known, planners typically restrict their projections to some limited period— say 10, 15, or 20 years.

Limiting the time horizon gives rise to the problem of residual value in cases where it is felt that proposed alternatives might have military worth beyond the planning period being considered. To see this more clearly, let us present an example. Suppose that the planners are comparing two alternative new military capabilities (weapon systems A and B). Both have development and procurement lead times of about 10 years, and both must meet a specified effectiveness schedule (E–E') for a 10-year period as shown in Fig. 8.4. The cost profiles for A and B over the assumed 20-year planning period are about the same (the solid line cost stream in Fig. 8.4). On the basis of this information, and assuming a "cut-off" of all costs and benefits

---

58 A related technique is called "break-even analysis." This procedure determines a "break-even rate of discount"—that is, that rate of discount which makes the two leading alternatives equal in terms of present value system cost for the specified schedule of effectiveness.
after the 20th year, the decisionmakers would presumably be indifferent about a choice between A and B.

Suppose, however, that someone comes forward with an argument asserting that a part of system A (for example, its major equipment) is likely to have some kind of military worth after year 20; and that if this is the case, a portion of the investment costs of system A should be subtracted from the initial 20-year time horizon and "assigned" to a follow-on period (say, years 21 through 30). In practice this "assignment" has usually been done on the basis of some kind of judgment about the "useful life" of the major equipment in question.

A very crude calculation might be done as follows: For the general type of major equipment being considered, useful life in past history has been about 20 years. Therefore, for the proposed equipment, half of its investment costs should be "charged" to the initial planning period and half to the years 21 through 30. More "sophisticated" procedures might charge relatively less to years 21 through 30 to allow for the greater uncertainty about "useful life" in the more distant time period.

Suppose that something like this is done in our example, and that as a result a "residual value" (shaded area in Fig. 8.4) is calculated for alternative A and assigned to the time period 21–30 years. The cost profile for

---

59 Such assignment of costs to a subsequent planning period is often proposed in the case of new Navy ships especially aircraft carriers. It should be pointed out that "residual value" does not refer to scrap value, but rather to some kind of "military worth" (usually unspecified).
A now drops considerably (from MNOPQ to MNRPQ) for the planning period being considered; and unless someone can come forward with a similar "residual value" argument for system B (whose costs are still MNOPQ), alternative A will be preferred over alternative B. Thus, in this case the introduction of someone's speculation about the "useful life" ("military worth"?) of the major equipment in alternative A some 20 to 30 years in the future changes what is equal choice between A and B into an easy choice of A over B.

Let us now offer a few comments on the example:

1. Judgments about "useful life" or "military worth" beyond the initial planning period would seem to pertain to effectiveness or benefit considerations. This being the case, it seems somewhat strange to deal with possible supplemental benefits by arbitrarily taking costs out of one period and putting them into another (the follow-on period).

2. Subtracting costs from the initial planning period and assigning them to the follow-on period may deprive the decisionmakers of information they usually want to have. For example, they want to know the timing of the economic impact of alternatives being proposed for the future. They also want to know approximately when the obligational authority required to finance such alternatives would have to be obtained from the Congress. Exclusive use of "residual value costing" tends to confuse these issues.

3. Making meaningful assessments of possible military worth of major equipments (or other major assets) for periods 20 to 30 years in the future is most difficult. That is the main reason why long-range planners set up a limited time horizon in the first place. Beyond that time period it is probably impossible to consider the relevant issues in a useful way. If on certain occasions the planners find that something definitive can be said about possible follow-on military usefulness of future equipments or other assets, the matter should be dealt with explicitly. This may be done, for example, by extending the initial time horizon or by considering two sequential planning periods. Such a treatment would eliminate the need to consider "residual value costing."

Thus, we might draw the following conclusions:

1. The residual value costing idea as practiced in some systems analysis studies is not to be recommended as a general procedure. It is likely to confuse more issues than it clarifies.

2. If for some reason residual value costing is used, the "full cost" case should also be presented to the decisionmakers. This will enable them to get a proper picture of the time impact of obligational
authority or expenditure requirements during the planning period being considered.

3. The residual value problem should be considered primarily as an effectiveness or benefit issue. If in a particular case definitive issues exist regarding the possible military value of future assets in the follow-on period, this information should be presented to the decisionmakers explicitly — not in terms of arbitrary transfers of cost from the initial planning period to the follow-on period.

**Wartime Costs**

So far in this book the subject of “wartime costs” has not been addressed — at least not explicitly. In the context of comparisons among possible alternative capabilities for the distant future, the main emphasis has been on the resource impact of peacetime activities to acquire and sustain future postures for deterring war and for fighting a war for a limited period of time should deterrence fail.\(^\text{60}\) Hitch and McKeown took a similar view in *The Economics of Defense in the Nuclear Age*:

> Our major emphasis in this volume is on peacetime preparations for war and on deterring war. This means that we are interested *mainly* in peacetime, not wartime costs. We are trying to make the most of the resources available for national security in peacetime. In principle, the wartime costs are relevant. In practice, we can frequently ignore them. For in the case of general nuclear war, we expect the war to be fought with the forces in being at its outbreak. The major economic problem is to maximize the capability of these forces by using resources efficiently before the war starts — so efficiently that we hope an enemy will never dare start it. In the case of limited war there may well be significant production of weapons and expenditure of resources after the limited war begins (as in the case of Korea), but occasional wars for limited objectives will cost little compared with the year-in-year-out costs of peacetime preparedness. It is estimated that the “cost of United States forces in Korea over and above the normal cost of such forces if no action was taking place” was approximately five billion dollars in the fiscal year 1951/52, about 11 percent of total United States expenditures for major national security programs that year.\(^\text{61}\)

In years past, few analysts seemed to question the appropriateness of using so-called “peacetime costs” in comparative analyses of long-range

\(^60\) “Limited period of time” usually means a time interval sufficient to permit the economy to gear up for production to replace resources consumed during the initial phases of the war and to sustain the effort thereafter. This applies to essentially the entire range of the spectrum of warfare except the two extremes: (1) the all-out thermonuclear exchange and (2) the very small, short-term limited war.

planning problems.\textsuperscript{62} Perhaps the thinking then was conditioned by general nuclear war scenarios, in which "wartime costs" were rather academic. The situation in limited non-nuclear wars and controlled-response nuclear war, however, could be quite different. Particularly since the Vietnam experience, questions have been raised concerning possible biases arising in comparisons among alternatives when "wartime costs" are not fully taken into account in long-range planning studies. Our task here is to explore this question and to try to clarify some of the issues.

If the issue is put: "Are wartime costs relevant in systems analyses of long-range planning problems?" - the answer in principle would seem to be "yes," as Hitch and McKean have pointed out.\textsuperscript{63} In practice, however, in making relative comparisons among proposals for distant future military capabilities, there will no doubt be cases where a substantial portion of wartime costs may appropriately be ignored.\textsuperscript{64} In other instances this may not be so, and some attempt, however crude, will have to be made to reflect the more important wartime costs.

At this point let us explore briefly the meaning of "peacetime costs," as currently used in many systems analysis studies. For some new proposed capability for the distant future, these costs consist of research and development, investment, and operation over a period of time (say 5 or 10 years). Do these so-called "peacetime costs" contain any elements of "wartime costs"? Indeed they do. Some are obvious; for example:

1. The cost of inventories of wartime readiness reserve stocks of ammunition, spares and spare parts, and other consumable supply items. In principle these items are stocked on the basis of estimates of possible wartime consumption rates for appropriate periods of

\textsuperscript{62} We continue to put peacetime costs in quotation marks, because, as will be indicated later, the concept as used in practice contains a rather complex mixture of "peacetime" and "wartime" costs. In fact, it would seem that there is no such thing as pure "peacetime costs." For, after all, were it not for the contingency of war, there would presumably be no peacetime military activities and hence no associated costs. One definition of "peacetime costs," therefore, might be: "costs incurred or sustained for military and related activities during peacetime in anticipation of war." "Wartime costs" would then be defined in incremental terms as "those military and related costs incurred during actual conflict situations."


\textsuperscript{64} We stress that the context of this book is long-range planning with emphasis upon relative comparisons among alternatives, particularly to serve as a guide to research and development decisions. In other contexts - planning for current operations in an existing or likely wartime situation - explicit consideration of wartime costs cannot appropriately be ignored.
time (say 30 to 120 days), so that the system can function in a postulated wartime environment until production can be geared up to meet wartime requirements. The costs of such inventories in no way reflect the wartime costs of long-duration campaigns. They do, however, reflect an important portion of the costs of short-duration campaigns and of the initial period of long-duration wars. In any event these are "wartime costs" which are incurred in peacetime.

2. The personnel costs associated with Manning levels which are considerably higher than those required for a standby peacetime operation: major equipment crew Manning requirements stemming from estimated wartime crew ratios, the Manning of maintenance activities, and the like. Tactical airpower systems, for example, are typically manned in peacetime for a potential wartime combat generation capability which is considerably higher than that required for peacetime readiness postures. Again certain elements of "wartime cost" are reflected in the estimates of "peacetime cost."

Other ways in which certain "wartime costs" are reflected in "peacetime costs" are somewhat more subtle. To see this clearly, let us consider the following example. Suppose that the long-range planners are comparing alternative forces in the context of a distant-future, non-nuclear limited war scenario involving countries Y and Z. The specified "task to be done" requires having a future force posture which hopefully will deter Z from attacking Y and which, if deterrence fails, will with high confidence prevent Z from overrunning a specified key portion of Y's territory within, say, a 30 to 60 day time period. Assume now that alternative proposals C and D are being compared, with a view to determining—which alternative might do the stipulated task at least cost (that is, the least "total system cost" as defined earlier).

The systems analysts construct a campaign model of the situation and run alternatives C and D through an effectiveness analysis of the problem. It is found that alternative D is considerably more vulnerable to the postulated attack by the forces of country Z, with the result that units of D suffer

---

65 Here we say "in principle" because estimating wartime consumption rates for conflict scenarios 10 to 20 years into the future is a most difficult (perhaps impossible) task. But this is merely a reflection of one aspect of the problems involved in introducing wartime costs into systems analysis studies concerned with the distant future.

66 One type of cost that is not taken into account here is the cost of replacing wartime readiness reserve stocks once the campaign is over.

67 The latter specification, of course, has a direct bearing on the probability of success of deterrence.
a higher combat attrition rate than those of C. This means that a much larger force size of D would be required to do the specified task than the force sizes of C to do the same job. Suppose the force sizes of C and D are 20 and 50, respectively. Suppose further that the estimated total system costs for C and D are as portrayed in Fig. 8.5. On the basis of these data, C would be preferred over alternative D.

![Fig. 8.5 - Total system cost versus force size for C and D](image)

Let us now pose the following question: Do the “peacetime costs” used in comparing C and D contain elements of “wartime cost” over and above those for wartime reserve stocks and manning referred to previously? The answer would clearly seem to be “yes,” because the force sizes of C and D were determined on the basis of the campaign analysis (including estimated wartime attrition) of the stipulated wartime task to be performed. This in turn has an impact directly on the “peacetime” acquisition and sustaining costs of the war-deterrent capabilities of C and D. Thus, the so-called “peacetime costs” currently used in systems analysis comparisons of alternative distant-future military capabilities usually contain substantial elements of “wartime costs.” They are far from being “pure” peacetime costs, as some analysts have maintained. This is especially bound to be the case when the systems analysis is conducted in a “fixed-task-to-be-performed” type of analytical framework.

The preceding argument, however, does not mean that the costs used in systems analyses reflect the full costs of possible distant future conflicts.
The costs of wars and peacetime costs containing elements of wartime cost are clearly two different things; and total system or force costs typically used in long-range planning studies do not measure the cost of wars.\textsuperscript{68} While in principle including all wartime costs seems desirable, in practice it seems infeasible when dealing with the very distant future. The question still remains, however, as to whether or not omission of incremental wartime costs\textsuperscript{69} tends to bias the comparisons among alternatives made in systems analysis studies. There can be no general answer, of course. But it is not difficult to think of situations where the outcome might be different if incremental wartime costs were somehow taken into account.

As an example, let us consider the case of a high-intensity, limited non-nuclear war. Here, one of the key variables determining full wartime cost is the length of the conflict. Allowing for variations in this factor (and the associated wartime costs) may or may not change the ranking of the alternatives being compared.\textsuperscript{70} But the possibility of such differential effects is what the systems analysts should try to explore.\textsuperscript{71} Admittedly this is most difficult to do, and certainly we cannot predict the duration of future wars. However, some sort of crude sensitivity testing might be done, as shown in Fig. 8.6.

Here, for a stipulated task to be done the cost of alternatives E and F is plotted as a function of days of war, beginning with D-day (the day war begins). The costs include conventional total system costs plus a rough estimate of the incremental wartime costs after D-day. Here, the incremental wartime costs as a function of time do impact differentially on E and F, with the result that a cross-over point occurs at D + N days. For the specified task to be done, alternative F is preferred prior to D + N; alternative E is preferred thereafter.

This is an example of the sort of testing that might be done to help assure the analysts about the wisdom of suppressing incremental wartime costs

\textsuperscript{68} One of the very real costs of wars is, of course, casualties. Total system costs, as we have defined them, do not reflect casualties in an explicit way. However, the effectiveness part of a systems analysis very often contains explicit attempts to estimate casualties. For example, in comparing alternative mixes of future air and ground forces for use in limited wars, one of the measures of effectiveness might be infliction of casualties on the enemy forces and potential for avoiding casualties to friendly forces.

\textsuperscript{69} By “incremental” we mean wartime costs over and above those typically taken into account.

\textsuperscript{70} Our ability to measure full wartime costs of possible distant-future conflicts may, for example, be so crude that differential effects cannot be detected, with the result that the impact on alternatives is essentially proportional.

\textsuperscript{71} An example of a case in point is where the best force mix for the initial stages of the conflict is not the same as the preferred mix for later stages. The characteristics of combat requirements very often change as a function of time.
in a given comparison. In those cases where differential impacts on the comparisons of alternatives are detected, the results of the sensitivity analysis should be presented to the decisionmakers in an explicit fashion. Such information could help them in making final judgments about the alternatives under consideration.

Summary

Uncertainty

Cost analyses of distant future military capabilities are typically subject to many uncertainties. These uncertainties may be categorized under two main headings:

1. Requirements uncertainty (analogous to "state-of-the-world uncertainties"),
2. Cost-estimating uncertainty (analogous to "statistical uncertainties").

Requirements uncertainty is by far the more important in most cases.

How the cost analyst treats uncertainty in any given instance is very much a function of the design of the systems analysis study of which the cost analysis is a part. This a especially true in the case of requirements
uncertainty. Here, imaginative sensitivity testing on the part of the cost analyst can be very useful to the systems analysts in their unending search for dominances and for ingenious ways of hedging against major uncertainties of the distant future. To do this effectively, however, cost analysis methods and models must be parametric in nature. That is, they must be "open-ended" with respect to key cost-generating explanatory variables such as major equipment performance characteristics, operational concepts, force size, and the like.

In dealing with cost-estimating uncertainties, the hope in most systems analysis studies is that these uncertainties may safely be suppressed -- for example, by using "expected value" cost estimates. One of the main tasks of the cost analysts, therefore, is to determine whether or not such a suppression is appropriate. The following may be helpful in forming judgments in this regard: (1) examination of the measures of reliability (for example, standard errors or prediction intervals) for key estimating relationships used in the cost analysis; (2) sensitivity testing, particularly with respect to the more important categories making up total system (or force) cost; and (3) use of Monte Carlo techniques.

Problems Associated with Time

Because of the importance of the subject of time in systems analysis studies, it should always be taken into account specifically, preferably through explicit time-phasing of effectiveness and cost. Nevertheless, this is not often feasible in all stages of the analysis.

Particularly in the early phases of an investigation of a wide range of alternatives, "static" indexes of cost are often used. These indexes usually contain implicit (frequently unrecognized) assumptions about discounting of future costs. Cost analysts have the responsibility to make these assumptions explicit.

Later in the study, when the most interesting set of alternatives has been uncovered, time-phasing considerations should be treated definitively. When time-phasing is introduced explicitly, usually the best way to compare alternatives is to specify a desired pattern of effectiveness or capability over the period of interest and to seek that alternative which meets the stipulated capability at least cost.

Here, the "base case" cost streams should be computed using a zero rate of discount for the period of time under consideration. In addition, the cost analysts should conduct sensitivity analyses to explore the implications of a relevant range of discount rate assumptions. The objective is to determine whether the ranking of the alternatives is sensitive to the discount rate.

Another topic related to problems associated with time is the matter of "residual value." It arises when possible uses of future military assets
beyond the initial planning time horizon are taken into account. One proposed solution used in some past systems analysis studies is to subtract costs from the initial planning period and assign them to the follow-on period ("residual value costing").

This solution is not recommended as a general procedure. The residual value problem should be considered primarily as an effectiveness or benefit issue. If in a particular case definitive arguments can be advanced regarding possible military value of future assets in the follow-on period, the information should be presented to the decisionmakers explicitly - not in terms of arbitrary transfers of cost from one period to another.

Wartime Costs
The issue of "peacetime" vs. "wartime" costs is troublesome for a number of reasons. One is that so-called "peacetime" costs generally used in systems analysis studies typically contain important elements of "wartime" cost. Another is that in considering alternative proposals for military capabilities in the distant future, it is very difficult in practice to assess full wartime costs in a meaningful way.

Particularly in analyzing limited war, the key question is whether or not the relative comparisons of alternatives may be biased because of omissions of key elements of wartime cost. Systems analysts will rarely be able to answer this question definitively. However, when it is feasible to do so, the analysts should conduct sensitivity tests in an attempt to shed some light on the matter. For example, the analysis might be carried out for several assumptions regarding the duration of the war. If there are significant differential impacts on the alternatives being considered, this information should be presented to the decisionmakers.

Suggested Supplementary Readings
Chapter 9

SYSTEMS ANALYSIS EXAMPLES

From time to time throughout this book we have presented brief examples of systems analysis studies. At this point, it seems appropriate to probe systems analysis – and its attendant problems of cost analysis – in more depth through the use of several fairly detailed illustrations of actual, and recent, studies. Of course, because we will be concerned with examples, and not the studies themselves, we shall be at a rather high level of generality. Yet this should be adequate to the achievement of our objective, which is to give the reader more of a grasp of the total systems analysis process in terms of (1) conceptual and methodological considerations and (2) some of the practical problems encountered in actually doing a systems analysis study. Here, our point of view will be primarily that of the project leader who must assume the key role in the design and conduct of an analysis pointed toward assisting long-range planning decisionmakers. This means that the cost considerations per se are not emphasized more than any of the other aspects of the total process. Cost analysis matters, therefore, are discussed as only one component of an integrated whole and in the context of the particular questions to which the total analysis is addressed.

Let us consider the following three studies:

1. An analysis of the possible roles of long-endurance aircraft in future military force postures. This example is based on a 1963 study of the potential uses of long-endurance aircraft in a variety of mission areas. However, to keep the illustration relatively simple, primary emphasis is placed on one mission area (strategic bombardment), and the main focus is on inter-system comparisons and the analysis of critical subsystem components. Another purpose of this example is to indicate some of the types of analyses that can be carried out when the time available to assist the decisionmakers is relatively short – a very likely situation for many analytical staffs in government agencies.

2. A consideration of trade-offs between ground and air forces in a non-nuclear limited war. Here again the illustration is based on past investigations. However, the analytical problems involved in this case are in many respects much more complicated than in the first example. For instance, force mixes must be considered explicitly, and an attempt must be made to
deal with the many complexities of limited war scenarios. A particularly troublesome problem pertains to establishing appropriate criteria for assessing the effectiveness of alternative force mixes, and special emphasis is given to this question in the discussion of the example. The basic analytical framework is a "fixed budget" type of comparative format – that is, the air-ground force trade-off problem is examined in the context of equal-cost alternative force mixes.¹

3. *An exploratory investigation of new approaches to complex problems of choice involving interactions among technological, military, and political considerations.* Unlike the previous cases, the third example is based on the results through 1968 of a continuing exploratory effort which is even now still in its early stages of development. Because of this, our discussion must of necessity be less definitive than we would like. However, those readers who are especially concerned about possibilities for new analytical approaches to complex problems of choice under conditions of uncertainty should find the example interesting and hopefully conducive to further thought. The study which serves as the basis of our example is focused on distant future strategic offensive, defensive, sensor, and command forces in an operational sphere whose diameter is 12 earth radii.² That portion of the scenario spectrum of particular interest is the initiation, management, and termination of general war at levels less than full counterpopulation exchanges.

The remainder of the chapter is divided into three self-contained parts – one for each of the illustrative cases – so that the reader may select the combination of cases he wishes to examine in detail.

**CASE 1:**

**THE LONG-ENDURANCE AIRCRAFT EXAMPLE³**

The view is often expressed that analytical effort of real value to a decision-maker dealing with complex planning problems may prove exceptionally difficult, perhaps impossible. Two reasons in support of this belief are: (1) an extremely complex environment, along with a host of nonquantifiable variables; and (2) a short deadline to do a study.

¹ This is a frequently employed framework of analysis. It has been used, for example, in examinations of force mixes of land-based and sea-based tactical firepower; force mixes of airlift, sealift, and prepositioning; force mixes of Regular and Reserve Forces; and so on.

² That is to say, a substantial volume of outer space is part of the assumed operational environment. The time horizon extends out to 1980.

No doubt there are such instances. However, we take the position that even in rather severe cases, something can be done, and that this something may often be very useful in spite of the lack of extensive calculations of utility and cost. In the present section, an example having such characteristics is selected deliberately in order to illustrate the kind of analysis that might be done. It is based on an actual study conducted at The Rand Corporation in 1963. In order to avoid security-classification, much of the substantive detail has to be suppressed. However, it is hoped that enough of the essential content of the problem is preserved, so that a few of the more important points can be illustrated.

General Statement of the Problem
Basically, the problem may be stated as follows:

1. Investigate the possible role of long-endurance aircraft (LEA) for use in new weapon (or support) systems to perform a variety of U.S. Air Force missions in the 1970–1975 time period.\(^4\)
2. In each mission area compare LEA type systems with alternative possibilities, including missile as well as aircraft systems.
3. Investigate the possibilities for multipurpose use of the LEA; that is, of developing a basic aircraft and adapting it to several mission areas. What are the cost savings? What, if any, degradations in utility (system effectiveness) might be incurred in a given mission area by using a multipurpose vehicle rather than one "optimized" to that particular mission?
4. Time to do the study: about 6 weeks.\(^5\)
5. Assess the implications for possible new development programs to be initiated in the near future, with a view to initial operational capability in the early 1970s.

Further Consideration of the Problem
On the face of it, the statement of the problem outlined above appears fairly straightforward, although the short time period for doing the study

\(^4\) A long-endurance aircraft is one designed specifically to remain airborne in unfueled flight for a prolonged period of time – in some cases several days. Usually the emphasis on long endurance involves compromises in certain of the other performance characteristics, especially speed and cruise altitude.

\(^5\) It should be pointed out that The Rand Corporation had in previous years done a considerable amount of work on the technical and design aspects of LEA. However, work on system applications of LEA was somewhat more limited. In any event, 6 weeks was a short time to do a study of this type, at least to Rand standards. But time to do a study is relative. In a military staff environment in the Pentagon, 6 weeks would no doubt be considered a relatively long time.
imposes a significant constraint. Even preliminary thinking about the problem soon leads to the conclusion that the problem is a difficult one. Some of the more important reasons why are outlined in the following paragraphs.

A wide range of possible mission area applications might be considered; for example, strategic bombardment, limited war, defense against submarine-launched ballistic missile attack, air defense of North America (against the air-breathing threat), command and control, satellite launching platform, anti-satellite missile launching platform, air transport, and intelligence or reconnaissance patrol applications.

The future environment (1970–1975) in practically all the mission areas is very uncertain. In limited war, for instance, what kinds of limited war scenarios should we consider? Obviously, we cannot single out one that is "most probable." A range of scenarios must be considered, and this range should not necessarily be chosen on the basis of likelihood, but rather to illustrate possible roles for the LEA.

Within most of the mission areas there is a wide range of alternative systems to be considered – even including the Navy’s proposals for an advanced Fleet Ballistic Missile (Polaris) system in the strategic area. (Some of the more relevant alternatives are discussed later.)

After only slight initial examination, it becomes obvious that the most critical considerations do not concern the LEA vehicle itself, but rather the payload subsystems that have to be developed and procured to give a LEA system its capability in a given mission area. There are exceptions: command and control is probably one of them, for example. But in general, the payload subsystems pose the more interesting and difficult technical problems; and preliminary cost analysis indicated that the development cost for a subsystem in a given area (like strategic bombardment) would be considerably greater than for the total development program for the LEA itself. In short, what initially is specified as mainly an aircraft problem rapidly turns primarily into problems concerning subsystems.

The main characteristics of a long-endurance aircraft are extended airborne capability (endurance), large payload, and long range. These are so-called "positive" characteristics. The main negative ones are low speed and possible constraints on altitude capability. So immediately the analyst should think about mission applications where the positive characteristics

---

6 Here "scenario" essentially means the context or setting within which the particular type of war is assumed to take place; for example, the geographic area; the political environment at the beginning of the conflict; the political objectives to be attained; the constraints on weapons (nuclear weapons or not?); the sanctuaries, if any; and so on.

7 There are trade-offs among these, of course.
are desired and where low speed is not a handicap or perhaps is even desirable (for example, in certain types of intelligence/reconnaissance operations). One example is a mission area where airborne patrol operations are important. Another is a situation where vulnerability on the ground to an initial enemy attack is a problem, and an alternative basing scheme is required. The LEA used as an airborne platform provides one such alternative. But there are still other possible alternative basing concepts: ground mobility, water-based platforms (surface), water-based platforms (submersible), and so on. These alternatives would have to be taken into account in the analysis.

From this partial list of considerations, it is clear that the problem is indeed a complex one. The real question is what can be done with it in the short time available for analytical effort. For illustrative purposes, let us take one mission area – strategic bombardment – and consider some of the more relevant factors in this area.

Some Considerations in the Strategic Bombardment Area
In considering whether the strategic systems being planned in 1963 for the early 1970s should be supplemented, two major uncertainties involving military intelligence were paramount:

1. Whether the enemy was likely to achieve technological advances such that his offensive capabilities would render U.S. fixed base (hardened) missile systems vulnerable on the ground to a first strike.
2. Whether the enemy was likely to achieve a reasonably effective defense against intercontinental ballistic missiles (an ABM capability) during the early 1970 time period.

While the analyst cannot resolve these uncertainties, he can and should trace out their implications, enumerate the relevant alternatives that might be used to meet them, and possibly suggest ways to hedge against them.

Regarding the first uncertainty, it is clear that the LEA would be of interest if the problem is one of seeking alternative basing schemes to avoid or reduce vulnerability on the ground. The LEA could be used as a standoff missile-launching platform in a system having a substantial part of the force on continuous airborne alert. Regarding the second uncertainty, the LEA offers no unique features; but it could be used as an airborne platform from which low-altitude penetrating missiles (to avoid ABM defenses) could be launched. When the two types of uncertainty are combined, however, it could be that a LEA system (with low-altitude penetrating missiles) might be attractive. But such a system would have to be compared with the alternatives.
What are some of the relevant alternatives? The following is an illustrative list.

For the case where the prime objective is to reduce initial vulnerability to a surprise attack:

1. LEA used as a standoff platform for launching airborne ballistic missiles (ALBMs) in a system having a substantial part of the force on continuous airborne alert.
2. Land mobile (truck or rail) ballistic missile systems.
3. Water mobile (barge) ballistic missile systems.
4. Incremental Fleet Ballistic Missile (Polaris) force. (Incremental to the currently planned Polaris force.)
5. Additional Minuteman missiles (to try to compensate for their ground vulnerability by having a bigger force.)

For the case where the main purpose is to have a system that can penetrate enemy ICBM defenses:

1. Low-altitude penetrating missiles launched from an airborne platform – an LEA or some other aircraft.
2. Land based (fixed) ballistic missile systems with low-altitude penetrating reentry devices.
3. Land based (fixed) ballistic missile systems with multiple warhead (possibly including decoys) reentry devices to confuse the enemy ICBM defense.
4. Sea based ballistic missile systems with low-altitude penetrating reentry bodies or with multiple warhead capability.

For a combination of the above two cases – that is, where the main concern is about the initial vulnerability of U.S. strategic systems and about the enemy having an AICBM capability:

1. LEA used as a standoff platform for launching low-altitude penetrating missiles in a system having a substantial fraction of the force on continuous airborne alert.
2. Land mobile (truck or rail) ballistic missile systems with low-altitude penetrating reentry devices or with multiple warhead reentry bodies.
3. Water mobile (surface) ballistic missile systems with low-altitude penetrating reentry devices or with multiple warhead reentry bodies.
4. Same as (3) except that the launching platform is below the surface (for example, submarines or submersible barges).
The main problem is to conduct an analysis to compare such alternatives on a cost-effectiveness basis, with a view to determining preferred alternatives under certain assumed scenarios. Ideally, this would proceed somewhat as follows. (Here, we assume a fixed effectiveness conceptual framework; a fixed budget context could be used instead.)

An enemy target system is specified to be destroyed with some probability of success (say, 90 percent). Campaign analyses are conducted in order to determine the size force that would be required for each alternative to do the specified task. This involves determination of the number of U.S. weapons surviving a postulated initial enemy attack, determination of the force that is successfully launched to make the responding strike on the specified enemy target system, assessment of losses to the enemy defenses, calculation of target destruction, and the like. Given the resulting force size calculations, we then proceed with a resource analysis to determine the total system cost (research and development, investment, and operating cost) for each of the alternatives required to do the job. These system costs can then be compared to try to determine which alternative is likely to accomplish the given task at the lowest cost. Finally, the analyst might repeat the analysis for varying levels of initial enemy attack and varying types of U.S. responses, and then conduct a qualitative analysis to supplement the quantitative work.

This approach to the problem would lead to a “hard core” cost-effectiveness analysis – something that is not easy to do and certainly very time-consuming. Since only 6 weeks were available for the entire study, something far short of a complete analysis had to be done. The real question is what can be done, if anything, within such limitations. Our position was that a great deal could be done, far short of a type of analysis involving a relatively complete set of calculations of utility and cost. For one thing, a mere enumeration of all the relevant alternatives may be very helpful; better yet would be to furnish data and information bearing on effectiveness and cost of these alternatives.

Summary Analyses of Cost and Effectiveness
One thing that can be done is to develop summary analyses of cost and effectiveness and present them along with a qualitative statement of some of the key implications. Examples are given in Fig. 9.1 and Table 9.1.

---

* It should be emphasized that these campaign analyses are very difficult and time-consuming.
* Recall that our objective in analytical work is not to “make the decision,” but rather to provide a better basis for the decisionmakers to exercise their judgment.
TABLE 9.1
Selected Data Bearing on Effectiveness Considerations for Alternative Systems A, B, C, D, and E

<table>
<thead>
<tr>
<th>Description</th>
<th>Alternative System</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quantitative Information</strong></td>
<td>A</td>
</tr>
<tr>
<td>Effective range (n mi)</td>
<td></td>
</tr>
<tr>
<td>Cruise speed (kn)</td>
<td></td>
</tr>
<tr>
<td>Penetration speed (kn)</td>
<td></td>
</tr>
<tr>
<td>Warhead yield (MT)</td>
<td></td>
</tr>
<tr>
<td>Circular error probability (CEP)</td>
<td></td>
</tr>
<tr>
<td>Single shot kill probability</td>
<td></td>
</tr>
<tr>
<td>Against soft targets</td>
<td></td>
</tr>
<tr>
<td>Against hard targets</td>
<td></td>
</tr>
<tr>
<td>Extended strike option time (days)</td>
<td></td>
</tr>
<tr>
<td>... etc.</td>
<td></td>
</tr>
<tr>
<td><strong>Qualitative Information</strong></td>
<td></td>
</tr>
<tr>
<td>“Show of force” capability</td>
<td></td>
</tr>
<tr>
<td>Multidirectional attack capability</td>
<td></td>
</tr>
<tr>
<td>Ground vulnerability</td>
<td></td>
</tr>
<tr>
<td>In-flight vulnerability</td>
<td></td>
</tr>
<tr>
<td>Controlled response capability</td>
<td></td>
</tr>
<tr>
<td>... etc</td>
<td></td>
</tr>
</tbody>
</table>

* Some of these items have quantitative aspects to them; but they are very difficult to assess in a study with a short time deadline.

Figure 9.1 shows total system cost vs. force size for several alternative systems. In this example, “force size” means number of missiles in position ready to go. In the case of a system like Minuteman, it means number of missiles in silos ready to fire. In the case of a LEA system carrying airborne air-to-surface missiles, it means number of missiles continuously airborne on station and ready to go. Used in conjunction with data pertaining to effectiveness (as in Table 9.1), curves that indicate system cost vs. force size can be useful.

For example, equal-cost cases can be generated (F₁ of Alternative A, F₂ of Alternative C for cost level B₀ in Fig. 9.1). These can in turn be compared in terms of the data bearing on effectiveness, with a view to reaching judgments about which alternatives might offer the most capability for the given level of cost.

In any event, the decisionmaker is clearly in a better position to exercise his judgment if he has the benefit of Fig 9.1 and Table 9.1 than if he did
not have them. This is an example of what can be done between the extremes of no analysis whatever, on the one hand, and "hard core" cost-effectiveness analysis, on the other. The results are certainly far short of a detailed quantitative analysis; but they nevertheless may be useful.

A Purely Qualitative Analysis
Quite often a purely qualitative comparison can be very helpful, especially when used to supplement the kind of analysis presented above. An example is presented in Table 9.2.

Here, the various alternatives are listed in the stub of the table, and in the body various qualitative comments are made regarding the characteristics of certain key capabilities of the alternative systems. In cases where a large number of alternatives are under consideration, such information can be useful in weeding out those cases that are likely to be of little interest from those that appear worthy of further and more detailed deliberation.

---

10 It is assumed, of course, that the decisionmaker also has the benefit of any interpretive comments that the analyst may have.
<table>
<thead>
<tr>
<th>Alternative System</th>
<th>Invulnerable to</th>
<th>Useful for</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Improved Enemy ICBM's</td>
<td>AICBM Defense</td>
<td>Air Defense</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>B</td>
<td>No</td>
<td>Somewhat</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>C</td>
<td>Yes</td>
<td>Yes</td>
<td>Somewhat</td>
<td>Yes</td>
</tr>
<tr>
<td>D</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>E</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>F</td>
<td>Yes</td>
<td>Yes</td>
<td>Somewhat</td>
<td>Yes</td>
</tr>
<tr>
<td>G</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>H</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>I</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

- **a** Number of missiles on station can be increased in times of tension.
- **b** Poor CEP and low yield.
- **c** Assuming no refueling on station.
- **d** With existing enemy defenses.
A Subsystem Example
Subsystem considerations are often of paramount importance in decision problems, particularly when uncertainties are present. In our present example, assume that one of the alternatives under consideration is a long-endurance aircraft (LEA) system utilizing a chemically fueled low-altitude penetrating missile (LAPM) launched from the LEA airborne platform located in a standoff position outside enemy territory. Assume further that we are somewhat uncertain about the gross weight vs. low-altitude range relationship for this new LAPM, which is not yet developed and which, if developed, would not be operational until some six or more years from now. Upon examining the system characteristics of the LAPM, suppose that the analyst finds that its gross weight is very sensitive to low-altitude range, and that this relationship can be graphed for two cases: an "optimistic" and a "conservative" relation between weight and range. (See Fig. 9.2.) We note that a rather severe weight penalty is incurred in moving from a range permitting coverage of 70 percent of the enemy target system \(R_0\) to one permitting a 95 percent coverage \(R_1\).

![Fig. 9.2 - LAPM gross weight versus low-altitude range](image-url)
It may be instructive to explore the consequences of the relationships portrayed in Fig. 9.2. For example, let us consider a sensitivity analysis of total system cost as a function of the key variables in Fig. 9.2 and two additional variables: force size (defined as the total number of missiles in the system which are continuously airborne on station) and the average fly-out distance from base to station.\textsuperscript{11} The results may look something like those given in Fig. 9.3.

\begin{center}
\includegraphics[width=0.7\textwidth]{fig93.png}
\end{center}

\textit{Fig. 9.3 – Total system cost versus force size for various cases}

From the figure it is clear we have examples of both sensitivity and relative insensitivity. Total system cost is very sensitive to LAPM range (and hence gross weight), and it is fairly sensitive to whether the optimistic or conservative estimate of the weight vs. range curve is used. Moreover, these sensitivities seem to increase as total force size increases. On the

\textsuperscript{11} The importance of average fly-out distance from base to station (U.S. bases are assumed) depends upon the strategic scenario being considered. If a quick response to an initial enemy first strike is desired, a long fly-out distance would be required. If not, a short fly-out distance might suffice.
other hand, total system cost is relatively insensitive to average fly-out distance from base to station.\textsuperscript{12}

The marked sensitivity to low-altitude range (and hence missile gross weight) is not surprising. As missile weight increases, the number of missiles that can be carried by each LEA decreases. This means that to obtain a given total force of missiles continuously airborne on station, a larger number of LEAs must be procured. The total system cost spirals upward not only because of increased aircraft and missile procurement, but also because of increased number of personnel, facilities, supplies, and so on.

Here we have an example of how a relatively simple analysis of subsystem characteristics can illuminate key influences on the total system. In this case it might suggest certain research and development programs on components of the system – such as the propulsion system – that would result in a more favorable relationship between LAPM gross weight and low-altitude range.

Research and development in component areas may be significant. Where major uncertainties (or other reasons) make difficult compelling arguments for immediate initiation of development for the total system, the analysis may suggest relatively inexpensive component development programs which will in effect provide hedges against some of the major uncertainties in the problem.

\textbf{Summary Comment}

The LEA example illustrates a number of the main points made in previous chapters: for example, how system cost as a function of force size relationships can be used in analyses involving intersystem comparisons among alternatives for a given level of budget.

However, one of the main reasons for presenting this example is to illustrate more concretely the analysis of subsystem problems in the context of a complex total system proposed for the distant future. In so doing, we again illustrate many of the key points made in earlier chapters; for example:

1. \textit{Important cost considerations are not always measured in dollars}. In Fig. 9.2 the cost of an increment in LAPM low-altitude range is the penalty incurred in terms of LAPM gross weight. This cost

\textsuperscript{12} This is not always the case. Here we are assuming a relatively efficient LEA platform from the standpoint of endurance. For less efficient LEAs, total system cost may be more sensitive to average fly-out distance.
tends to increase at an increasing rate - that is, marginal costs (in terms of gross weight) with respect to LAPM range are increasing. The impact of these increasing marginal costs on the total LEA system is very significant. (See Fig. 9.3.)

2. Use of sensitivity analysis. From Fig. 9.3 we see that for a specified task requiring a certain number of missiles airborne on station and a certain LAPM range, the determination of the least-cost LEA system configuration is not very sensitive to fly-out distance, but is very sensitive to LAPM gross weight.

3. Dealing with uncertainty. The results of the sensitivity analysis have important implications for dealing with uncertainty. If we are indeed very uncertain about what LAPM gross weight is likely to turn out to be, then an additional increment of resources spent for exploratory development on, say, LAPM propulsion technology might have a high payoff in terms of reducing uncertainty.

CASE 2:

TRADE-OFFS BETWEEN GROUND AND AIR FORCES
IN A NON-NUCLEAR LIMITED WAR

Introduction
The main purpose of Case 2 is to illustrate certain major conceptual and methodological problems of systems analysis, especially those pertaining to the examination of trade-offs among equal-cost future force mixes. We shall attempt to do this by: (1) defining an approach to making a trade-off analysis, and (2) illustrating the application of the approach in the context of mixes of tactical air and land combat forces in a tactical non-nuclear conflict situation. Our interest is solely in how one force mix might be compared with another, and not in whether any of the mixes we will consider will actually exist at the time our hypothetical conflict takes place.

Establishing a Point of View
The analyst's first obligation, if not his first task, is to recognize that several approaches to a trade-off analysis may be possible, each of which can be

---


14 Recall that we discussed this problem briefly in Chapter 4.
supported rationally. He knows, of course, that none of them can be free of uncertainties or the difficulties they imply. There are, for example, the uncertainties introduced by the sheer diversity and complexity of tactical operations, which encompass political, technological, and economic as well as military considerations. Moreover, the variety of possible conflict situations that may develop; questions about the size, disposition, and effectiveness of enemy forces; questions about the size and nature of the forces of our allies; the very fact that neither national policies nor the capabilities of military forces remain static in or out of battle – all of these and other factors combine to the analyst's disadvantage.

In view of these considerations, the analyst has to make decisions on the scope of the analysis. To compare the military effectiveness of different mixes of air and land combat forces in a hypothetical campaign some years hence, we need to decide, first, on a level of analysis. Should we limit our attention to, say, the ability of these mixes to attack specific targets? Should we take a more comprehensive point of view? What criteria apply on each level? What measures of effectiveness? Second, having decided on a level of analysis, we have to specify the force mixes to be compared. What forces will be available and should be considered? How can we estimate the cost of these forces? Third, we should specify the nature of the threat. What contingency might call these forces into play? Is there a range of possible threats? Fourth, we want to define the model we intend to use to study the possible forces and threats on the various levels. What are its restrictions? What are its capabilities?

Now, the basic purpose in comparing the combat capabilities of combat forces is to determine the effectiveness of different combinations, or mixes, of forces in implementing national policy. But the extent to which forces can be mixed is limited by the necessity for balanced forces, capable of appropriate responses not in one crisis, but across a spectrum of different military situations. A complete substitution of the forces of one service for those of another is unreasonable. It would contradict the history of warfare, which demonstrates an increasing interdependence among the services; and it would overturn the present posture, organization, and employment of general purpose forces, which for many situations are crucial. Thus, between the present force posture on the one hand and the requirements for balanced forces on the other lies the area in which trade-offs may be considered. And within this very broad area, trade-offs can indeed be considered on a number of different levels. Let us examine three of them, and something of the basic methods of analysis that might be used on each.
Levels of Analysis and Criteria
Level 1. Trade-offs Between Different Forces to Accomplish the Same Specific Task
Analysis on this level – the “task” level – would aim at assessing the effectiveness of various combinations of air-delivered and ground-delivered weapons in achieving a variety of particular missions, as, for example, destroying an enemy artillery emplacement or denying the enemy a hill position. At its simplest, the analysis might proceed by first defining a series of such tasks, from which a list of targets involved in accomplishing the task could be identified. A matrix could then be drawn, as in Fig. 9.4,

<table>
<thead>
<tr>
<th>Task 1</th>
<th>Mix of Forces</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Target 1</td>
<td></td>
</tr>
<tr>
<td>T-2</td>
<td></td>
</tr>
<tr>
<td>T-3</td>
<td></td>
</tr>
<tr>
<td>… T-n</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9.4 – Basic weapon-target matrix

which would relate mixes of weapons to targets, according to a measure like the number of rounds or bombs required to achieve a specified level of damage. Data on the cost of producing this damage could then be developed. In turn, the results appearing in the matrix and the cost data could be used to provide either an “equal-effectiveness, different-cost” comparison or a “different-effectiveness, equal-cost” comparison, against which the various mixes could be weighed.

One way in which we might make the analysis more valid would be by introducing a “distance measure.” A list of targets likely to be found at various distances from the forward edge of the battle area (hereafter,
FEBA) could be constructed. The addition of distance would introduce different types of fire missions, such as close fire support for targets near the FEBA, close support for those farther away, interdiction for those still farther away, and so on, as indicated by the matrix of Fig. 9.5. The same

<table>
<thead>
<tr>
<th>Mission</th>
<th>Target</th>
<th>Mix of Forces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close fire support</td>
<td>Target 1</td>
<td>1 2 3 ... n</td>
</tr>
<tr>
<td>(0 - 3 km)</td>
<td>T - 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T - 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T - 3</td>
<td></td>
</tr>
</tbody>
</table>

| Close support         | (3 - 12 km) | 1 2 3 ... n  |
|                       | T - 1       |               |
|                       | T - 2       |               |
|                       | T - 3       |               |

| Interdiction          | (12 - 75 km) | 1 2 3 ... n  |
|                       | T - 1       |               |
|                       | T - 2       |               |
|                       | T - 3       |               |

| Deep interdiction     | (over 75 km) | 1 2 3 ... n  |
|                       | T - 1       |               |
|                       | T - 2       |               |
|                       | T - 3       |               |

Fig. 9.5 - Weapon-target matrix with a distance measure added

procedure as in the simpler analysis could be carried out, and the relative cost and effectiveness of different mixes of air- and ground-delivered weapons could be established. But the addition of a distance measure would provide several new insights. Of these, the most useful would be the suggestion of a scale that would indicate at one end the unique capabilities
of ground-delivered weapons; at the other end, those of air-delivered weapons; and, between these points, various mixes of the two. For example, safety considerations for ground forces could define the minimum distance from the FEBA at which air-delivered weapons are acceptable. Similarly, artillery ranges could define the maximum distance from the FEBA at which artillery can be used. Between the two extremes, cost and other considerations might be used to define the more efficient forms of delivering ordnance.\(^\text{15}\)

Analysis at the task level can be carried at least one additional step by adding a time dimension. A series of target lists could be drawn up, with each list representing a target structure at a different point in time. Thus, a hypothetical development of the conflict could be depicted by a changing target structure. In this approach, the changing target structure could be derived from previously played war games or exercises.

In sum, methods can be created for analyzing possible trade-offs between mixes of tactical air and land combat forces in terms of their relative capabilities to accomplish specific tasks. But an analysis on this level would have several serious drawbacks. For one thing, the utility of defining "specific" tasks and analyzing the relative effectiveness of different mixes would be limited, unless such "situational" factors as terrain, tactics, or intelligence were introduced. But even if they were included, task analysis would still be limited because the effect of accomplishing these tasks on the total conflict situation would still have been left out of account. Thus, by themselves, the capabilities of force mixes for achieving specific missions could not be used in assessing the total utility of the forces.

Moreover, it is probably not reasonable to construct a detailed two-sided game situation for use only in a task analysis. Note that an analysis on this level involves essentially only one of the criteria of trade-offs, the potential of different force mixes to destroy enemy targets. But to apply even this one criterion would involve great effort, since an adequate evaluation of the effectiveness of different types of weapons against different targets can be made only when many characteristics of the weapons and targets are incorporated in the analysis. Since this information would also be a significant part of more comprehensive analyses, the construction and play of a game on the task level might better be deferred in their favor.

\(^{15}\) Obviously, not too much should be made of this scale, since it would underrate the flexibilities that have been built into military forces. Land combat forces might, in theory and in practice, attack enemy airfields beyond artillery range by the use of air-delivered assault units. Air forces might stop the movement of enemy ground forces by interdiction of the supplies, reserves, and lines of communication of the enemy.
Level 2. Trade-offs between Different Forces in the Same Situation

The step from Level 1 to Level 2 — the "situational" level — brings into the analysis the setting or context in which the military operations are conducted. This incorporates the objective of the military operation, the purpose for which the forces have been committed to combat, and some consideration of specific policy, economic, and strategic goals, as well as a range of purely military goals. On the task level, the connection between national policy and the destruction of an enemy tank may safely be left out of account. On the situational level, where we combine many such tasks and examine their influence on the course of the conflict, this relationship is more important.

Consequently, the analysis of trade-offs on the situational level requires an approach different from that used on the task level. For one thing, it necessitates the use of definite (albeit hypothetical), conflict situations with specific military objectives, since military situations are never independent of military objectives. Thus, a scenario for a specific military situation and its accompanying objective has to be defined. The situation will usually incorporate joint and combined operations of different services, and therefore provide a framework within which the critical interdependence or balance of military forces can be analyzed in some depth. Moreover, the use of specific situations requires the inclusion of a host of interacting factors necessary to trade-off choices — geography, time, enemy actions, attrition, logistics support, and so on. Including such factors will make the analysis more comprehensive. On the other hand, it will also tend to decrease the amount of certainty that can be attached to the conclusions.

There is another difference. On the task level, it is possible to be somewhat confident that the results, although limited, will have a reasonable validity for a usefully long time. After all, such specific military tasks as attacking artillery positions will be part of most foreseeable military operations. On the situational level, the ability to define a military situation that may arise in the future, and the manner in which we will respond to it, involves a good deal of judgment. How might the situation develop? What combat forces would be employed? How would they be employed? How would policy considerations, nuclear options, and other factors influence the conflict? As we have seen, these are just a few of the questions that can appear on this level of analysis. Clearly, therefore, such analyses are infeasible within any reasonable limits of time and effort unless judgment is used to restrict the possibilities that might characterize the situation. In short, the analyst's critical conceptual problem in conducting trade-off analyses on this level is to define an appropriate
situation and to identify and define within the situation those factors that contribute to a useful comparison of force mixes.

Figure 9.6 presents a list of basic criteria that could be used at the

<table>
<thead>
<tr>
<th>Level 1</th>
<th>Criteria</th>
<th>Mix of Forces</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Destructive Potential</td>
<td>How well can the force mix destroy targets?</td>
</tr>
<tr>
<td>II</td>
<td>Responsiveness</td>
<td>How rapidly can the force mix be ready for military actions?</td>
</tr>
<tr>
<td>III</td>
<td>Deployability</td>
<td>How rapidly can the force mix move to the theater?</td>
</tr>
<tr>
<td>IV</td>
<td>Mobility</td>
<td>How rapidly can the force mix move in the theater?</td>
</tr>
<tr>
<td>V</td>
<td>Supportability</td>
<td>How effectively can the force mix be supported and maintained?</td>
</tr>
<tr>
<td>VI</td>
<td>Survivability</td>
<td>How vulnerable is the force mix to enemy actions?</td>
</tr>
<tr>
<td>VII</td>
<td>Flexibility</td>
<td>How many different postures or capabilities can the force mix employ?</td>
</tr>
<tr>
<td>VIII</td>
<td>Controllability</td>
<td>How responsive is the force mix to command requirements?</td>
</tr>
<tr>
<td>IX</td>
<td>Complementarity</td>
<td>How well does the force mix complement the forces of our allies?</td>
</tr>
</tbody>
</table>

Fig. 9.6 – Trade-off criteria on levels 1 and 2

situational level of trade-off analysis. All of them appear to be directly relevant to the comparison of different mixes of tactical air and land combat forces. We have already discussed how data might be developed so that the first criterion, destructive potential, would be appropriate to the analysis. Let us consider briefly what might be done to provide measures of effectiveness for each of the others.

II. Responsiveness. To estimate how rapidly the force mix can be ready for military action, the analyst needs to determine the status of air and ground forces on both sides at some time before the hypothetical conflict is assumed to occur. With that information, he could then develop the requirements – in time, dollars, manpower,
equipment, and so on—necessary to bring the various force mixes fully into action. These requirements would thus indicate the "cost" of achieving a specified level of readiness and provide one possible measure of responsiveness.

III. Deployability. The simplest measure for this criterion is the time required to move the ready forces of each of the force mixes from their ZI (zone of the interior) and overseas positions to the theater of operations. Estimates could be made for different conditions of available airlift, base posture, sealift, prepositioning, and so on.

IV. Mobility. The analyst can represent movement in the theater in at least two ways: movement from the peacetime posture to a military posture appropriate to the conflict situation, and movement of forces during combat operations. The latter can be viewed in terms of the time required to bring destructive potential to bear on the enemy at various times during the course of the conflict. Differences between mixes of tactical air and land combat forces in destructive potential and the rapidity with which it can be brought to bear should be balanced against the ability to maintain this destructive potential over time. Thus, in its usual meaning, "mobility" could include both movement and nonmovement or "stayability"—that is, the ability to maintain destructive potential over time.

V. Supportability. The criterion of supportability involves several considerations. These include the ability to support the forces in the theater from the ZI or stocks, and the ability to maintain the forces within the theater. The former involves the amounts of material, personnel, and carriers needed to conduct combat operations, as well as the time required to provide them. The latter involves the ability to maintain and service the forces in the theater and requires the analyst to estimate the numbers and types of personnel, skills, equipment, and other requirements necessary to repair and service aircraft, to replace land combat personnel and equipment losses, and so on.

VI. Survivability. The capabilities to support the forces and to maintain their mobility are dependent on the losses and damage which the forces suffer. Thus, the survivability of the force mixes is an important test of their combat capability. Survivability can be represented in terms of attrition—that is, direct combat losses in such categories as personnel, aircraft, and equipment. It should also include losses of support equipment and limitations in movement due to enemy actions against depots, lines of communication, and support vehicles.

VII. Flexibility. The conflict situation should provide an opportunity to examine the ability of different force mixes to modify their combat capabilities as the situation demands. Can the air component operate from different basing postures? Can the ground component operate with different lines of communication? Can the forces develop different combat organizations or procedures to meet specific circumstances? These and other characteristics of force flexibility—such as the ability to move to nuclear operations in both offense and defense—are among the more difficult standards to measure, since they are highly dependent on the particular conflict situation. Nevertheless, in the comparison of different air-ground mixes they can play an important role.

VIII. Controllability. Related to the flexibility of the force mixes is their controllability. This can be represented by the timeliness with which the force mix can respond to such command requirements as to change the type or location of the combat operation or to make the transition to nuclear weapons. Controllability can be distinguished arbitrarily from flexibility in terms of the time required to respond to command requirements.

IX. Complementarity. In any conflict situation, the size and nature of a nation's commitment will be determined in part by the capabilities that its allies possess to meet aggression. Since these commitments are intended to supplement each other, complementarity can be represented in the analysis of different force mixes by the extent to which the different mixes possess the types of forces that round out those of the allies.
From this very rough description of criteria, it should be apparent that the model used to examine force trade-offs would be most useful if it represented combat operations that change with time; geography, bases, and supply routes; attrition to air and ground forces; logistics and supply of the combat forces; weather conditions; force deployments; the size, composition, and employment of allied forces; command and control; different contingencies, both military and political, that might characterize the conflict situation; and, of course, the alternative force mixes themselves.

It is particularly important that the model provide the opportunity to examine variations in contingencies within the same military situation – this can be accomplished with different scenarios – and variations in the manner in which the forces are employed to achieve the same objective. In this way, no force mix would be penalized by being considered in too narrow a framework. Later we shall describe the model that will be used in our illustration.

To sum up the situational level, we should consider these points. Trade-offs between different force mixes can be examined at this level, and will include criteria that cannot be included at the task level. Such analyses will involve greater complexity, judgment, and uncertainty, but will also permit broader comparisons of the effectiveness of different force mixes. The addition of different contingencies within the situation and different force employment policies appropriate to the specific force mixes will provide a more comprehensive basis for choosing between the alternative mixes. The results of a situational analysis, however, can be considered appropriate only to the situation analyzed. If there are major differences in the capabilities of the tactical air and land combat forces between the mixes, the comparisons should be extended to other situations. The approach of Level 3 includes this aspect of trade-off analyses.

**Level 3. Trade-offs between Different Forces to Implement National Policy**

National policy is a dynamic process that must consider a variety of actual and possible military situations and contingencies. The tactical force posture, therefore, cannot be exclusively determined by the ability to respond to any one threat, even if one predominates. To repeat something said earlier: The requirement that tactical military forces be capable of employment in a variety of different military situations necessitates that the different mixes of tactical air and land combat forces be compared in those situations. But on Level 3 – the "policy" level of trade-off analyses – judgment becomes central. What situations, with what priorities, and what weighting of importance should be examined?

Although the main emphasis in attaining and maintaining a military
<table>
<thead>
<tr>
<th>Criteria</th>
<th>Mix of Forces</th>
</tr>
</thead>
<tbody>
<tr>
<td>I Destructive Potential</td>
<td>1 2 3 ... n</td>
</tr>
<tr>
<td>How well can the force mix destroy targets?</td>
<td></td>
</tr>
<tr>
<td>II Responsiveness</td>
<td></td>
</tr>
<tr>
<td>How rapidly can the force mix be ready for military actions?</td>
<td></td>
</tr>
<tr>
<td>III Deployability</td>
<td></td>
</tr>
<tr>
<td>How rapidly can the force mix move to the theater?</td>
<td></td>
</tr>
<tr>
<td>IV Mobility</td>
<td></td>
</tr>
<tr>
<td>How rapidly can the force mix move in the theater?</td>
<td></td>
</tr>
<tr>
<td>V Supportability</td>
<td></td>
</tr>
<tr>
<td>How effectively can the force mix be supported and maintained?</td>
<td></td>
</tr>
<tr>
<td>VI Survivability</td>
<td></td>
</tr>
<tr>
<td>How vulnerable is the force mix to enemy actions?</td>
<td></td>
</tr>
<tr>
<td>VII Flexibility</td>
<td></td>
</tr>
<tr>
<td>How many different postures or capabilities can the force mix employ?</td>
<td></td>
</tr>
<tr>
<td>VIII Controllability</td>
<td></td>
</tr>
<tr>
<td>How responsive is the force mix to command requirements?</td>
<td></td>
</tr>
<tr>
<td>IX Complementarity</td>
<td></td>
</tr>
<tr>
<td>How well does the force mix complement the forces of our allies?</td>
<td></td>
</tr>
<tr>
<td>X Versatility</td>
<td></td>
</tr>
<tr>
<td>How effective is the force mix in a variety of military and politico-military-situations and crises?</td>
<td></td>
</tr>
<tr>
<td>XI Deterrent Capability</td>
<td></td>
</tr>
<tr>
<td>How much does the force mix contribute to our ability to deter aggression?</td>
<td></td>
</tr>
<tr>
<td>XII Expandability</td>
<td></td>
</tr>
<tr>
<td>How fast can additional capability be mobilized for the force mix?</td>
<td></td>
</tr>
<tr>
<td>XIII National Acceptability</td>
<td></td>
</tr>
<tr>
<td>How readily will the force mix be accepted domestically?</td>
<td></td>
</tr>
<tr>
<td>XIV International Acceptability</td>
<td></td>
</tr>
<tr>
<td>How readily will the force mix be accepted by other nations?</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9.7 - Trade-off criteria on all three levels
posture rests on selecting the best posture commensurate with military requirements to respond effectively to a spectrum of military conflicts, related considerations of national policy also influence the choice among alternative force mixes. These considerations include a host of domestic and international issues, such as the relation of the tactical forces to the strategic forces, the mobilization capacity required to augment the combat forces, the impact of the forces on the gold flow, and the national and international political responses the military forces might inspire. These issues are frequently difficult to define precisely, and, in many cases, impossible to measure numerically. Nonetheless, their role may be crucial in force-posture choices.

Figure 9.7 extends the list of criteria presented earlier by adding some that are pertinent to the evaluation of force mixes on the policy level. Of these criteria, some are directly related to the multisituational capability necessary for military purposes and some to the broader issues of national policy. Let us look at each.

X. Versatility. In part, the policy level can be considered as defining a series of varied situations in different areas of the world with concomitant differences in geography, weather, force size, logistics capabilities, and so on. Versatility - that is, the range of different military or politico-military situations in which the force mixes can be used efficiently - thus becomes the major criterion of trade-off analysis on this level. For the analyst, this multisituational criterion would involve comparing the "utility" of the force mixes in one situation with their utility in others. The measure or measures of utility would include all of the measures used at the situational level. In contrast to the following four criteria, versatility is thus likely to lend itself to quantitative estimates.¹⁶

XI. Deterrent Capability. To estimate the extent to which each force mix contributes to the deterrence of aggressive action by the enemy at different levels is a complex problem. It involves many aspects, such as enemy "risk calculations," and the magnitude and timeliness of response. As such, deterrent capability is one of the criteria which depends heavily on intelligence information, political appraisals, and other considerations with large components of judgment.

XII. Expandability. In attempting to determine the extent to which each force mix permits additional mobilization of forces that contribute to its effectiveness - and this is what we mean by "expandability" - the analyst's task is to test such maxims as this: Force mixes involving skills that require an elaborate training base cannot be expanded as rapidly as those with less stringent requirements. He can, for example, assess the cost of having standby production capability available in each force mix.

XIII. National Acceptability. This criterion expresses the extent to which there are differences between the mixes in relation to the totality of considerations of the nation's policy, economics, technology, production, manpower, and so on. Among the questions the analyst would want to investigate are the impact of each mix on

¹⁶ Of course, even on the situational level, not every factor can be quantified. Some, like leadership or morale, cannot be measured objectively, although in many cases rankings or orderings can be made. In any case, however, a limited or nonquantitative estimate seems preferable to excluding the criteria completely.
the gold flow problem, on the existing crises, and on national attitudes toward military expenditures.

XIV. International Acceptability. Here the analyst is concerned to estimate the differences, if any, between the mixes insofar as the various attitudes and postures of the nation's allies, potential enemies, and nonaligned nations are concerned. Although these considerations are certainly not ultimate determinants of military posture, they contribute to its form and nature. The contribution may be direct (for example, through control of the availability of bases or lines of communication) or indirect (for example, through policy reactions).

How significant these policy-level criteria are and the extent to which they should be included in any trade-off analysis are open questions. Without doubt, methods for using them are limited, uncertainty is great, and judgment is crucial. But it is important that the issues they raise be recognized in the creation of any major trade-off analysis. Whether or not they should or can be incorporated in the analysis itself depends, in part, on how comprehensive an analysis is undertaken. In the illustration to follow, we have purposely restricted our analysis to the situational level in order to avoid some of these difficulties.

An Illustration
So far, we have said nothing about cost calculations, the model, or the range of contingencies. These matters we will take up in the context of the illustration, highlighting some of the practical problems involved. Since the primary purpose of this example is to indicate that analytic tools for comparing different force mixes can, in fact, be developed, it should be perfectly clear from the start that what follows is intended solely as an example. For this reason, what it does or does not accomplish is much less significant than how it goes about accomplishing it. The model, the force mixes, and the results could be different in point of fact (and indeed would be, if the example were not hypothetical), but the methodology would remain basically the same.

The Force Mixes and Their Cost
Three force mixes will be considered. Mix I is a hypothetical force presumed to exist at the time; it consists of 24 wings of tactical air forces and 16 divisions of ground forces. Using the cost of this mix as a base, we can define two other equal-cost alternatives:

- Mix II, which is Mix I less 2 divisions and plus 8 wings of relatively low performance, inexpensive aircraft. (The cost of adding the 8 wings is used to determine the number of divisions to be subtracted.)
- Mix III, which is Mix I plus 4 divisions and less 4 wings of jet aircraft. (These 4 wings are taken arbitrarily as the number to be
subtracted; the money thus freed is used to purchase the additional divisions.)

Because our interest is in outlining a method of analysis, the actual cost calculations required in order to derive these mixes need not be entered into here. But it might be useful to say something about their complexity. Since the basic problem is to estimate the resource changes due to aircraft additions and deletions, translate these changes into costs, and then translate these costs into ground divisions, the first step is to estimate the cost of the first 8 wings of aircraft (Mix II) and the last 4 wings of jet aircraft (Mix III). For the added aircraft, we would want to discover the costs of their RDT & E, initial investment, and annual operation (for either 5 or 10 years). For the 4 wings that are subtracted, only the costs of initial investment (where appropriate) and annual operation need be considered.

Cost-sensitivity analysis is useful at several points in these calculations of aircraft costs, but if we limit our attention to just one – base operating support (BOS) costs – the difficulties involved may be made clear. Base operating costs are of two types: constant costs, which are associated with the base itself, and variable costs, which depend on the level of base activity. In Mix II, the relatively inexpensive aircraft system costs turned out to be sensitive to the inclusion of the constant value. This meant that the cost analysts had to devote further attention to basing considerations for the incremental 8-wing force. Such an investigation was made and it was found that 5 wings could be feasibly tenanted on existing bases, while the remainder would have to be placed on new bases. Therefore, variable BOS costs for 8 wings and constant BOS costs for 3 wings were included in the operating cost estimates for the proposed incremental 8-wing force. Similar considerations were involved in Mix III in estimating the cost decrement associated with the postulated elimination of 4 wings from projected base case tactical aircraft force.

Estimating Army division costs is at least as complicated. The major problem is simply to achieve a consistent cost analysis for the air systems and the divisions, and to include only direct costs and those indirect costs that change measurably with variations in force size. To achieve this consistency in deriving the size of the divisions to be added or subtracted in the present example, it becomes necessary to adjust certain cost categories and add new ones. This done, the next problem is to recompute the

---

17 The basic conceptual framework for deriving equal-cost force mixes was discussed in Chapter 4, pp. 89–92. Also, the reader may wish to review the discussion of forcemix cost models in Chapter 7, pp. 192–194.
investment and operating costs for individual divisions under a variety of costing assumptions, so as to develop the costs of complete divisions of the proper size, type, and number. With this information, we are then in a position to see what forces we can buy in Mixes II and III.

Again, cost-sensitivity analysis is indispensable, even if, as in the tests made for this example, the division costs turn out to be insensitive to the variables examined. For example, one variable is initial training of the division personnel. If we compute this cost at both 100 percent and 50 percent of the cost of full training, in order to determine how sensitive the system costs are to the inheritance value of trained personnel, we find that variations in initial training costs are not significant. The explanation is that, while training represents a moderate portion of investment costs, its impact as far as total costs are concerned is diminished because the operating costs are much larger. This is true whether 5 or 10 years of annual operation are assumed. The point to bear in mind, however, is that it is as necessary to discover such insensitivities as it is the sensitivities.

The Threat
Having specified the force mixes we intend to compare, a next step is to define the situations they are assumed to face. In this example, we will analyze four hypothetical cases—by no means an exhaustive list of possibilities. These four have been chosen solely because they provide some variations for evaluating our three force mixes.

Case 1: An Intermediate Red Attack. Here we assume a situation of high tension. The Red forces begin movements to their attack positions on D-3. Blue forces, alerted by the Red movements, adopt their forward defense positions. Forces in the ZI are alerted, and preparations for their deployment to the theater are begun. The Red plan is to attack with a small number of assault divisions and a large part of its air strength, and to commit additional divisions and aircraft if necessary. Blue forces in position at the time of attack consist of fewer divisions and aircraft than Red has available, and the total of Blue divisions and aircraft that could be committed within the first 90 days are assumed to be lower than the total Red forces committed.

Case 2: A Limited Red Attack. This Case also assumes a situation of tension. As in Case 1, the Red forces begin moving to their attack positions on D-3. Again, Blue forces are alerted and adopt their forward defense positions. Forces in the ZI are alerted, and preparations for deploying them to the combat theater are begun. The initial Red attack force is the same as in Case 1. Red, however, plans a more limited reinforcement: He commits fewer total divisions to the operation, and plans to introduce
them at a slower rate. Blue’s response is the same as Case 1. For Red and Blue, the air commitments are the same as in Case 1.

Case 3: A Major Red Attack. Case 3 is identical to Case 1, except that we assume an initial Red commitment of 60 divisions, which is greater than the initial commitment in Case 1. The total Red commitment and the augmentation rate is the same as in Case 1. The Blue ground commitment and the Blue and Red air commitments are the same for this Case as they were in Case 1.

Case 4: An Intermediate Red Attack with Preemptive Air Strike. Case 4 and Case 1 are identical in forces committed. In this Case, however, Red initiates operations by an air strike against Blue’s airfields, defenses, and aircraft prior to beginning ground operations. Red ground forces start their attack with limited close air support for the first few days.

To simplify the force-mix comparisons, we can narrow the list of important influences that we might otherwise want to consider by introducing, for each of these four cases, the following additional assumptions: (1) The major Red attack occurs on one front; (2) neither side is engaged in any major conflicts elsewhere in the world at the time; and (3) strategic balance exists between the sides. The immediate effect of these assumptions (and others made earlier, such as that all the conflicts would be non-nuclear) is to clear away some problems relevant primarily on the policy level. Their deeper effect, of course, is to limit the usefulness of the analytic results, since we are now ignoring some questions a decisionmaker in the real world might well want to have answered.

The Model
The model (TAGS-II) we shall use for the force-mix evaluation is a substantially modified version of the Theater Air-Ground Study (TAGS) computer model developed by The Rand Corporation in the early fifties for studies of tactical forces.\(^{18}\) As modified, it is a two-sided campaign model that incorporates the following major conflict elements for both Red and Blue:

- Initial aircraft inventories in the theater for each of three types: a high-payload, high-performance type; a medium-payload type; and a low-payload type

---

Initial land combat forces in the theater
- Air augmentation forces
- Ground augmentation forces
- Airfields (subject to attack)
- Airfields (not subject to attack, that is, in sanctuary)
- Aircraft shelters
- Air missions
  1. Counter-airfield
  2. Interdiction
  3. Close support
  4. Air defense
  5. Counter-air defense (radars, control centers, etc.)
  6. Counter-SAM (surface-to-air missiles)

- Allocation policy at different times during conflict for above missions
- Ground missions
  1. Offensive
  2. Defensive
  3. Holding
- Theater stock levels
- Consumption rates for air units in combat
- Consumption rates for ground units in combat
- Line of communication (LOC) capacities
- Capacities required for moving ground units
- SAM inventories
- SAM augmentation
- Antiaircraft artillery
- Terrain

The model, which is shown schematically in Fig. 9.8, involves 300 parameters. Of these, approximately 200 are used for intermediate calculations. Of the remainder, 11 describe characteristics of the initial forces; 22 describe augmentation, repair, and supply; 25 describe force employment; 17 describe offensive operations; 21 describe defensive operations; and 6 describe other ground operations. Values for all the parameters can be fixed for each computer run, can be preset to change on any War Day during the run, or can be set to change when the value of any other parameter reaches a particular point. These are important features, since they allow us to alter such things as air and ground augmentation rates to meet changed conditions.
Fig. 9.8 – Structure of the TAGS-II model
To evaluate the performance of our three force mixes, the model incorporates specific measures for each of the nine criteria relevant on the situational level of analysis. The first, destructive potential, is represented in various ways. In the counter-airfield mission, offensive strikes are made against aircraft parked on airfields or in shelters. Airfield defenses are attacked by defense suppression aircraft immediately before the primary strike aircraft arrive. In the interdiction mission, which is carried out solely within the theater, aircraft disrupt the flow of men and material by cutting rail lines and destroying bridges on the main transportation routes. In the close air support mission, casualties are produced among ground combat personnel, and the movement of troops is restricted. In the counter-SAM mission, area-deployed SAMs are destroyed in a rollback operation that clears corridors for subsequent deep penetration by aircraft on other missions. In the counter-air defense mission, targets such as air defense radars, command centers, and high-altitude SAMs are destroyed, thus forcing the air defense aircraft into a combat patrol mode of operation. From the ground, aircraft are destroyed by means of antiaircraft fire and SAMs. The ground combat is modeled quite simply, in the sense that casualties are calculated on the basis of planning factors derived from statistical records of World War II and the Korean war. A measure is also obtained of the rate and degree to which the actual commitment of ground divisions approaches the planned commitment.

Responsiveness and deployability are included in the model by assumption. That is, the ready state of the tactical air and land combat forces in each of our three mixes, and their deployability, are introduced in terms of the time required for the forces to reach the combat theater. Input values for these characteristics are derived for this example on the assumption that each side has a ZI that is outside the tactical theater environs and thus invulnerable to enemy tactical aircraft.

Mobility is represented in the model in a limited manner. Maximum rates of movement based on terrain and other factors are included and are modified in light of the combat situation. Similarly, aircraft sorties for different types of aircraft and missions — close support, interdiction, air defense, counter-SAM, and so on — are also included. But differences in

---

19 See p. 261.
20 Although aircraft losses through counter-airfield attacks are tallied, the effects of damaged airfield facilities on subsequent operations are not represented.
21 The FEBA is assumed to move as a unit. The velocity and direction of this movement are calculated as the average movement of the entire theater front, which, in turn, depends upon the ground strengths of each side and the number of aircraft sorties that strike close support targets.
mobility between types of land combat divisions, alternative basing postures for aircraft, or details of the tactical deployments in the combat situation are not included. It should be noted generally that, for use in the model, all the ground forces are considered as homogeneous division slices; that is to say, no distinction is made between armored, mechanized, or infantry divisions.

*Supportability* of both the air and land combat forces is represented in terms of the gross supply requirements for their deployment and combat operations. Such characteristics as the size of theater stocks, the capacity of lines of communication, the daily consumption rate, and the effects of extending lines of communications are included. For the purposes of the example, we assume that aircraft replacements, ground force reinforcements, and supplies are drawn from the ZI. The theater itself contains the ground forces, the supply lines (primarily a rail network), and the tactical airfields.

*Survivability* is represented in several different ways – basically, as the obverse of the results obtained under *destructive potential*. Thus, losses in tactical air and land combat forces from the ground combat situation, from SAMs, from antiaircraft artillery, from air defense interceptor aircraft, and so on are included. The protection afforded by aircraft shelters and "sanctuaries" is taken into account. Losses in supplies and reductions in the capacity of lines of communication because of interdiction or because of their extension as the FEBA moves are also incorporated.

*Flexibility* and *controllability* of the forces in the different mixes are represented in limited detail. Different allocations of air strikes are provided for, as are changes in these allocations during the course of the conflict. Various basing postures for aircraft, various arrangements of SAM defenses, and various patterns of movement of the land combat forces – including the changes produced by arrivals of land force augmentations – are included. But command relationships, differences in flexibility and control, and rules for making a transition to nuclear operations are not included.

**Examples of Output**

Among the outputs of the TAGS-II model are the following:

- Position of the FEBA in miles, plus or minus, from its original position
- Number of Blue and Red divisions in combat
- Number of Blue and Red aircraft, total and by type of aircraft
- Number of SAMs in combat
Supply capacity available to each side
Number of divisions lost
Number of aircraft lost
Number of SAMs lost
Number of close support sorties
Number of interdiction sorties
Number of counter-airfield sorties
Number of air defense sorties
Number of counter-air defense sorties
Number of counter-SAM sorties
Losses due to noncombat factors
Losses due to enemy AAA
Losses due to enemy air defense
Losses due to enemy counter-airfield attacks
Losses due to enemy airfield defenses and SAMs

The list could be extended without great difficulty. But for present purposes, let us focus attention on the results if we take our four cases and the different force mixes and use the model outputs to make explicit comparisons of only a few relevant indices.

One major indicator of the capability of a force mix in combat is the progress of the ground battle. And one overall measure of the progress of the ground battle is the first item on the preceding list: the movement of the FEB. Although the TAGS-II model can present this information in various ways, we will use only the following five indices:

Index 1: The day on which Red ground forces penetrate approximately 30 miles from their forward position.
Index 2: The day on which Red ground forces penetrate approximately 100 miles from their forward position.
Index 3: The day on which Red ground forces penetrate approximately 150 miles.
Index 4: The day on which Red ground forces penetrate approximately 300 miles.
Index 5: The day on which Red ground forces penetrate approximately 500 miles from the original position of the FEB.

Another indicator of the ground battle is the number of divisions lost. Considering only Blue's losses, we can call out an additional three indices:

Index 6: The day on which Blue's total ground losses equal approximately 10 percent of his initial strength.
Index 7: The day on which Blue's total ground losses equal approximately 20 percent of his initial strength.
Index 8: The day on which Blue's total ground losses equal approximately 33 percent of his initial strength.
The results of air-to-air action, antiaircraft artillery, and SAMs can be indicated by a number of values, among them these seven:

Index 9: The first day on which air parity is achieved. "Air parity" is arbitrarily defined here as the point at which Blue aircraft in combat are equal to the Red aircraft in combat.

Index 10: The first day that "local air superiority" is achieved. This is arbitrarily defined as the point at which Blue achieves a 2:1 ratio of aircraft in combat over Red aircraft in combat.

Index 11: The day on which "limited air superiority" is achieved – that is, the day on which the ratio of Blue to Red combat aircraft is 5:1.

Index 12: The day on which "air supremacy" is achieved – that is, the day on which the ratio of Blue to Red combat aircraft is 10:1.

Index 13: The day on which the Blue aircraft inventory is approximately two-thirds of total strength. We can also include here the ratio of Blue to Red aircraft on that day.

Index 14: The day on which the Blue aircraft inventory is approximately one-half of total strength. We also include the ratio of Blue aircraft to Red aircraft on that day.

Index 15: The day on which the Blue aircraft inventory is approximately one-third of total strength. We also include the ratio of Blue to Red aircraft on that day.

The results for these 15 index values are presented in Table 9.3.²²

Discussion of Results
The figures in Table 9.3 indicate that, between the cases, each force mix varies somewhat in limiting the impact and rate of enemy action. Within the cases there are only small differences in the effectiveness of the three mixes, especially as the ground battle is concerned. On balance, both within and between the cases, it would appear that the "more air, less ground" mix, Mix II, is the most successful mix of the three. Why this is so can be seen, perhaps, by looking at the results in Case 2, the contingency in which Mix II's relative superiority seems most clearly indicated.

Case 2, it will be recalled, involved a limited Red attack. It assumed a relatively small initial Red land force and a slow rate of augmentation. In other particulars, including the size of Blue's ground and air forces, the opposing sides were identical to those assumed in Case 1.

²² Since Table 9.3 presents the first comparison of the relative combat capabilities of the three force mixes, it may be appropriate at this point to reemphasize that these results are intended to demonstrate not the value of any one mix, but rather a way of comparing the mixes. To avoid any misinterpretation, we have presented no actual values in the table, but have instead indicated only the magnitude and directions of change from the Case 1, Mix I situation. (That is, the capital letters in the Case 1, Mix I column should be taken to represent a particular numerical result; the numbers shown in the other columns are to be read as the difference, plus or minus, from the appropriate base value.)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mix I Mix II Mix III Mix I Mix II Mix III Mix I Mix II Mix III Mix I Mix II Mix III</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Red ground forces penetrate 30 miles</td>
<td>A 0    0    0    +1    +1    -1    -2    -2    -2    0    0    0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Red ground forces penetrate 100 miles</td>
<td>B 0    0    0    +2    +3    +2    -2    -2    -2    0    0    0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Red ground forces penetrate 150 miles</td>
<td>C 0    0    0    +6    +6    +5    -2    -2    -2    0    0    0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Red ground forces penetrate 300 miles</td>
<td>D +4    -1    +20    +26    +21    -7    -6    -6    -4    -3    -1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Red ground forces penetrate 500 miles</td>
<td>E +5    +2    +26    +27    +27    -14   -12   -10   -11   -8    -9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>10% of Blue Divisions lost</td>
<td>F 0    0    0    0    0    0    0    0    0    +2    +2    +2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>20% of Blue Divisions lost</td>
<td>G 0    0    0    0    0    -1   0    0    0    +2    +2    +1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>30% of Blue Divisions lost</td>
<td>H +1    -5    0    +1    -5    0    0    0    0    +2    +2    +1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Air Parity (1:1)</td>
<td>I -1    0    0    -1    0    0    -1   0    +5    +3    +18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Blue Local Air Superiority (2:1)</td>
<td>J -2    +4    0    -2    +4    0    -2    +4    +6   +3    +12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Blue Limited Air Superiority (5:1)</td>
<td>K -5    +7    0    -5    +7    0    -5    +7    +13  +6    +24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Blue Air Superiority (10:1)</td>
<td>L -4    +9    0    -4    +9    0    -4    +15  +14  +8    +25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Blue act inventory = 2/3</td>
<td>M +1    0    0    +1    0    0    +1   0    -3   -3   -4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Force Ratio B:R =</td>
<td>N +0.1  -0.1  0    +0.1  -0.1  0    +0.1 -0.1  -3   -3   -4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Blue act inventory = 1/2</td>
<td>O +0.3  -0.2  0    +0.3  -0.2  0    +0.3 -0.2  -0.6 -0.6  -0.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Force Ratio B:R =</td>
<td>P +0.3  -0.2  0    +0.3  -0.2  0    +0.3 -0.2  -0.6 -0.6  -0.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Blue act inventory = 1/3</td>
<td>Q +6    -3    0    +6    -3    0    +6   -3   -13  0    -27</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Force Ratio B:R =</td>
<td>R +1.9  -1.0  0    +1.9  -1.0  0    +1.9 -1.0  -2.3 -0.6  -2.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 9.9 illustrates the movement of the FEBA in Case 2. Each mix of Blue forces is considerably more successful in slowing the Red advance than it is in the other cases, but Mix II is slightly more effective. The explanation seems to lie in its ability to generate a large number of close air support and interdiction sorties once the enemy air threat has been substantially reduced. This is indicated in Fig. 9.10, which presents the cumulative number of sorties flown by each mix. The consequences of this capability are clear: The increased sortie rate not only helps Mix II to lower its own ground losses (Fig. 9.11) and to increase (though very slightly) the rate at which Red aircraft are destroyed in the early phases of the campaign (Fig. 9.12), but it also means that more Red divisions are defeated, or the same number are defeated sooner (Fig. 9.13). Moreover,
Fig. 9.11 – Case 2: Blue division losses

Fig. 9.12 – Case 2: Red aircraft losses

Fig. 9.13 – Case 2: Red division losses
Mix II seems to perform better than its alternatives in slowing the rate of the Red ground commitment (Fig. 9.14) and in permitting the smallest number of Red divisions to survive at the front (Fig. 9.15).

![Graph showing planned versus actual Red ground force commitments](image1)

**Fig. 9.14** – Case 2: Planned versus actual Red ground force commitments

![Graph showing planned Red force commitments and divisions surviving at the front](image2)

**Fig. 9.15** – Case 2: Planned Red ground force commitments, and divisions surviving at the front

On the other hand, the increased sortie rate of Mix II entails a cost to Blue: greater exposure to enemy air, SAMs, and AAA. Thus, as indicated in Fig. 9.16, a greater number of aircraft is lost by Mix II.

From the results of this illustrative “situational” analysis, it is tempting, but inappropriate, to compare the alternative force mixes. We have already considered at length the assumptions that have gone into this example. Simply because we now have a few curves and a table of indices does not
mean that the assumptions or the uncertainties have magically disappeared. To draw any conclusions, we would need, first, an improved development of the model, the inputs, the costing, the details of the scenarios, the criteria, and the measures of effectiveness. We would need to examine a greater number of situations. We would need a larger variety of sensitivity tests – not merely for reducing the uncertainty in the analysis, but also for identifying the significant parameters and assumptions of the analysis. Without these, the results shown above allow us to say little about the relative capability of our different force mixes.

If, however, we stand back from the details of the example, and reconsider generally the conceptual and methodological problems of producing – through analysis – a basis for comparing alternative force mixes, several broad conclusions present themselves. We might mention five of them.

1. It is unlikely that any single criterion is adequate to compare the relative effectiveness of different force mixes. For the purposes of this discussion, we introduced nine criteria; others could be developed. Moreover, for each of the criteria, no single measure of the relative effectiveness of the mixes seems possible. Although the overall measure of effectiveness used in the example was the movement of the FEBA, this measure showed essentially no difference between the mixes. The use of other measures, such as combat losses, rates of loss, and the time required to gain control of the air, did reveal differences between the mixes. Multiple criteria and multiple measures of effectiveness thus seem necessary in any major force trade-off study to account for the different capabilities of the forces.
2. It is likely that the utility of any force mix will depend on the specific conflict situation. In the illustration, the mixes performed differently in each of the four cases. Within each case, the differences were less pronounced, and no one mix dominated the others in all measures. For any major trade-off study, therefore, it will be necessary to define the situations that are most reasonable or credible in order to “weight” the significance of the results. Defining such situations will require both analysis and judgment.

3. Within any trade-off analysis, there will be important parameters and criteria that cannot be handled quantitatively or by formal analytic techniques. Leadership, morale, the relative controllability of the mixes — none of these was incorporated in the example. Qualitative analysis outside the formal model may be required in such cases.

4. For some trade-off problems, the first step may be to establish the level of the forces required to achieve the military objectives. Then we could vary the force mixes to determine their effectiveness. In the example, none of the mixes was capable of halting the Red advance; the most we could learn, therefore, was the relative effectiveness of the mixes in slowing the advance or in gaining time to implement other options. To establish the utility of different mixes for obtaining a favorable military outcome in the four conflict situations we postulated, we would have had to make an initial “requirements” investigation.

5. The results of any trade-off study will be sensitive to the assumptions made in the cost analysis and in the effectiveness analysis. To determine which of the assumptions or parameter values have the greatest effect on the outcome, a variety of sensitivity tests will be needed. An important by-product of such testing can be to identify the factors to which the results are insensitive; these can then be omitted from further consideration.

Some General Observations

No matter how much time and effort are spent in identifying and defining criteria, developing hypothetical conflict situations, generating various force mixes, or incorporating assessments of other factors important in trade-off analyses on the situational level, the resulting representation of the real world is certain to be imperfect. This sort of imperfection is by no means limited to trade-off analyses. It is likely to appear in virtually all types of systems analysis. Indeed, even the models used by the exact scientist, which are part of a well-confirmed body of scientific knowledge,

---

23 For example, it might be unreasonable to use a given situation for evaluating the effectiveness of non-nuclear force mixes if it assumes that they will be met with a strategic nuclear response.
may involve this same imperfection and have to be improved through experimentation. The systems analyst, to whom experimentation in national conflict is not available and who has no well-established theory for the phenomena he is dealing with, must construct a model as best he can. As insights accrue from working with the model (the nearest thing we have to experimentation) and more information becomes available, the existing model can be improved or replaced by a more representative model. The goal—and, in some cases, the result—is a model that is fully adequate to handle the questions we are studying.

This process of refining our models through approximation has been born of necessity. Nevertheless, as the basis of operations research, model building has met with some success in industry in coping with the problem of economic choice. It is much more difficult, unfortunately, to make really adequate models of military conflict. The model we have just discussed, for instance, places its stress on such characteristics as weapon effectiveness, gross firepower, and vulnerability, and tends to de-emphasize the human factor—how men are likely to perform, whether at the broad policy and strategy level or at the level of small combat actions—since it is difficult to represent this within an analytic structure. More important, perhaps, is that not only are many of its existing elements and their interactions imperfectly understood, but they concern a future time period and thus introduce the serious problem of predicting new or altered elements and interactions.

Consequently, we stress the importance that should be given to the structure of the analysis, whether it be in the form of a computer model or a political assessment. Unless that structure represents the salient—and relevant—aspects of the real world as best we understand them, we cannot have great confidence in the resulting predictions. Sheer size or complexity are not guarantees that a model represents the real world in as valid a way as our knowledge permits. To the extent that any model forces us to make explicit the elements of the situation that we are considering and imposes on us the discipline of clarifying the structure we are using (thus establishing unambiguous, intersubjective communication about the problem under consideration), we progress toward greater validity. As a result, the insights and recommendations that stem from this process have a better chance of being appropriate than do those that are produced without the use of an explicit model.

A Final Comment
Trade-off analysis is an important concept underlying much of the discussion in Chapter 3. As pointed out in Chapter 4, its application to
equal-cost future force-mix problems has been particularly important in recent years; hence our reason for including Case 2 among the examples in this chapter.

The example points up once again many of the main ideas presented previously. Some of these are:

1. *The key role of cost considerations in equal-cost force-mix studies.* In a real sense the cost analysis sets the stage for the effectiveness analysis, since it provides the principal basis for generating alternative force mixes that may be obtained from the base case budget level.

2. *The importance of giving careful attention to ensuring that the costs used as a basis for generating the force mixes are relevant costs* (a key point in Chapter 3). This means that only those costs which are a consequence of the postulated trade-off decision should be taken into account. For example, certain support costs which are invariant with respect to the range of force size variations being considered should not be included.

3. *Use of sensitivity analysis.* The Case 2 example again indicates how sensitivity analysis can help in dealing with the relevancy problem discussed above. For example, in cases of uncertainty about the relevancy of certain costs in view of the information available initially, sensitivity analysis can assist the analyst in deciding whether or not to probe the matter in greater depth.

**CASE 3:**

ANALYSIS OF DISTANT FUTURE STRATEGIC FORCE MIXES

*Introduction*

Systems analysis, in some form or another, has existed for many years. It could perhaps be traced back to antiquity. However, in its modern form, it is only a little over 20 years old.

Much has happened over this 20-year period; for example:

1. Prior to 1950, most military studies were concerned primarily with systematic examination of the engineering parameters of a particular system. Later the emphasis fell more on investigations of

---

24 This case illustration is based on a current exploratory research effort at The Rand Corporation under the direction of Dr. E. W. Paxson. Much of the material presented below was taken directly from Paxson’s writings about his project.

Before getting to the case illustration *per se*, we present some background material to help put the example in context.
alternative systems to accomplish a specified future mission. Still later, the complementarities of system mixes were found important.

2. Particularly during the 1950s a growing appreciation of the pitfalls of analysis began to evolve. This led to a substantial amount of basic work in such areas as the treatment of uncertainty, the criterion problem and its relation to objectives, the difficulties of dealing with problems associated with time, and so on.\textsuperscript{25}

3. By the 1960s, analysis no longer provided merely a one-shot input to the decision process. The analysts and the decisionmakers essentially became dialogists in a continuous sequential decision-making process.

In sum, much progress has been made over the past 20 years. However, a number of systems analysts are beginning to believe that significant further advances will have to be made if analysis is to adequately serve the decisionmaking process in the future. Systems analysis as developed to date is not likely to be as helpful as we would like in dealing with many of the broad-scope national security problems that decisionmakers will have to consider in the future. Let us examine this matter briefly.

**Why Further Advances are Needed**

To help make the discussion concrete, we shall consider a specific area of national security: the strategic mission. It is in the strategic realm that classical systems analysis has been judged most successful in the past (particularly the 1950s). Part of this success, however, may reflect the fact that our standards were lower then, and that possibly an inappropriate case or two were treated extremely well. For example, the type of scenario that was deemed most important as a basis for planning future strategic force postures was full-scale thermonuclear (general) war.\textsuperscript{26} Here, the characteristics of the conflict situation are much easier to structure, or to “model,” for analytical purposes than is the case for scenarios involving levels of violence below full counter-population exchanges (for example, controlled-response general war cases). In the latter type of scenario, political and other difficult-to-quantify factors are at least as important as the technological and military considerations.


\textsuperscript{26} Sometimes referred to under such labels as the “spasm response case” or “massive retaliation.”
Thus, in "controlled general war" contexts the focus is considerably more on joint intent/capability analyses (multisided) rather than on extreme intent cases where the adversaries use their maximum capabilities. As pointed out in Chapter 2, this implies considering subjects like the following (in addition to assured destruction capability): damage-limiting capability, coercion and bargaining capabilities to be used in an escalation process stemming from a crisis situation (to the extent that this is not automatic from damage-limiting analyses), intrawar deterrence of countervalue exchanges, and war termination.

All of these topics involve complex interactions among military, technological, political, psychological, bureaucratic, behavioral, and other factors. Each is a subset of a complicated total system. The matter of interactions among these subsets is precisely one of the important kinds of considerations that need to be explored more carefully in future analyses of national security problems. These interrelations are, of course, context dependent. An investigation of context may be the most important aspect of future analyses.

Systems analysis as we know it today can shed some light on these problems. But a number of analysts feel that new advances in the analytical state-of-the-art are needed for the future if really substantive contributions are to be made to the long-range planning process. What might be done?

**Some Speculations About Future Approaches**

From a very speculative point of view, we might envision at some time in the distant future the bringing together of many advanced disciplinary efforts to form a new integrated analytical approach to assist decision-makers in dealing with complicated problems of choice examined in context – an approach that E. W. Paxson calls "systems synthesis."

There are major, but for the most part separate, topics in modern research which in principle might themselves form the building blocks in the systems synthesis concept. Some of these, for example, are bureaucratic

---

27 One example of the interaction among some of these factors (especially the military, technological, and political ones) is portrayed by thinking about the so-called "empty-hole" problem in possible distant-future strategic missile exchanges. E. W. Paxson has described it as follows: "Technologically feasible sensor systems which can determine launch points and predict enemy impact points may mean that he who strikes first partially solves the empty-hole problem for the other. If we are that "other," we have then the option of launching on warning from those systems at risk in kind, that is, against his [the enemy's] holdback forces. He has the empty-hole problem when his first strike arrives. Hence concepts such as the advantage of a first strike, defending forces to "ride out" such strikes, and even deterrence itself are subject to reexamination. Major space war may be an initial phase of strategic confrontation buying all-important negotiation time." (From an unpublished talk, November 1967).
behavioral analysis, bargaining theory, n-person game theory, behavioral psychology, new concepts for retrieval and manipulation of information in large data banks, techniques (such as the Delphi technique\textsuperscript{28}) for polling systematically the views of experts on individual propositions in the context of chains of argument, and so on.

The notion of systems synthesis does not envision "hard-core" optimization, but rather a partly quantitative, partly qualitative input to all major aspects of a decision process, and not to a monolithic decision-maker. It involves a deliberate examination of context, a matter largely ignored by classical systems analysis. This implies that the human decision process itself must eventually be an important field for investigation and analysis. Here, there would be no intention of replacing the decision process in any mechanistic way; rather the problem is simply to increase our understanding of that process.

The above is admittedly speculative and futuristic. Such research objectives cannot be attained in the near future. However, efforts are currently under way which could provide important foundations for further work at some future time. Let us consider briefly one of these endeavors: an exploratory study of strategic force planning for the distant future, with emphasis on gaining a deeper insight into the decision processes underlying the initiation, management, and termination of general war at levels less than full counter-population exchanges. This study is called Project XRAY.

**A Current Example: XRAY**

Past efforts to deal with complex, broad-context decision problems have often used some type of war-gaming as supplement to classical systems analysis. Because of limitations in both gaming and systems analysis, the usefulness of the results of these studies has been limited. Particularly when traditional war-gaming has been the main thrust of the analytical approach, the study activity has been subjected to rather severe constraints, among them the following:

1. Unless the game is overly simplified (and hence perhaps essentially useless or misleading), one run-through takes an inordinately long time, and therefore is very expensive in terms of man-days of effort.
2. In a given "play" of the game, so many key factors vary that interpreting the significance of a single play has been most difficult.

\textsuperscript{28} See N. C. Dalkey, *Delphi*, P-3404 (Santa Monica, Calif.: The Rand Corporation, October 1967); and Dalkey, *Experiments In Group Prediction*, P-3820 (Santa Monica, Calif.: The Rand Corporation, March 1968).
Repetitions, under controlled conditions, could help solve this problem; but in the past the length of time required for one play made a large number of run-throughs infeasible.

3. It is difficult to make readily available to the players the large body of information (including a kit of analytical tools to utilize this information) required to permit them to assess adequately the relevant range of alternatives before deciding upon a move. Control and evaluation teams experience similar difficulties in recording, assessing, and directing the play. In sum, there are difficulties in getting the desired analytical substance into the games to prevent them from degenerating into a series of isolated plays which are too little subject to meaningful analysis and interpretation.

From the viewpoint of Project XRAY, which is focused mainly on multisided, controlled-response scenarios in the context of a dynamic sequential decision process, these limitations are intolerable. They are just too restrictive to permit attaining the degree of analytical depth desired in Project XRAY. Yet XRAY requires some sort of gaming. Are there alternative approaches?

In addition to classical systems analysis and traditional gaming procedures, we have at the present time several other tools which might help in dealing with analytical problems like those posed in Project XRAY. One such tool is advanced computer technology – particularly on-line, time-sharing, multi-console computing, using natural languages, verbal and graphic. (In subsequent discussions we shall refer to this as OLTS computing.) Another tool involves an extension of the Delphi method: a procedure for systematizing the interactions of a group engaged in a joint endeavor in the context of a dynamic sequential decisionmaking process. How might these tools help solve our problem?

As an example, let us consider OLTS computing. This advanced computer technology can help substantially in creating an integrated analytical process in which classical systems analysis and conventional gaming techniques can be mutually reinforcing. Classical systems analysis has the advantage of analytical content, but often in practice it suffers from narrowness of context. Gaming, on the other hand, can offer the advantage of rich context, but usually at the cost of foregoing analytical depth.

In Project XRAY we would like a “dominant solution” to this dilemma: the advantages of both systems analysis and gaming, without the disadvantages of either. Obviously this cannot be attained in practice. However, OLTS computing can help considerably in bringing about a partial mutual
reinforcement of the two approaches (a small step toward the “systems synthesis” referred to previously).

The following are examples of the ways in which OLTS computing can help:

1. Large data banks of information and numerous submodel routines (modules) can be stored in memory, to be called up and used as needed by the game participants. The adversaries can thus have, via their own respective OLTS consoles, a wealth of information and analytical tools readily available. These may be used in making substantive cost-effectiveness evaluations of alternative systems and force mixes before making the next move in game play. One of the modules in XRAY, for example, is a force-mix cost model which computes very rapidly (within minutes) the year-by-year resource implications of a specified mix of strategic offensive, defensive, sensor, and command forces projected 10 or more years into the future.29 The main point is that having these rapid-response analytical tools available on call can result in:

   a. A much greater amount and depth of analytical activity for a given period of game time than would otherwise be the case, or
   b. A shorter period of game time for a desired (or hoped for) level of analytical activity.30

2. Much of what has just been said pertaining to the adversary participants also applies to the game control and evaluation team participants. The evaluation and control team must, among other things, structure the game play, issue directives to the players, control the play, assess the consequences of moves by the adversary players, keep track of the “history” of the play as it unfolds sequentially, and conduct post-game evaluations and analyses. The data bank and analytical tools made readily available via the team’s own OLTS console help immeasurably in the conduct of these duties – both in terms of time saved and in terms of contributions to the richness and analytical depth of the game.

---

29 At certain stages of the XRAY game the players have to engage in a planning exercise to structure their respective strategic forces for the distant future. Numerous alternative systems and mixes of systems are available for consideration, and the force-structure choices have to be made subject to a budget (resource) constraint. This means that the players have to engage in a considerable amount of cost analysis activity in the process of trying to arrive at the most effective force that might be obtained from the stipulated overall cost level. Using conventional cost analysis methods and techniques would take an inordinate amount of time. The OLTS computer cost module essentially solves this problem. (The cost module will be discussed in more detail later.)

30 This in turn might have the important result of increasing the chances for obtaining time-limited senior personnel as exercise participants.
3. Implicit in these first two points is a most important consideration that we must make explicit and emphasize. In addition to contributing substantially to the analytical content of a single game play, the OLTS computing system makes it possible to conduct such a game several times within a relatively short period. This has far-reaching consequences. While increasing the analytical content of an individual game play is vitally necessary, much of the type of analysis sought in Project XRAY can only be attained by systematic examination and evaluation of a body of data and information generated by numerous game plays (some of which may be repetitious of certain important scenarios using different adversary participants in successive plays). To attempt to conduct a long series of plays of a rich-context game using traditional gaming procedures would be out of the question. In sum, by shortening the time of an individual game play without sacrificing context richness and analytical content, OLTS computing makes it feasible (in terms of time and cost) to generate the broad data base of game histories which is necessary for deep analysis of the set of problems under consideration. OLTS computing can also help significantly in facilitating this kind of game history analysis.

Let us now consider the XRAY gaming procedure in more detail. We shall do this in two ways, by presenting the initial “memorandum to participants,” and by discussing briefly the force-mix cost module.

The Memorandum to Participants
At the beginning of an XRAY exercise, the participants are given an initial “memorandum to participants” which provides general orientation regarding the nature of the XRAY game and a summary of the procedures to be followed in the play of the game. In this section we shall present an example of such a memorandum, so that the reader may gain a better understanding of Project XRAY.

The content of a typical memorandum to participants is as follows. Here, the reader should imagine that he is one of the adversary participants, and that the memorandum is addressed to him.

“As a major part of our examination of alternative future strategic force postures, we are trying to get a deeper insight into the decision processes underlying the initiation, management, and termination of general war at levels less than full counter-population exchanges. Our purpose is to study how the political options and courses of action for this decision process are conditioned by the size, composition, and technological capabilities of opposing strategic offensive, defensive, and sensor systems; and conversely, what demands would be placed on technology by politico-military actions.
"XRAY is a series of exercises designed to elicit your actions and your reasons for them, were you part of the highest decision level of either the BLUE, RED, or YELLOW blocs, in a crisis situation which could well lead to some form of general war. 31 You are not an actor, but rather a playwright attempting to construct, illuminate, and perhaps explain behavior at these decision levels.

"Your commitment will be approximately ten 3-hour sessions on consecutive working days, preceded by a small amount of preparatory reading and followed by an introspective recording of what you think you learned from the exercise.

"There is one more color – XRAY GREEN. This team will, among other things:

1. Calculate the results of all military actions you order.
2. Maintain your force status files and intelligence files on your opponents.
3. Tell you what you are entitled to know at appropriate times.
4. Act as an advisor and discuss your proposed actions with you.
5. Provide inputs, whether you want them or not, from the concerned sectors of your society outside your core position (for example, the rest of your bureaucracy, Congress, press, population).
6. Provide inputs from allied and neutral countries.

"The overall structure of the exercise follows:

1. Your team will decide on a Chief (BLUE 1, RED 1, YELLOW 1), who has final say on all actions. (Opposing team members may not be known to you by name.)
2. You will read a synopsis of world events from 1945 to 1967 (Section B). 32
3. You will be given as a base posture the forces now planned for the period 1968-1980. Working from this base and a menu of feasible new weapon systems, you will prepare a complete posture of strategic offensive, defensive, and sensor forces for this period whose year-by-year cost must

31 Here, the general context is similar to that in crisis exercises conducted by the Joint War Game Agency in the Pentagon. (The color codes refer to the adversary teams. BLUE and RED are the major adversaries. YELLOW represents a "third area" bloc whose behavior might well influence actions taken by BLUE and RED, and whose behavior might also be influenced by the major adversaries.)
32 Lettered sections refer to additional packages of written material made available at the beginning of, or during, the course of game play.
not exceed an assigned level.\textsuperscript{33} The nature, effectiveness, and pros and cons of all systems are given in the vignettes notebook.\textsuperscript{34}

4. At this point you should dictate, tape-record, or write a resumé of your reasoning in choosing the posture balance you did.\textsuperscript{35} GREEN will consult with you during steps (3) and (4).

5. Section C is now issued. It is a script of world events through 1972, but as seen and interpreted from the viewpoint of the bloc you represent (RED, BLUE, YELLOW).

6. Based on intelligence provided by GREEN, you may now modify your force posture for 1972–1980 within the constraints of lead times and budget.\textsuperscript{36}

7. A new script (Section D) for a specified future time period is now issued.

8. You next receive a detailed description of a crisis or confrontation (Section E).

9. Section F contains discussions of the OLTS computer programs for penetration and fallout and mortality calculations used in XRAY. This is for your information and background only.

10. Section G contains instructions for logging on and off the OLTS computer system, and details on the composition of frag orders (orders initiating a military operation in game play). Also, there are instructions for the operation of the TWX machine.\textsuperscript{37}

11. At this point, actual interacting exercise play begins. Within the previously described constraints imposed by GREEN, you may exchange freely political or military blows of any intensity. Political actions may be offers, threats, demands. Military actions can be exemplary, punitive, or major counterforce, and need not be against opposing homelands. They may occur in space, in the air, at sea, or overseas.

\textsuperscript{33} Here is one of the key points in the exercise where the force-mix cost module is an indispensable tool in providing analytical content within a reasonable period of time.

\textsuperscript{34} This notebook contains descriptive and analytical information on all weapon and support systems to be considered in the exercise. Many of these are proposals for distant-future capabilities which are currently only in the conceptual stages of development: advanced strategic missile systems, new sensor systems which would operate in outer space, advanced ballistic missile defense systems in various basing modes, advanced command and control systems, and so on. The menu of systems is interservice: that is, Army, Navy, and Air Force capabilities are all represented.

\textsuperscript{35} A statement of objectives must also be included.

\textsuperscript{36} Here again, the force-mix cost module is an important aid to the participants.

\textsuperscript{37} This is an independent circuit in parallel with the OLTS lines. Primarily, it handles the large message volume during an exercise. But should the OLTS system fail temporarily, the exercise can be kept running on the TWX circuits.
12. At the point of each major decision, you must dictate or tape-record your reasoning with regard to courses of action open to you, expectations about enemy response and intentions, expected developments or branching possibilities, how you related your acts to national objectives, and the like. Note that you can call on GREEN for advice and for "what if" calculations—what would be the estimated physical results of proposed military actions.\textsuperscript{38} In fact, at the termination of each session you can ask GREEN to do this and perform similar staff actions, giving you the results at the beginning of the next session.

13. Play will be stopped if (a) the situation has led naturally to termination, (b) a major escalation seems likely, (c) protracted low-level exchanges or stalemate can be estimated, (d) time available for the exercise has run out. Play is stopped by mutual agreement among all colors.

14. If physical contiguity permits, there is now a face-to-face debriefing or post-mortem session attended by all hands.\textsuperscript{39}

15. Each team prepares in writing its analysis of the exercise. If requested, past participants will receive digests of subsequent exercises. In any event, all participants will be asked to comment on the final overall review and analysis of the entire XRAY series."

The Force-Mix Cost Module
As indicated in the previous discussion, at various points in an XRAY exercise the adversary participants have to plan their respective future force mixes of strategic offensive, defensive, sensor, and command forces. Since this has to be done subject to a time-phased resource (cost) constraint, a considerable amount of cost analysis work is called for in an iterative process of arriving at a force mix which meets the national security objectives established by each of the blocs (BLUE, RED, YELLOW).

The XRAY force-mix cost module is one of the key tools available to the participants to facilitate their long-range, force-planning activities. Since the XRAY cost module is reasonably well developed, and since this book emphasizes cost considerations in defense planning, we might spend a moment to examine the main features of the cost module.

Basically, the XRAY cost module represents the formalization of a

\textsuperscript{38} Here, information (in many cases precomputed results) contained in the data bank may be called up and used. Also, certain "damage assessment" computer programs can be called up and exercised through the OLTS computer console.

\textsuperscript{39} The participants in a given XRAY exercise need not all be at the same physical location. OLTS consoles can be stationed at various locations around the country, but still be connected to the central data bank and computer facility. The capability to conduct an XRAY exercise by "remote control" offers the distinct advantage of being able to tap a reservoir of desired game participants who would otherwise not be available.
procedure for assessing the time-phased resource impact of alternative future strategic force mixes (strategic offense, defense, sensor, and command and control forces). It is programmed for an OLTS computer system, and is designed to assist XRAY game participants in the iterative process of selecting a future force mix that will best meet a particular bloc's objectives, subject to a stipulated cost constraint.

The starting point is the "base case": the assumed currently planned strategic force mix for the next decade for a particular bloc team, and the associated year-by-year costs for a 12-year period into the future. As indicated in Chapter 4, and as shown by curve AB in Fig. 9.17, the base case is in effect a "spendout" projection.

![Graph showing force-MIX cost over fiscal years](image)

**Fig. 9.17 - Base case "spendout" and possible constraints on cost level**

The bloc team then receives from XRAY GREEN information regarding its stipulated year-by-year resource constraint. This amount may be at a constant level over time (curve AC in Fig. 9.17), or at an increasing level (curve AD in Fig. 9.17), or possibly a decreasing level over the planning period. Given its initially formulated national security objectives, and given

---

40 This was done by H. G. Massey of the Resource Analysis Department, The Rand Corporation. The program is written for Rand's on-line, timesharing computer system, JOSS.

41 Costs are expressed in terms of total obligational authority (TOA) measured in constant dollars. The base year is the first year in the planning period. By altering the lag factors in the model, expenditure estimates, instead of TOA, could be obtained. The model can also measure resource impact in terms of manpower requirements.
the menu of new weapon and support system possibilities for the future, the bloc team must then go through an iterative planning process of adding to or subtracting from the base case force structure to arrive at a projected (12-year) strategic posture which is likely to best meet the bloc's objectives within the imposed cost constraint.\textsuperscript{42} Oftentimes the initially desired projected force postures will not be within the cost constraint, and they will have to be pared down. Or sometimes the originally specified bloc objectives may have to be modified.

In any event the XRAY force-mix cost model must be structured so that the bloc participants can input the base case and then readily make modifications to it in an iterative fashion. This is accomplished by making an OLTS computer console available to the bloc team and by providing for an extremely simple input procedure.

Suppose, for example, that weapon systems $S_1$, $S_2$, $S_3$, and $S_4$ make up the force mix in the base case. This force mix and its time-phased total cost are stored in the computer memory and can be called up at any time. Suppose further that the bloc team wishes to add new system $S_5$ to the base case posture. The basic building blocks and cost-estimating relationships for $S_5$ (as well as all other systems contained in the same menu of systems for the bloc) are stored in memory. The result is that all that need be done to add $S_5$ to the basic mix is to call up the base case and input the following items for system $S_5$:

1. The code number for system $S_5$.
2. The total force size (peak buildup) of $S_5$ in terms of number of units. For a missile system this might be, for example, the total number of unit equipment (U.E.) missiles.
3. The year of initial operational capability (IOC).
4. The number of years to complete the change (in this case the number of years from IOC to peak buildup).\textsuperscript{43}

The resulting output can be called for in various alternative formats. One frequently used output is the following (in which all quantities are time-phased year by year over a 12-year period):

\textsuperscript{42} The cost constraint cannot be met precisely, of course. Overages of about 5 or 10 percent may be allowed in a given 1 or 2-year period if similar amounts "below budget" appear in subsequent years. The control team (XRAY GREEN) makes the final judgment regarding whether or not a certain bloc's planned force posture is acceptably within the stipulated resource constraint for that bloc.

\textsuperscript{43} The model has built-in constraints on inputs 2 through 4. For example, if the bloc team specifies an IOC which violates the development and production lead time for $S_5$, the OLTS computer program will reject the input. However, as will be discussed later, development cost/time tradeoff options are available for certain weapon systems in the menu of new systems.
1. The total cost of the base case force mix.
2. The cost profile of the overall cost constraint imposed upon the bloc’s force planning deliberations.
3. The force structure of system \( S_5 \) expressed in terms of number of units at the end of each year in the planning period.
4. The total cost of system \( S_5 \).
5. The total cost of the new force mix \( (S_1, S_2, \ldots, S_5) \).\(^44\)

The bloc team may now formulate a second change, which may be treated as a modification of the first iteration. Then a third change may be postulated and treated as a variation of the second iteration, and so on. At each point along the way various output options are available. For example, only the aggregate results of the proposed change may be called for. Or, if desired, the detail of the base case and all iterations to date may be called up.

A postulated change may take numerous forms, in addition to adding a new system as in our example above. Among the more frequently used ones are the following:\(^45\)

1. Phase-out of a system contained in the base case force mix.
2. Modification of the phase-in schedule of a new system in the base case: rate of phase-in, IOC date, and so on.
4. Modification of the phase-in schedule of a new system added to the base case in a previous iteration.
5. Cancellation of development and phase-in of a new system ordered in a previous iteration (provided the decision has not become “locked in”).

Let us now illustrate some of the preceding points through the use of a hypothetical example. In Table 9.4 we start with the total cost of the base case force mix of systems \( S_1, \ldots, S_4 \) (row A), and the year-by-year cost constraint (row B). In this instance the constraint is increasing slightly as a function of time.

Iteration 1 illustrates the modification of system \( S_3 \) in the base case force mix. The steady state force size is increased from 80 to 120 units, beginning

\(^44\) An alternative to (5) is to ask the computer to supply the difference between the stipulated cost constraint (2) and the total cost of the new force mix (5).

\(^45\) Most of these are subject to automatic constraints built into the computer program. For example, the computer would reject an input calling for an increase in the force size of an aircraft system in the base case, when that particular aircraft has been out of production for a considerable period of time. It will also reject inputs which violate development and production lead time constraints.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) Base case total force-mix cost&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1427</td>
<td>1592</td>
<td>1602</td>
<td>1532</td>
<td>1385</td>
<td>1321</td>
<td>1255</td>
<td>1197</td>
<td>1072</td>
<td>1035</td>
<td>999</td>
</tr>
<tr>
<td>(B) Force planning cost constraint&lt;sup&gt;a&lt;/sup&gt;</td>
<td>1550</td>
<td>1700</td>
<td>1751</td>
<td>1803</td>
<td>1857</td>
<td>1913</td>
<td>1970</td>
<td>2029</td>
<td>2090</td>
<td>2153</td>
<td>2218</td>
</tr>
</tbody>
</table>

**Iteration No. 1:**

*Input:* Change peak buildup force size of system S<sub>5</sub> in base case from 50 to 120 units, beginning in 1972 and completed in 1978.

*Output:*

- Adjusted force size of S<sub>5</sub> (No. of units): 45, 50, 55, 60, 70, 80, 90, 100, 110, 120, 120
- Adjusted base case total force-mix cost<sup>a</sup> 1427, 1618, 1639, 1413, 1437, 1391, 1255, 1117, 1081, 1053, 1030

**Iteration No. 2:**


*Output:*

- Force size of S<sub>5</sub> (No. of units): 0, 0, 0, 0, 0, 0, 0, 17, 34, 50, 50
- Difference between the force planning cost constraint and the total force-mix cost for Iteration (2): -33, -38, -118, 218, 25, -257, -562, -881, -986, -1073, -1160

**Iteration No. 3:**

*Input:* Add new system S<sub>5</sub> to results of Iteration (2), beginning in 1977 and completing phase-in by 1979. Force size = 50 units. (S<sub>6</sub> is a missile system employing the same booster as S<sub>5</sub>):

*Output:*

- Force size of S<sub>5</sub> (No. of units): 0, 0, 0, 0, 0, 0, 0, 0, 17, 34, 50, 50
- Cost of S<sub>6</sub>: 0, 0, 0, 0, 0, 0, 59, 261, 220, 165, 48, 40
- Force size of S<sub>6</sub> (No. of units): 0, 0, 0, 0, 0, 0, 0, 0, 17, 34, 50, 50
- Cost of S<sub>6</sub>: 0, 0, 23, 220, 593, 486, 256, 149, 31, 23, 27
- Difference between the force planning cost constraint and the total force-mix cost for Iteration (3): -33, -38, -118, 217, 79, -1, -346, -716, -938, -1034, -1113

and so on to Iterations 4, 5, ..., N.

---

<sup>a</sup> In millions of 1970 dollars (total obligational authority).
in 1972 and ending in 1978.\textsuperscript{46} In this case the output appears on the OLTS console in the form of: (1) the new time-phased force size for system $S_3$ (row C), (2) the new time-phased cost stream for $S_3$ (row D), and (3) the new (increased) aggregate cost stream for the modified base case force mix (row E).

Iteration 2 portrays the addition of new system $S_5$ to the force mix obtained as a result of iteration 1. The inputs are as shown in Table 9.4. The form of the output is the same as in the previous example, except that here we exercise the option to call up the aggregate result in terms of the difference between the new total force-mix cost and the force planning cost constraint. The time-phased results are shown on row G. (Here, negative numbers indicate that total force-mix cost in a particular year is less than the cost constraint for that year.)

Iteration 3 illustrates the ability of the cost model to take certain interrelations among systems into account. In this instance, system $S_6$ is added to the force mix obtained as a result of iteration 2. $S_6$ is a missile system utilizing a major component (a booster) which is also employed by $S_5$. Because of the cost-quantity relationship (the "learning curve") for the common booster, the system costs of $S_5$ and $S_6$ should be computed simultaneously. The XRAY cost model does this automatically. Thus, in Table 9.4, notice that the output for iteration 3 contains results for both $S_5$ and $S_6$. Notice also that because of the model's treatment of the booster commonality problem, the cost of the same configuration of $S_5$ in iteration 3 (see row H) is lower than in iteration 2 (see row F).\textsuperscript{47}

In an actual XRAY exercise, further iterations ($4, 5, \ldots, N$) would no doubt take place as the bloc team planners attempt to generate that projected force mix which best meets the bloc's objectives, subject to the given resource constraint. The final aggregate result might look something like that shown in Fig. 9.18. Notice that in the distant future years of the planning horizon we get the so-called "bow-wave" effect – the tailing off of the total force-mix cost curve. This, of course, is inevitable, given a truncated planning horizon. In order to fill the gap (the shaded area in Fig. 9.18) the force planners would have to consider force postures for the decade of the 1980s.

The system or program element detail of a strategic force-mix cost analysis may be presented in a number of alternative ways. One convenient format is portrayed in Table 9.5. Here, the various systems are

\textsuperscript{46} The following inputs are entered on the OLTS computer console: (1) The code number for system $S_3$, (2) the postulated change in force size of $S_5$, (3) the year in which the change is to be started, and (4) the year in which the steady state level is to be reached.

\textsuperscript{47} Note especially years 1974–1976.
<table>
<thead>
<tr>
<th>Program Element</th>
<th>Force Structure (No. of Units)</th>
<th>Total Obligational Authority ($ Billions)*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>STRATEGIC OFFENSIVE FORCES:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manned Aircraft Bomber System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Land-Based Ballistic Missile System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sea-Based Ballistic Missile System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Satellite Bombardment System</td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total Offense</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>STRATEGIC DEFENSIVE FORCES:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defense Against Manned Bombers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballistic Missile Defense (Hard Point)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ballistic Missile Defense (Area)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Defense Against Submarine-launched BMs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total Defense</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>STRATEGIC SENSOR SYSTEMS:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS System No. 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS System No. 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total Sensor Forces</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>COMMAND SYSTEMS:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>System No. 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System No. 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>etc.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total Command</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GENERAL SUPPORT</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GRAND TOTAL</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Provision is also made for displaying the manpower requirements of a postulated force-mix.
grouped according to major function: offense, defense, sensor, command, and so on.

So far, we have focused on the major input and output features of the XRAY force-mix cost module. Let us now outline briefly some of the other characteristics of the underlying cost model:

1. All of the weapon and support systems contained in the menu of systems for a particular game play are stored in memory. These may be called up at any time, and their costs estimated for varying force sizes, LOCs, and the like. However, for some systems numerous other “system configuration” options are provided. In the case of offensive ballistic missiles, for example, the following are available:
   
   a. Numerous payload alternatives.
   b. Several booster options.
   c. Variations in basing: fixed bases, land mobile, water mobile (barge basing), and so on.

Other examples include new manned bomber aircraft systems (basing, alert level, and air-to-surface missile options), and space systems (on station in orbit, or on ground alert options).

2. As indicated previously, certain intersystem interactions are taken into account in the model. One of the most important pertains to cost-quantity effects when one item of major equipment is used in more than
one weapon or support system in the force mix under consideration. For example, the C-5A transport aircraft may be used in several different systems. If so, a postulated change in any one can induce cost changes in the others in a given force mix, because of the cost-quantity relationship for the C-5A aircraft. The XRAY cost model takes these iterations into account automatically.

3. Development and production lead times are taken into account in the model. These vary according to the type of major equipment being considered and are essentially average lead times for each case. However, in many instances the players have the option (within limits) of shortening the average development lead time for a particular system by trading off time and cost. For example, if an additional amount of development cost is incurred, the IOC date for the system would be $N - 1$ instead of future year $N$.

4. Support costs are treated in accordance with the principles set forth in Chapters 3 and 4. That is to say, for a given postulated change in the strategic force mix, only those support costs which are a direct consequence of that particular decision are included in the estimated incremental cost of the change. General support costs which are not a function of force mix are computed separately and included as a line item in the total cost of the base case force mix.

5. The present XRAY cost model is designed primarily with a "fixed budget" framework of analysis in mind. However, with only slight modification it could be useful in helping the force planners deal with "fixed capability over time" situations. With this context in mind, a special routine is contained in the OLTS computer file which permits the analysts to compute very rapidly the present value of time-phased future cost streams for any discount rate assumption, including cases where the rate is assumed to vary year by year.

Summary Comment
The XRAY force-mix cost module contains an analytical model which is explicitly designed to help attain the objectives of the broad analyses being attempted in the total XRAY project. By the utilization of OLTS computing, and by the precomputing and storing of a wide range of alternatives and options in the OLTS computer data bank, the resource impacts of numerous alternative strategic force mixes can be computed within

---

48 For example, a new system using nuclear propulsion would require special depot maintenance facilities. The incremental cost of these support activities would be included as part of the cost of the decision to develop and procure such a system.

49 An example of this type of support cost is the operating cost of Headquarters, Strategic Air Command.
minutes. This helps in a major way to attain one of the most important objectives in Project XRAY: To make possible a significant amount of analytical depth in XRAY exercises and to do this within the time constraints established for a particular exercise.

Like the other two cases presented in this chapter, the XRAY example serves to illustrate a number of the main points contained in previous chapters. Some of these are:

1. The usefulness of short "turn-around time" force structure cost models in studies and analyses of broad-context planning problems.

2. The importance of tailoring the cost model to the requirements of the overall analysis.

3. The importance of building the cost model in such a way that the key concepts discussed in Chapters 3, 4, and elsewhere in this book are taken into account, for example:

   a. Provision for explicit treatment of time-phasing by fiscal year, including techniques for dealing with time preference problems.

   b. Provision for proper assessment of the incremental (decremental) resource impact of postulated decisions involving marginal changes to a projected base case force mix. (These may pertain to changes in force-mix composition, changes in force size of weapon systems in the force mix, changes in the configuration of individual systems in the force mix, changes in assumed IOC dates, and so on.)

   c. Provision for explicit treatment of key interactions among weapon systems in a projected force mix. (This is necessary to avoid double counting, and to enable the proper assessment of incremental costs referred to in (b) above.)

   d. Provision for assessing the consequences of postulated force-mix decisions in terms of dollars and other measures of resource impact—e.g., manpower requirements.

Suggested Supplementary Readings


Chapter 10

SUMMARY AND CONCLUDING REMARKS

Books written about highly developed and well-disciplined subjects usually do not contain a chapter devoted to a summary and concluding remarks. If the author has done his job properly, there is no need for it. This is particularly true when, as in mathematical text books, the presentation involves starting with certain postulates or axioms and then working out in great detail the implications of these initial premises. But this volume is in quite a different category. It is a subset of a larger subject (systems analysis), which is itself only a partially developed art form at the present time. Changes in concepts and techniques occur frequently. Writing definitively about systems analysis is, therefore, a difficult, perhaps impossible, task. Those who attempt it are particularly aware that their treatment of the subject is unavoidably apt to suffer from varying degrees of incompleteness, outdatedness, disjointedness, and the like. Because of these difficulties, most authors of books on systems analysis feel a special obligation to the reader to attempt to sum up the leading points of the discussion in a final chapter.

For example, the last chapter in Systems Analysis and Policy Planning\(^1\) presents such a summary by commenting generally on the following topics:

1. Precepts for the systems analyst:
   a. Pay major attention to problem formulation.
   b. Keep the analysis systems oriented.
   c. Never exclude alternatives without analysis.
   d. Set forth hypotheses early.
   e. Let the question, not the phenomena alone, shape the model.
   f. Emphasize the question, not the model.
   g. Avoid overemphasizing mathematics and computing.
   h. Analyze the enemy’s strategies and tactics.
   i. Treat the uncertainties explicitly.
   j. Postpone detail until late in the analysis.
   k. Sub-optimize with care.

---

2. Principles of good analysis:
   a. Efficient use of expert judgment is the essence of analysis.
   b. Choice of the right objectives is essential.
   c. Sensitivity testing is important.
   d. The design of alternatives is as important as their analysis.
   e. Interdisciplinary teams are usually necessary.
   f. The analysis of questions of R & D should not emphasize optimization.
   g. For broad questions, comparisons for a single contingency are not enough.
   h. Partial answers to relevant questions are more useful than full answers to empty questions.
   i. Estimates of cost are essential to a choice among alternatives.
   j. The decisionmaker by his actions can compensate to an extent for partial analysis.
   k. A good new idea is worth a thousand evaluations.

3. Nature of the decisionmaker and his responsibility.

4. Some dangers of analysis.

5. The future of systems analysis.

E. S. Quade's discussion of these topics\(^2\) is excellent and should prove to be rewarding not only to readers of the Quade–Boucher book, but also to readers of the present volume. Indeed, this material is highly recommended as a general background supplement to what is said in the following paragraphs.

**Some Summary Points**

In general, this book has dealt with the concepts and procedures of military cost analysis in a systems analysis context. By way of overall summary, the main points developed in the preceding nine chapters may be outlined as follows:

1. Systems analysis is concerned with helping long-range planners make difficult choices among alternatives in the face of real uncertainty. In providing this assistance the analysts attempt to identify and clarify objectives and the range of alternative means of achieving them. The analysts also attempt to assess the probable consequences of the alternatives in terms of their benefits, costs, and risks, and to make comparisons among these alternatives.

\(^2\) Quade and Boucher, *op. cit.*, pp. 418–429.
2. To be effective, the cost analyst must function as an integral part of the systems analysis interdisciplinary study team. He must be on hand from the start to help in the difficult task of structuring the problem to be analyzed, and to assist in the formulation of questions and hypotheses to be examined. Only then will his input to the total analytical process be relevant. Cost estimates can be relevant only when they reflect the consequences of an appropriately defined decision or choice.

3. What do we mean by “cost?” In its most fundamental sense, cost is the value of benefits forgone. Costs, like benefits, are the consequences of decisions; and costs, or consequences, can only be identified by clearly specifying the decision and comparing it with its alternatives. An indication of costs can be provided to the decisionmaker by enumerating required resources, or by determining alternative uses of these resources, or by estimating the value of these alternative uses. In using dollars to estimate costs, the cost analyst is attempting to accomplish all three of these steps concomitantly. However, dollar expenditures will rarely be a full and completely valid measure of total costs. Although dollars are an especially useful measure of costs, other measures can sometimes be simpler and more useful.

4. While it is vitally necessary that the cost analyst utilize appropriate concepts of cost and focus on the output-oriented decision context of the problem at hand, other conditions must be fulfilled before he can effectively perform his job in practice. For example, a great deal of work must be done on the input side of the cost analysis process. Specifically, input structures must be developed to serve as a framework for assembling all the elements (for example, categories of resources) making up the various output-oriented packages of military capability; a historical data base must be built up and maintained to provide the empirical foundation for the cost analysis activity; this basic data base must be processed and analyzed continually with a view to development of estimating relationships; and, finally, all of the forgoing must be put together in the form of procedures or models which can be used in addressing cost analysis problems.

5. Cost models are important because they are, in effect, integrating devices designed to facilitate the analytical process by bringing together a wide range of factors on the input side and relating them to specific types of output-oriented military capabilities in the future. In terms of the problem the model is designed to help solve, four types of cost models are particularly important:

a. Resource requirements submodels.

b. Individual system cost models.
c. Mission area force-mix cost models.

d. Total force cost models.

6. As integral participants in the total study effort, cost analysts must stand ready to assist in solving troublesome special problems that typically arise in systems analysis. Perhaps the most important is dealing with the problem of uncertainty. How the cost analyst treats uncertainty in any given instance is very much a function of the design of the systems analysis study itself; generally speaking, however, imaginative sensitivity testing on the part of the cost analyst can be very useful to the systems analysts in their unending search for dominances and for ingenious ways of hedging against major uncertainties pertaining to the distant future.

Problems associated with time represent another area where special difficulties are likely to arise. The timing of future capabilities and costs is especially important in military planning problems. In conducting planning studies of such problems, time phasing should be considered explicitly wherever possible, even though doing so complicates the analysis considerably. When time phasing is introduced explicitly, usually the preferred way to compare alternatives is to specify a desired pattern of effectiveness or capability over the period of interest and to seek that alternative which meets the stipulated capability at least cost. Here, the time-phased cost streams should be computed on the basis of at least two assumptions regarding time preference: (a) a zero discount rate for the period of time under consideration and (b) a positive discount rate which is an approximate measure of the opportunity cost potential rate of return on the resources that would be utilized by the project.

A Comment About the Future
What can usefully be said about the future direction or roles of cost analysis in systems analysis? In particular, what are some of the more important areas where work should be done to improve cost analysis?

Anyone who is familiar with the present situation can provide a number of answers to these questions. While these may seem immediately obvious, they are nonetheless important. Some examples are:

1. Improved data and information systems (not all of which have to be complete enumerations on a periodic basis), and hence improved cost analysis data banks.

2. Given (1), further work on development of estimating relationships, particularly in areas that are currently deficient – avionics equipment, space vehicles, numerous areas of support activities in all three military services, and so on.
3. Further development of analytical cost models—especially inter-service force-mix cost models, including provision for explicit treatment of time phasing.

4. Development of improved methods and techniques for dealing with uncertainty: for example, further exploration of the possibility of using ideas from modern decision theory.

With the possible exception of the fourth problem, these topics are straightforward in principle, although making significant advances in any one of them will involve hard work. Other areas where improvements or changes might be needed in the future are much less obvious, and therefore any attempt to discuss them must of necessity be somewhat speculative. One of the main reasons for this is that the subject of cost considerations in systems analysis is intimately tied to the future directions of systems analysis as a whole.

We have already said something about systems analysis in the future in the background discussion for the Project XRAY example presented in Chapter 9. Other authors have also offered thoughts on the matter. Quade, for example, has written as follows:

In recognition of the profound need for clarity and informed judgment, systems analysis will no doubt see a greater use of scenarios, gaming, and techniques for the systematic employment of experts, along with a growing use of quantitative analysis for problems where it is appropriate.

Moreover, new approaches and techniques are being proposed constantly. Many of these are primarily mathematical in nature, but increasing attention is being devoted to systematic methods for taking into account the various organizational, political, and social factors heretofore so poorly understood but often so critical to national security problems. In the computer field, the trend toward a better union of man and machine through personalized, on-line, time-sharing systems that use natural language and graphical input and output, and store submodels on discs, will be a great boon to the systems analyst. It will give him the capability to change his program instantly, to experiment, and to perform numerous excursions, parametric investigations, and sensitivity analyses. In mathematics, new advances in game theory are giving us insight into the many-person and nonzero-sum situations of conflict and cooperation. And, more importantly, for questions not amenable to quantitative treatment, new techniques for the direct use of expertise are giving us a way to grasp these difficult-to-treat aspects of our problems.³

One of the common threads that seems to emerge from this statement and our discussion in Chapter 9 is that systems analyses in the future is very likely to be called upon to deal with considerably broader problems than is typically the case today. Or, even in cases where the breadth of the context is the same, the issues involved might be posed in such a way that present-day systems analysis concepts and methods would be somewhat inadequate to the task of assisting the decisionmakers in a substantive way.

³ Quade and Boucher, op. cit., p. 428.
All of this could have important implications for cost considerations in systems analysis in the future. Some speculations about the nature of these implications are as follows:

1. Examination of broader problems in the future could mean that cost considerations that are not now a part of a typical systems analysis study might have to be taken into account in some fashion. The analogy in economic theory is found in the subject of "externalities." For example, in the case of the theory of the firm, the real cost or sacrifice, in terms of opportunities forgone, of increasing the production of commodity x would be the sacrificed production of a certain number of units of commodity y. This cost, however, is internal to the firm. It does not measure the possible negative effects on other firms, or possible increases in social costs (such as air pollution). The latter are cost effects which are external to the individual firm. A similar situation might prevail for systems analysis in the future. Costs which were external (and therefore not taken into account) in narrow context problems would no longer be external when the context is broadened. This could well mean that cost analysts would have to attempt to face up to difficult issues which are for the most part ignored today.

2. Related to (1) is the question of the use of dollars as a reflection of real cost (benefits forgone). This book has perhaps placed undue emphasis on the derivation of dollar cost estimates. This, however, reflects rather accurately the current state-of-the-art in military cost analysis; and it is also true that in many instances dollars do represent one very useful measure of real cost. On the other hand, we have stressed that in numerous problem areas dollars may be an inadequate, or even misleading, proxy for real costs.) But for the broader problems we might envision in the future – particularly if more emphasis is to be placed on organizational, political, and social considerations – it is not clear that dollar measures of benefits forgone will suffice even as well as they do now. For one thing, "market prices" are just not available as a basis for developing dollar estimates of the consequences of decisions for many of the types of considerations that would have to be taken into account. Markets for these items simply do not exist. And even when market prices are available, the analyst must exercise caution in using them as a basis for estimating the dollar expenditure implications of very large government programs. We must not forget that market prices are in effect marginal prices, and that they may be valid proxy measures of alternatives forgone for only relatively small variations in quantities of resources about the market equilibrium point. Massive government programs may require such large amounts of various specific
resources that their current market price, or marginal price, may be a poor basis for assessing future total program cost. Some reasonably convenient method of testing the acceptability of marginal prices as cost estimators, and for adjusting them if they are not acceptable, is one of the challenges facing cost analysts in dealing with systems analysis problems of very large-scale government programs.

3. If systems analysis should move seriously in the direction of "systems synthesis," as discussed in Chapter 9, several important implications for cost analysis would seem apparent. Perhaps the most significant is that a great deal of additional work would have to be devoted to the development of interservice force-mix cost models with a very rapid response-time capability. This task would be difficult for a number of reasons: differences among the military services with respect to organizational structure (particularly in the support activities area), operational concepts, information and data systems, and the like. These differences make it difficult to structure the model properly so that an appropriate degree of internal consistency is attained and at the same time an unacceptable degree of detail in input requirements is avoided. Failure to attain the latter would tend to defeat the objective of having a quick turn-around time in exercising the model.

Another problem that might arise is related to our speculations regarding the use of dollars as a measure of real cost. Most present day force-mix cost models express their primary outputs in terms of dollars, and on occasion in manpower requirements. These, of course, are very useful measures of the cost consequences of postulated force structure decisions. However, for reasons indicated earlier, such measures may not always be sufficient in dealing with complex issues posed by broad force-mix decision problems. What some of the alternative measures might be, and how they might be obtained, is not clear at the present time. And it is certainly not clear how these might be obtained in view of the requirement for quick response outputs from the cost analysis process.

Thus, even though these comments are quite general, it is clear that much remains to be done if the state-of-the-art of military cost analysis is to be advanced significantly beyond what it is today. An important part of this future effort must be devoted to conceptual problems. Equally important is the continuing improvement in specific methods, which must of necessity involve much tedious hard work. And yet, as we hope we have also demonstrated, the effort can be expected to have enormous value to the decisionmaking process, and to the clarity, soundness, and scope of the decisions themselves.
THE OPPORTUNITY COST CONCEPT:
AN EXAMPLE FROM THE MICROECONOMIC
THEORY OF THE FIRM¹

To illustrate the concept of opportunity cost, let us consider a simple
eexample from micro-economic theory: the case of the individual firm with
all external economies and diseconomies ignored. Here, the rate of product
transformation (RPT) – the slope of the product transformation curve –
measures the opportunity cost or the real sacrifice (internal to the firm) of
producing an additional unit of a commodity.

To see this clearly, consider a very simple situation where the firm
produces two outputs (Q₁ and Q₂) by using a single input (X).² The firm’s
production function in implicit form may be written

\[ H(q_1, q_2, x) = 0, \]

where \( q_1, q_2, \) and \( x \) are the respective quantities of \( Q_1, Q_2, \) and \( X. \) Solving
explicitly for \( x, \) we have

\[ x = h(q_1, q_2). \]

That is to say, the cost of production in terms of \( X \) is a function of the
quantities of the two outputs.

We may now define the familiar product transformation curve

\[ x^0 = h(q_1, q_2), \]

which portrays the locus of output combinations that can be obtained
from a given input of \( X. \) The negative of the slope of the product trans-
formation curve is the rate of product transformation (RPT):

\[ \text{RPT} = -\frac{dq_2}{dq_1}, \]

which measures the rate at which \( Q_2 \) must be sacrificed to get more of \( Q_1 \)
(or vice versa). That is to say, RPT measures the opportunity cost of
getting more of \( Q_1 \) for the fixed level of input of \( X. \)

¹ The basic argument in this example is taken from James M. Henderson and Richard
E. Quandt, Microeconomic Theory: A Mathematical Approach (New York: McGraw-
² A slightly more complicated case is treated in Chapter 3 (pp. 26–27) where we considered
two inputs and two outputs.
We can also express RPT in terms of marginal costs and in terms of marginal products (MPs). Take the total differential of equation (2):

\[ dx = \frac{\partial h}{\partial q_1} dq_1 + \frac{\partial h}{\partial q_2} dq_2. \]  

(5)

But \( dx = 0 \) for movements along a given product transformation curve. Therefore,

\[ \frac{\partial h}{\partial q_1} dq_1 = -\frac{\partial h}{\partial q_2} dq_2, \]  

(6)

\[ \frac{\partial h}{\partial q_1} = -\frac{dq_2}{dq_1}. \]  

(7)

Substituting (7) in equation (4):

\[ \text{RPT} = \frac{\frac{\partial h}{\partial q_1}}{\frac{\partial h}{\partial q_2}}, \]  

(8)

which says that at a point on the product transformation curve, RPT equals the ratio of the marginal cost of \( Q_1 \) in terms of \( X \) to the marginal cost of \( Q_2 \) in terms of \( X \).

Now let us differentiate equation (2) with respect to \( q_1 \) and \( q_2 \):

\[ \frac{\partial x}{\partial q_1} = \frac{\partial h}{\partial q_1}, \]  

(9)

\[ \frac{\partial x}{\partial q_2} = \frac{\partial h}{\partial q_2}. \]  

(10)

Applying the inverse-function rule:

\[ \frac{\partial q_1}{\partial x} = 1 \left/ \frac{\partial h}{\partial q_1} \right. \quad \left\{ \text{or} \right. \quad \frac{\partial h}{\partial q_1} = 1 \left/ \frac{\partial q_1}{\partial x} \right.; \]  

(11)

\[ \frac{\partial q_2}{\partial x} = 1 \left/ \frac{\partial h}{\partial q_2} \right. \quad \left\{ \text{or} \right. \quad \frac{\partial h}{\partial q_2} = 1 \left/ \frac{\partial q_2}{\partial x} \right.. \]  

(12)
Substituting (11) and (12) into equation (8):

\[
RPT = \frac{1}{\frac{\partial q_1}{\partial x}} \cdot \frac{\partial q_2}{\partial x} \cdot \frac{\partial q_1}{\partial x}.
\]  

(13)

Here, we have our desired result: RPT expressed in terms of marginal products. Equation (13) says that RPT (which by our original definition measures opportunity cost) equals the ratio of the marginal product of X in the production of Q_2 to the marginal product of X in the production of Q_1.

Notice that this treatment of opportunity cost has in no way involved any of the firm's revenue considerations. All of the measures of opportunity cost are expressed in terms of physical quantities derived from the firm's production function.

It is informative, however, to bring in the firm's revenue function. We shall show that under certain conditions an explicit relationship between RPT (the measure of opportunity cost in physical terms) and market prices (dollars) can be derived. This is important to much of the discussion in Chapter 3 because it furnishes an example of how under certain assumptions dollars can reflect real (opportunity) costs.

As a first example, let us consider the same case discussed above, and assume that the firm wants to maximize revenue for a specified level of input of X. We shall also assume that the firm sells its two outputs in a competitive market at fixed prices \( p_1 \) and \( p_2 \).

The revenue function is

\[
R = p_1 q_1 + p_2 q_2.
\]  

(14)

We want to maximize \( R \) subject to

\[
x^0 = h(q_1, q_2).
\]  

(15)

We have, therefore:

\[
W = p_1 q_1 + p_2 q_2 + \mu[x^0 - h(q_1, q_2)].
\]  

(16)

Differentiating partially, and setting the derivatives equal to zero:

\[
\frac{\partial W}{\partial q_1} = p_1 - \mu \frac{\partial h}{\partial q_1} = 0.
\]  

(17)

\footnote{Here, we are using the method of Lagrange, where \( \mu \) is a Lagrange multiplier. (See Henderson and Quandt, op. cit., pp. 273–274.)}
\[
\frac{\partial W}{\partial q_2} = p_2 - \mu \frac{\partial h}{\partial q_2} = 0, \quad (18)
\]

\[
\frac{\partial W}{\partial \mu} = \gamma - h(q_1, q_2) = 0. \quad (19)
\]

From (17) and (18) we have

\[
\frac{p_1}{p_2} = \frac{\frac{\partial h}{\partial q_1}}{\frac{\partial h}{\partial q_2}}. \quad (20)
\]

But from equation (8) we know that the right side of (20) is equal to RPT. Therefore:

\[
\text{RPT} = \frac{p_1}{p_2}. \quad (21)
\]

Thus, in this maximizing situation the firm must operate in such a way that RPT (or the measure of opportunity cost) must equal the ratio of the fixed prices of the outputs \(Q_1\) and \(Q_2\). Here we see that a very explicit relationship exists between RPT (the measure of opportunity cost in physical terms) and dollars (the market prices of the outputs). This is why economic theory says that under certain market conditions and under certain assumptions about the behavior of the firm, market (dollar) prices will reflect opportunity costs internal to the firm.

The example represented by equations (14) through (21) is a special case involving a specific constraint: i.e., the level of the input factor \(X\) is fixed. What happens if the constraint is relaxed? We shall now consider such a case and show that for a firm in a profit-maximizing situation, RPT will be equal to the ratio of the fixed market prices of the outputs \(Q_1\) and \(Q_2\). Letting \(\pi = \text{profit}\) and \(r = \text{the fixed price of the input factor X}\), we have

\[
\pi = p_1 q_1 + p_2 q_2 - rh(q_1, q_2). \quad (22)
\]

Then,

\[
\frac{\partial \pi}{\partial q_1} = p_1 - r \frac{\partial h}{\partial q_1} = 0, \quad (23)
\]

\[
\frac{\partial \pi}{\partial q_2} = p_2 - r \frac{\partial h}{\partial q_2} = 0, \quad (24)
\]
from which we obtain

\[ r = p_1 \left( \frac{\partial h}{\partial q_1} \right) = p_2 \left( \frac{\partial h}{\partial q_2} \right). \] (25)

Or, substituting from equations (11) and (12),

\[ r = p_1 \frac{\partial q_1}{\partial x} = p_2 \frac{\partial q_2}{\partial x}. \] (26)

Therefore,

\[ \frac{p_1}{p_2} = \frac{\frac{\partial q_2}{\partial x}}{\frac{\partial q_1}{\partial x}} = \text{RPT}. \] (27)

What about the “general” case – say \( n \) inputs and \( s \) outputs? This has been worked out, and it can be shown that when all inputs are held constant, the RPT (the measure of opportunity cost) for every pair of outputs (all other outputs being held constant) must be equal to the ratio of their prices.\(^5\) Thus, the general case is a straightforward analogy to our simple two-output case. However, all inputs must be held constant and the outputs taken in pairs.

The above discussion applies only to the individual firm. Similar results can also be derived for the entire consuming and producing sectors of an economy in a state of perfectly competitive equilibrium. To discuss this subject in detail would be beyond the scope of this book. We shall outline only some of the main points.\(^6\)

The key assumptions are:

1. Perfect competition among consumers, producers, and in the commodity and factor (productive services) markets.

2. Subject to their individual budget constraints, consumers seek to maximize their satisfactions (i.e., maximize their utility functions). For any two commodities \( Q_j \) and \( Q_k \), this means that the consumer’s rate of commodity substitution (RCS) is equal to the market prices \((p_j \text{ and } p_k)\) of the two commodities.\(^7\)

\(^4\) See equation (13).

\(^5\) See Henderson and Quandt, op. cit., p. 73.

\(^6\) For a complete treatment see Henderson and Quandt, op. cit., pp. 202–208.

\(^7\) See ibid., pp. 11–13. RCS for consumers is analogous to RPT for producers. In effect RCS measures the consumer’s “opportunity cost” of exchanging more of one commodity for less of another.
3. Producing firms seek to maximize their profits.
4. Externalities are absent.

Under these conditions, competitive equilibrium will result in the following:

\[
RCS = \frac{p_j}{p_k} = RPT.
\]

Here we have an example of a situation where market prices reflect directly the opportunity costs of both consumers and producers. This, however, is a very special case which is never generally attained in reality. That is one of the reasons why in Chapter 3 we are very cautious in making statements about how well dollars measure real costs. In an economic and political society like the United States, dollars do in fact serve as a reasonably good "proxy" for opportunity costs in a great many economic sectors. In others, however, dollar expenditures may be a very poor measure of economic cost, because assumptions 1-4 outlined above are only very inadequately fulfilled.
THE CONCEPT OF COMPARATIVE ADVANTAGE

The concept of comparative advantage is applicable to many types of problems and contexts. It is usually illustrated in economic texts with examples drawn from international trade, although its significance pervades all levels of economic activity from the international to the individual. Let us start out by considering its application to international trade.

To illustrate the principle of comparative advantage, consider the following simple example:¹

<table>
<thead>
<tr>
<th>Product</th>
<th>In America</th>
<th>In Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 unit of food</td>
<td>1 day's labor</td>
<td>3 days' labor</td>
</tr>
<tr>
<td>1 unit of clothing</td>
<td>2 days' labor</td>
<td>4 days' labor</td>
</tr>
</tbody>
</table>

At first blush one might conclude that trade would never take place because of America's overwhelming absolute efficiency in the production of both commodities. However, the principle of comparative advantage says that even if one of two countries is absolutely more efficient in the production of every commodity than is the other country, trade will still be mutually advantageous to both if each specializes in the production of products in which it has the greatest relative efficiency.

In our example, America has the comparative advantage in food and Europe in clothing. Why? Because:

\[
\frac{\text{Food cost in America (1)}}{\text{Food cost in Europe (3)}} < \frac{\text{Clothing cost in America (2)}}{\text{Clothing cost in Europe (4)}}
\]

\[
\frac{\text{Clothing cost in Europe (4)}}{\text{Clothing cost in America (2)}} < \frac{\text{Food cost in Europe (3)}}{\text{Food cost in America (1)}}
\]

Let us now return to the B-52/fighter bomber example in Chapter 3 (pages 26–27). We may set up the following matrix, which is analogous to the one in the international trade example:

<table>
<thead>
<tr>
<th>Task</th>
<th>B-52</th>
<th>FB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attack an air base</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Destroy a bridge</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

If the principle of comparative advantage is applied to this situation, the result is that B-52s are relatively more efficient in attacking air bases, and FBs have the comparative advantage in attacking bridges. Why? Because:

\[
\frac{\text{B-52 attack A.B. (1)}}{\text{FB attack A.B. (10)}} < \frac{\text{B-52 attack bridge (1)}}{\text{FB attack bridge (2)}} < \frac{\text{FB attack bridge (2)}}{\text{B-52 attack bridge (1)}} < \frac{\text{B-52 attack A.B. (10)}}{\text{B-52 attack A.B. (1)}}
\]

Recall that in our analysis in Chapter 3 (see page 27) the cost benefit ratio of using B-52s to destroy a bridge was 10/2 = 5. This factor (by which costs exceed benefits) is precisely the same factor that measures the B-52s comparative disadvantage in attacking bridges (relative to air bases); i.e., 0.5/0.1 = 5. It is also the factor that measures the FBs comparative advantage in attacking bridges (relative to air bases); i.e., 10/2 = 5. Thus we see that there is an equivalence between our cost-benefit analysis in the text in Chapter 3 and our solution to the problem in terms of comparative advantage in this appendix. That is to say, the concepts of comparative advantage and opportunity costs are closely related.
Appendix C

THE THEORY OF MAXIMIZING BEHAVIOR
AN EXAMPLE FROM THE THEORY OF THE FIRM

The main points made in the discussion of marginal analysis contained in the section on "Minimizing Costs or Maximizing Benefits" in Chapter 3 may be illustrated from topics in economic theory. Basically, the "marginal conditions" used by economists in discussing optimization behavior refer to the mathematical conditions for a maximum (or a minimum) of some specified functional form. We shall illustrate this briefly by an example from the theory of the firm.

Suppose that a firm’s gross revenue \( R(x) \) and total cost \( C(x) \) may be related to the firm’s rate of output \( x \) for some period of time. Profit \( \pi \), then, may be defined as the difference between the firm’s revenue and total cost functions:

\[
\pi(x) = R(x) - C(x).
\]  

(1)

How should the firm behave if it is to maximize profit? How does the firm choose its optimum rate of output? Assuming that (1) is differentiable, we can readily determine the answer:

\[
\frac{d\pi}{dx} = \frac{dR}{dx} - \frac{dC}{dx} = 0,
\]

(2)

or

\[
\frac{dR}{dx} = \frac{dC}{dx}.
\]

(3)

Since by definition marginal revenue and marginal cost are, respectively, the first derivative of the total revenue function and the first derivative of the total cost function, equation (3) represents that familiar theorem in economics for the necessary condition for maximum profit:¹ i.e., the firm must operate at a rate of output such that marginal revenue equals marginal cost.

We may also treat the profit maximization problem in terms of utilization of the input factors. Suppose we have the following:

---

¹ The second order condition for \( \pi(x) \) to be a maximum is \( d^2\pi/dx^2 < 0 \), which implies \( d^2R/dx^2 < d^2C/dx^2 \). (At the optimum output the marginal revenue curve has to intersect the marginal cost curve from above.)
A. The firm's production function relating quantity of output \( q \) to quantities of the two variable input factors \( (x_1 \text{ and } x_2) \):\(^2\)

\[
q = f(x_1, x_2).
\]

B. The firm's cost function relating cost of production \( c \) to quantities of the two productive factors \( (x_1 \text{ and } x_2) \):

\[
c = r_1 x_1 + r_2 x_2 + \alpha,
\]

where \( r_1 \) and \( r_2 \) are the (given) market prices of the input factors and \( \alpha \) is the cost of the fixed inputs.

C. The firm's output is sold in a competitive market at a fixed unit price \( (p) \). Total revenue, then, is price \( (p) \) times quantity \( (q) \) = \( pf(x_1, x_2) \).

D. Given A through C, the firm's profit function is

\[
\pi = pq - c
\]

\[
= pf(x_1, x_2) - r_1 x_1 - r_2 x_2 - \alpha.
\]

The first order conditions for \( \pi \) to be at a maximum are

\[
\frac{\partial \pi}{\partial x_1} = p \frac{\partial f}{\partial x_1} - r_1 = 0.
\]

\[
\frac{\partial \pi}{\partial x_2} = p \frac{\partial f}{\partial x_2} - r_2 = 0,
\]

or alternatively

\[
p \frac{\partial f}{\partial x_1} = r_1
\]

\[
p \frac{\partial f}{\partial x_2} = r_2.
\]

That is to say, for profit to be at a maximum, the firm will utilize each input factor up to the point where its marginal benefit (value of its marginal product) is equal to its marginal cost. For the first productive factor, for example, the marginal product is \( \frac{\partial f}{\partial x_1} \). The marginal cost of the first factor is \( \frac{\partial c}{\partial x_1} = r_1 \). Therefore, the first factor will be employed such that:

\[
p \frac{\partial f}{\partial x_1} = r_1.
\]

\(^2\) For simplicity we assume only two input factors. The results can easily be generalized to the \( n \) factor case.
Notice that in the process of deciding how to operate the firm so that profits will be maximized, the cost of the fixed factors \((a)\) dropped out of the calculations (the derivative of a constant is zero). This is an example of what economists mean when they say that for decisionmaking purposes "bygones are forever bygones."

Samuelson puts the matter this way:

The economist always stresses the "extra," or "marginal," costs and advantages of any decision. . . . Let bygones be bygones. Don't look backward. Don't moan about your sunk costs. Look forward. Make a hard-headed calculation of the extra costs you'll incur by any decision and weigh these against its extra advantages. Cancel out all the good things and bad things that will go on anyway, whether you make an affirmative or negative decision on the point under consideration.³

We stress this because focusing on the cost and benefit implications of the decision is a fundamental point in Chapter 3, and for the remainder of this book.
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Equipment estimating equation, 160
Equipment maintenance cost, 176
Equivalent resources, 53
Errors in observation, 207
Errors of measurement, 207
Estimated data points, 164
Estimates by reputable experts, data, 135-137
Estimates, range of, 163
Estimating Army division costs, 267-268
Estimating errors, 160
Estimating relationships, 3, 69, 120-165
  characteristics, 123-124
  contained in cost analysis models, 74
  derivation of, 77-78, 143-157
  example of, 144-157
  examples of major problems, 157-158
  future work on, 305
  inventory of, 77
  open ended, 74
  statistically derived, 107
  types, 124-142
  use of, 157-163
  see also specific types of estimating relationships, e.g., Step functions
Exchange rate, 55
Exogenous variables, 156
Expandability, see Policy level criteria
Experimental test to broaden data base, see Data base
Experiments, conducting, 164
Explanatory variables, 150, 164
Explicit consideration of assumptions, 153
Externalities, broader future provision for, in cost considerations, 307
Extrapolation
  beyond range of experience (sample), 165, 208 (Fig.)
  dangers of mechanical, 138-139
F ratio, 150
Fast deployment logistics ships (FDLS), 19
FEBA (forward edge of the battle area), 257
Fixed budget approach for comparing alternatives, 10, 78-80, 81
  somewhat analogous to economic theory of consumer equilibrium, 10-11
Fixed effectiveness approach, 10, 78, 80, 81
  an analogy in micro-economic theory, 10-11
  conceptual framework, 248
Flexibility, see Situational level criteria
Force-mix analysis, 92
  examples, 92
  see also Uncertainty
Force mixes, cost analyses of complementarity is key factor, 89
  example of cost portion, 90
  examples of past applications, 89
  fixed budget approach in dealing with, 89
  range of estimates for each case, 91 (Fig.)
  start by estimating incremental cost implications, 90
  uncertainties in, 92
Force structures, major programs, 65
Formal regression analyses, 153
Forward edge of the battle area, see FEBA
Free, competitive, well-informed market for item, 34
Freehand graphic methods, see Curve-fitting methods
Free market, 50
Full-scale thermonuclear (general) war, 284
Functional categories, 68, 100, 107
Future, uncertainty about state-of-the-world in the, 12

Generalized estimating relationships, 111, 157, 158-165
caution in application, 159-163
General war alternatives, 16-18
see also Full-scale thermonuclear war

Graphic methods for multivariate functions, see Multivariate functions

Ground environment equipment, HPD example, 173-174

Hard point defense systems cost model example, see HPD example

Health, possible analyses of programs, 21
Hedging against postulated uncertainty, 209-210, 217

Historical cases, 151

Historical data, 132, 135-136

Historical data points, 151

Historical record, 164

HPD example, 168-189
base case, 178
Case 1 – Case 6, 178-185
description and cost categories, 168-169, 169 (table), 170-176
high-low input cases, 188 (Fig.)
key variables, 170 (table)
operational effectiveness assumptions, 181-182, 182 (Fig.)
primary mission equipment (interceptor missile) characteristics, 184-185, 186 (Fig.)
sensitivity analysis (insensitivity), 181-189
use of, 177-189

ICBMs (Intercontinental Ballistic Missiles), 168
Identifying, measuring, and evaluating costs, 28-30
Implied discount rate, see Time-preference assumptions
Improved data and information systems, 305

Inconsistencies in data base, see Data base deficiencies
Incremental costs estimating, 141
Incremental costs of postulated alternatives, 218

Independent residuals, see Residuals
Independent residuals assumption, see Residuals

Individual system cost models, 167, 191-192
see HPD example
Information in the wrong format, 131
Information systems, 133
inadequacies, 164
Inherited assets, see Sunk costs
Initial spares and spare parts, HPD example, 174

Initial training of personnel, HPD example, 174
Inputs and outputs relating, 166
time-phasing, 192

Input side of cost analysis, 3, 68
equation of input-oriented structure, 68, 69, 100-101
input-oriented categories, 68
major characteristics of structure, 119
structure based on Department of Defense conventional budget
categories, 118, 119
variation of structures, 119

Input side of military cost analysis, 100-119
Input to effectiveness analysis, 79
Integrating data, 131
Interactions among program elements, 195-197

Interceptor missile investment cost, HPD example, 171-172

Intercontinental ballistic missiles, see ICBMs

Internal rate of return, 221
International acceptability, see Policy level criteria
International trade example, see Comparative advantage, concept of
Intersystem comparisons, 85-89
  system cost versus force size, 81 (Fig.)
Intersystem interactions, 299
Intrasystem comparisons, 82-85
  rate of change of total cost with
  respect to a key variable, 82
Inventory of estimating relationships
  see Estimating relationships
Investment costs, 41, 66
  HPD example, 171, 177
Investment in primary mission equip-
  ment, 106, 108
Irregularities in data base, see Data base
  deficiencies
Iteration, first, 163

Joint costs, 72
JOSS, see Automation

Lead and lag factors, 192
Lead time, 1
Least squares, see Curve-fitting methods
Level-off cost, 111
Life cycle identification, 66
Linear homogeneous estimating relation-
  ships, 125
Linear homogeneous function, 184
Long-endurance aircraft example,
  see Case 1
Long-range planning, lead time, 1
Long-range total force structure planning,
  97, 98
Low-altitude penetrating missile ex-
  ample, 252
  low-altitude penetrating missile gross
  weight versus low-altitude range,
  252 (Fig.)

Macro-cost analysis, 59-63
  concerns alternative total programs at
  Department level, 60
  differs from typical cost analysis, 60
Macroeconomics, model from, 153
Manipulation of existing data base, 164
Manpower requirements submodel,
  see Submodel
Marginal cost, 114
  HPD example, 179, 184
Marginal exchange opportunities between
  current and future dollars, 56
Marginal increase in benefits, 40
Marginal ratio of benefits to costs, 39
Market price, 34
  current value, 34
  market prices are marginal prices, 60
Mathematical statistical procedures, 165
Maximizing behavior, an example from
  the theory of the firm, 317-319
  firm’s cost function, 318
  firm’s production function, 318
  first order conditions for maximum
  profit, 318
  necessary condition for maximum
  profit, 317

Maximizing
  benefits, 38-39
  utility, 11

Maximum likelihood, method, 155-157
“Maximum use” situations, 115
Meaningful cost estimates, 60
Measures of dispersion, 73
Measuring costs and benefits, difficulties
  of, 25-26
Medium of exchange, 31
Method of reduced forms, 155
Micro-cost analysis, 59-63
  definition, 61
Microeconomic theory of the firm,
  see Opportunity cost concept
Military cost analysis concepts and tech-
  niques designed to deal with
  alternatives, 70
Military cost analysis, 64-99
  summary points, 303-305
Military worth, see Residual value

Minimizing
  costs, 38, 39
  or maximizes utility,
  decisionmaker, 11

Minimum system operations, 115
Miscellaneous annual operating cost,
  HPD example, 176
Miscellaneous investment cost, HPD
  example, 176
Mission area force-mix cost models, 167, 192-194
interaction among components, 193
inter-service problems, 194
Mobility, see Situational level criteria
Mobility of general purpose forces alternatives
airlift, 18
prepositioning, 18-19
sealift, 19
Model building, 9-10, 182, 191-192, 195-199
refining through approximation, 282
summary of key concepts, 301
Models, 9-10
development of inter-service force-mix cost, 308
key parameters must bear dates, 219
structure of TAGS-II model, 271 (Fig.)
Theater Air-Ground Study (TAGS-II), 269-275
two-sided campaign, 269
Monte Carlo technique, 12, 211-212
Multivariate functions, 129-130, 154
algebraic methods for multivariate functions
examples of uses, 129
nomographic methods, 154
successive approximations for curvilinear multivariate functions, 154
successive elimination, 154
National acceptability, see Policy level criteria
National Aeronautics and Space Administration, 22
Negative benefits, 43
Negative slope, 181-182
Nomographic methods, see Multivariate functions
Non-defense examples of systems analysis, 20-22
Normal distribution, 150-151
Normality assumption, see Residuals Normal linear regression analysis, 127-128
N-person game theory, 286
Objectives of alternatives, 5, 7
Observed residuals, see Residuals
Off-the-shelf estimating relationships, 157
One-way causal relation, 156, 157
On-line, time-sharing computer systems, see Automation
On-line, time-sharing, multiconsole computing, using natural languages, verbal and graphic (OLTS), 287
examples of use, 288-289
see also Project XRAY
Open ended models, 217
Operating costs, 41, 67
Operational concept, 141
Operation of mathematical expectation, 155
Opportunity cost concept
competitive equilibrium, 313-314
example, 309-314
the "general" case, 313
microeconomic theory of the firm, 25
see also Rate of product transformation (RPT)
Opportunity costs, see Economic costs Options, range of, HPD example, 188-189
Output of cost analysis, 3, 79
Output orientation, 65
Output-oriented package of military capability 101, 102, 166
Parametric examination, 68
Parametric types of analyses, 74 Past costs, see Sunk costs Personnel pay and allowances, HPD example, 176 Pitfalls of systems analysis, 15-16 Point estimate, cases of, 76 Point of departure estimate, 161-163 Policy level criteria, 265-266 Prediction interval, see Standard error of forecast Prepositioning, see Mobility of general purpose forces alternatives Present value formula, 225 Price level changes, 141-142 Primary mission equipment (interceptor missile) characteristics, see HPD example
Primary mission equipment maintenance, 111
Problems associated with time, treatment of, 13, 14
Problems related to time
deflating dollars, 52
index of prices, 52
Product transportation curve equation, 309
Program element, 65
Projecting beyond sample range, 159
Project XRAY, 286-301
alternative formats of output, 294-295
c characteristics of underlying cost model, 299-300
example of output from XRAY force-mix cost model, 296 (table)
focus of, 287
force-mix cost module, 292-300
format for presenting XRAY results, 298 (table)
iterations, 295-297
memorandum to participants, 289-292
results of Nth iteration, 299 (Fig.)
year-by-year resource constraint, 293-294
Pure empiricism, 143-144
QPAPC, qualitative post-attack performance capability, 85, 86
Qualitative supplementation, 15
Range of estimates, see Estimates
Rate of discount, 14
Rate of product transformation (RPT)
definition and equation, 309
explicit relationship between RPT and dollars, 312
firm's revenue function, 311
FPT expressed in terms of marginal products, 311
RPT will be equal to the ratio of the fixed market price of Q_1 and Q_2, for a firm in a profit-maximizing situation, 312
in terms of marginal costs and marginal products (MPs), 310
Ratios, 11
Raw data base, adjustments to, 141-142
Reduced-form procedure, 156-157
Regression analysis, 146-151
Regression coefficients, 152
Regression equations, 149
Regression model, 150-151
assumptions, 150
Relation of cost to benefits, 27
Relation of dollar costs to other costs
alternatives forgone, 49
dollar expenditures, 49
dollars not all alike, 50-51
 marginal value in marketplace, 49
meaningful alternatives, 49
Relative efficiency (absolute efficiency), 315
Relative standard errors of estimate, see Standard errors of estimate
Relevant alternatives in macro-cost analysis, 60
Relevant costs
importance of distinguishing between relevant and irrelevant, 283
lie in the future, 33
Relevant discount rate, 55
Relevant exchange opportunity, 55
Replacement costs, 59
Requirements uncertainty (uncertainties)
analogous to state-of-the-world uncertainties, 239
cause of, 204-206, 207-208
range of opinion regarding discount rate, 227-228
treatment of, 212-215
special studies, 215
use of adjustment factors, 213-215
Residuals, 150-151
Research and development costs, 66
HPD example, 170, 177, 184
Residual value, 58, 231-234
example, 58, 59, 232 (Fig.)
residual value costing, 233
"useful life" or military worth, 233
Resource allocation, 1, 5, 64
Resource categories, 68
Resource components, basic, 100
Resource impacts, 157
  estimates of future, 189
Resource requirements, 157
Responsiveness, see Situational level criteria
Risky situation, see Uncertainty
Rule-of-thumb estimating relationships, 125-126

Sample surveys (ad hoc sample surveys), 134, 164
Scatter diagram, use of, 126-127, 146-148
Sealift, see Mobility of general purpose forces alternatives
Selected points method, see Curve-fitting methods
Sensitivity analysis, 12-13
  cross-over point, 238
  effect of marked differences in ratios of acquisition and operating costs of alternatives, 230-231
HPD example, 181-189
insensitivity analysis, 185-189
results of, 74, 75
total B-x system cost, 114-115
use of, 283
see also Automation
Sensitivity calculations, 160
Sensitivity testing, 160
Significance level, 149
Simple graphics, 165
Simultaneous equations, 156
Situational level criteria, 261-262
Small samples
  problem of, 133, 164
  techniques for handling, 134-140
Specified (unspecified) differences among alternatives, 47-48
Spendout, 70
  illustration of, 96 (Fig.)
of major program decisions, 93
  second generation spendout, 97
Spillover effects, 20
Stainless-steel airframes, 140-141, 161-163
Standard error of forecast, 152
  prediction intervals, 210
Standard error of the regression plane, 152
Standard errors, 210
Standard errors of estimate, 149-150, 152
Standard errors of regression coefficients, 149, 152
State of the world, 12
State-of-the-world uncertainties, see Uncertainty
Static analyses, 218
Static indexes, 218
Static comparisons, 218
Static costs, 73
Static measures of total system cost, 219
time-phased, 224
Static framework, 217
Static model, see HPD example
Statistical adjustment of data base, 164
Statistical analyses, 153, 164
Statistical corroborations of a priori information, 150, 153
Statistical test for independence, 151
Statistical uncertainty, see Uncertainty
Step functions, 127-129
  graphical display, 128
Storing data, see Automation
Structural characteristics of military capabilities, 157
Subjective judgments formalized to reduce cost-estimating uncertainty, see Cost-estimating uncertainty
Submodels (subroutines), 167, 173
  as one of four interrelated components for input side of cost analysis, 102, 105
  manpower requirements, 175
  resource requirements, 190-191
Sub-optimizations, 5, 11, 38, 57
Subroutines, see Submodels
Successive approximations for curvilinear multivariate functions, see
  Multivariate functions
Successive elimination, see Multivariate functions
Sunk costs
  incremental costs partially a function of, 218
  past costs are, 33
Supplemental discount rate, use of, 226-227
Supplementary information, 163
Supply and demand schedules, 60
Supportability, see Situational level criteria
Survivability, see Situational level criteria
System analyst, precepts for, 302
System characteristics, HPD example, 184
System configurations, possible, see Options, range of
System effectiveness, time-phasing of estimates not feasible, 218
Systems analysis, 1, 5-22
complexity, 81
definition of, 6-8
dependent of, 242-301
explicit treatment of problems associated with time, 219
future advances needed, 284-285
future developments in, 285-286
future direction or roles of cost analysis in, 305-306
history of, 283-284
principles of, 303
process, 179-180
some major considerations in, 8-16
see also Case 1, Case 2, and Case 3
Systems synthesis
building blocks in, 285-286
deliberate examination of context, 286
Systems synthesis, implications of, for cost analysis, 308

"t" test, 149
Task-level of analysis and criteria, 257
with added time dimension, 259
drawbacks, 259
Temporal factors in data, 132
Testing of hypotheses, 164
dependence of sunk costs, 218
eighteen treatment of problems associated with, 217-234, 240-241
implicit treatment of, 219
in the military/national security context, 221-223
is money, 51
preference, 218, 220
see also Residual value
Time-phased comparisons of proposed future military capabilities, best way to handle, 223
Time-phased cost streams for alternatives A and B, 229 (Fig.)
various alternatives, 228
Weapon System X, 224 (Fig.)
Time-phased resource impact of alternative future strategic force mixes, Project XRAY cost module as formalized procedure for assessing, 292-293
Time-phased total system costs, 86, 88
Time-phasing, 14
Time-phasing of resource impact, 191, 192
requirements, 73
Time preference assumptions, 14, 87, 223-226, 229-231
TOA, see Total obligational authority
Total force cost models, 167, 194-199
definition, 194-195
improvements required, 199
incremental cost impact, 196
inherited assets problem, 196
outputs, 195
service-wide support activity and costs, 197
usefulness of, 198-199
Total force structure cost analysis, 92
illustrative format for, 94, 95
Total investment cost, HPD example, 176
Total obligatory authority (TOA), 192, 193
Total system cost (TSC), 83, 85, 160, 178
high-low input cases, 188 (Fig.)
insensitivity analysis, 185-189
range of options, effect of, 188-189
sensitivity analysis, 181-185
versus force size, 178-189, 179 (Fig.), 180 (Fig.), 181 (Fig.), 183 (Fig.), 185 (Fig.), 186 (Fig.)
Total system operating cost, HPD example, 184
Trade-off ratios between two or more different cost dimensions, determining, 61
Trade-offs between ground and air forces in a non-nuclear limited war, see Case 2
Transportation, possible systems analyses of, 21
TSC, see Total system cost
Turnaround time, 195
Two-variate estimating relationship, 126-127
Two-variate linear equations, see Curve-fitting methods
Uncertainties involving military intelligence, 246
Uncertainty, 1, 12
about values of explanatory variables, 160-163
cost sensitivity analysis, 215-217
development of improved methods and techniques for dealing with, 306
difference between risk and uncertainty, 202-203, 226-227
in force-mix analysis, 92
future state of the world, 158-159, 162, 165
state-of-the-world, 212-213
state-of-the-world, HPD example, 189
statistical, 12, 158-159
treatment of, 11-13, 73, 201-217
see also Requirements uncertainty;
Cost-estimating uncertainty;
and Discounting
Undervaluing future outputs, tendency of government to, 222-223
Undiscounted cost, see Time preference assumptions
Uniform dispersion of data assumptions, 150
Unit equipment, 172
Unit of measure, 31
Utility, see Effectiveness
Unspecified differences in comparing alternatives, 48
Useful life, see Residual value
Value of the alternatives, 29, 50
Variable, explanatory (cost generating), 101
Variance of the disturbance, 155
Versatility, see Policy level criteria
War-gaming, severe constraints on traditional, 286-287
Wartime costs, 241
contained in "peacetime costs," 235-236
cost of war differs from elements of wartime cost contained in peacetime costs, 238
distant-future, non-nuclear limited war scenario, 236-237
"peacetime costs" defined, 235
relevancy in systems analysis, 235
wartime readiness reserve stocks, 235, 237
Water-resource development, possible systems analysis of, 20
Weapon System X, 101
Weapon-target matrix, 257 (Fig.)
with a distance measure added, 258 (Fig.)
Wrong format, see Data base deficiencies
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