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Preface

It was about ninety years ago that Galton and Watson, in treating the problem of the extinction of family names, showed how probability theory could be applied to study the effects of chance on the development of populations. They formulated a mathematical model, which was neglected for many years after their original work, but was studied again in isolated papers in the twenties and thirties of this century.

During the past fifteen or twenty years, the model and its generalizations have been treated extensively for their mathematical interest and as a theoretical basis for studies of the multiplication of such objects as genes, neutrons, or cosmic rays. The generalizations of the Galton-Watson model to be studied in this book can appropriately be called branching processes; the term has become common since its use in a more restricted sense by Kolmogorov and Dmitriev in 1947 (see Chapter II). We may think of a branching process as a mathematical representation of the development of a population whose members reproduce and die, subject to laws of chance. The objects may be of different types, depending on their age, energy, position, or other factors. However, they must not interfere with one another. This assumption, which unifies the mathematical theory, seems justified for some populations of physical particles such as neutrons or cosmic rays, but only under very restricted circumstances for biological populations.

This book aims at a systematic development of the theory of branching processes, with brief descriptions of the more important applications. Chapter I studies the original model of Galton and Watson, which was designed to answer the following question: If a man has probabilities $p_0, p_1, p_2, \ldots$ for having 0, 1, 2, \ldots sons, if each son has the same probabilities for sons of his own, and so on, what is the probability that the family will eventually become extinct, and more generally, what is the probability of a given number of male descendants in a given generation? Applications include the electron multiplier and R. A. Fisher's treatment of gene fixation. Chapter II treats a natural generalization, where each object in a population may be one of several types; an example is Kimura's model for random assortment in chromosome division. Chapter III carries on the generalization, so that one can deal with objects described by continuous variables such as age, energy, etc.
Here the theory is illustrated by the nucleon cascade and by a modification of Fermi's one-dimensional model for neutron transport. The theory is then applied in Chapter IV to the simplest three-dimensional model for neutron transport and multiplication, i.e., one-group theory with isotropy.

Chapter V, the first to deal with a continuous time parameter, treats the model of Galton and Watson when the development of a family is traced continuously in time. Here we deal with a narrower class of processes than those of Chapter I, but one that can be studied more exactly. In Chapter VI we study populations subject to aging effects. The treatment is based on integral equations, hinged on the so-called point of regeneration, rather than on the differential equations useful in studying Markov random processes. Finally, Chapter VII treats in some detail the theory of the electron-photon cascade, one of the components of cosmic radiation. The treatment most familiar to mathematicians is that in Arley's book, which uses a Markov chain approximation to the cascade. Here, however, we study the more complex model formulated in 1937 by Bhabha and Heitler and independently by Carlson and Oppenheimer.

Thanks are due D. A. Darling and Rupert Miller, who read the entire manuscript and suggested numerous improvements; to Richard Bellman, who made many suggestions about the presentation; to my former teacher, S. S. Wilks, who introduced me to the problems considered here; and to J. L. Doob, who encouraged me to write the book.

Santa Monica, California  
July, 1963  

T. E. H.
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THE THEORY
OF BRANCHING PROCESSES
Chapter I

The Galton-Watson branching process

1. Historical remarks

The decay of the families of men who occupied conspicuous positions in past times has been a subject of frequent remark, and has given rise to various conjectures ... The instances are very numerous in which surnames that were once common have since become scarce or have wholly disappeared. The tendency is universal, and, in explanation of it, the conclusion has been hastily drawn that a rise in physical comfort and intellectual capacity is necessarily accompanied by diminution in "fertility" ... On the other hand, M. Alphonse de Candolle has directed attention to the fact that, by the ordinary law of chances, a large proportion of families are continually dying out, and it evidently follows that, until we know what that proportion is, we cannot estimate whether any observed diminution of surnames among the families whose history we can trace, is or is not a sign of their diminished "fertility".

These remarks of Francis Galton were prefaced to the solution by the Reverend H. W. Watson of the "problem of the extinction of families", which appeared in 18741. Not willing to accept uncritically the hypothesis that distinguished families are more likely to die out than ordinary ones, Galton recognized that a first step in studying the hypothesis would be to determine the probability that an ordinary family will disappear, using fertility data for the whole population. Accordingly, he formulated the problem of the extinction of families as follows:

Let $p_0, p_1, p_2, \ldots$ be the respective probabilities that a man has 0, 1, 2, ... sons, let each son have the same probability for sons of his own, and so on. What is the probability that the male line is extinct after $r$ generations, and more generally what is the probability for any given number of descendants in the male line in any given generation?

Watson's ingenious solution of this problem used a device that has been basic in most subsequent treatments. However, because of a purely algebraic oversight, Watson concluded erroneously that every family will die out, even when the population size, on the average, increases from one generation to the next.

Although we shall not be concerned with questions of demography, let us note at this point that Galton (1891) studied statistics on the reproductive rates of English peers, coming to the interesting conclusion

1 Watson and Galton (1874). Essentially the same discussion was given in an appendix to Galton's book (1889). Galton originally posed the problem in the pages of the Educational Times.
that one factor in lowering the rates was the tendency of peers to marry heiresses. An heiress, coming from a family with no sons, would be expected to have, by inheritance, a lower-than-ordinary fertility, and Galton's data bore out this expectation.

The mathematical model of Galton and Watson (we shall call it the Galton-Watson process) appears to have been neglected for many years after its creation, the next treatment known to the author being that of R. A. Fisher (1922, 1930a, 1930b). Fisher used a mathematical model identical with that of Galton and Watson to study the survival of the progeny of a mutant gene and to study random variations in the frequencies of genes. J. B. S. Haldane (1927) likewise applied the model to genetics.

The first complete and correct determination of the probability of extinction for the Galton-Watson process was given by J. F. Steffensen (1930, 1932). The problem was also treated by A. Kolmogorov (1938), who determined the asymptotic form of the probability that the family is still in existence after a large finite number of generations.

A. J. Lotka (1931a, 1931b, 1939a) carried out Galton's idea, using American fertility data, to determine the probability of extinction of a male line of descent. N. Semenoff (1935, Chapter III) used the Galton-Watson model in the elementary stages of his theoretical treatise on chemical (as opposed to nuclear) chain reactions, and W. Shockley and J. R. Pierce (1938) employed the model to study the multiplication of electrons in an electronic detection device (the electron multiplier).

After 1940 interest in the model increased, partly because of the analogy between the growth of families and nuclear chain reactions, and partly because of the increased general interest in applications of probability theory. Early work stimulated by the nuclear analogy included that of D. Hawkins and S. Ulam (1944) and C. J. Everett and S. Ulam (1948a, b, c, d). During the past 15 years the model has been the subject of numerous papers in Britain, the Soviet Union, and the United States.

The original Galton-Watson process and its generalizations are connected with work dating back to Niels Abel on functional equations and the iteration of functions, and with various lines of development in the theory of stochastic processes. For example, there is an interesting connection between the Galton-Watson process and the so-called birth-and-death processes, introduced in a special form by G. U. Yule (1924) in a study of the rate of formation of new species. The species, rather than individual animals, are the multiplying objects. There are also connections with the theory of cosmic radiation formulated independently.

1 Abel (1881). This posthumous paper appears in Abel's collected works.
by H. J. Bhabha and W. Heitler (1937) and by J. F. Carlson and J. R. Oppenheimer (1937).

These biological and physical problems have required treatment by mathematical models more elaborate than the Galton-Watson process, which is the subject of the present chapter. Although some of these later models are only remotely related to the Galton-Watson process, others can justifiably be considered its direct descendants. It is with these that the chapters after the first will be principally concerned.

With few exceptions we shall treat only processes in which it is assumed that different objects reproduce independently of one another. This is a severe limitation for any application to biological problems, although there are situations, which we shall point out, where the assumption of independence seems reasonable. For many processes of interest in physics the assumption of independence seems realistic, although, of course, the models are always imperfect in other ways.

2. Definition of the Galton-Watson process

Let us imagine objects that can generate additional objects of the same kind; they may be men or bacteria reproducing by familiar biological methods, or neutrons in a chain reaction. An initial set of objects, which we call the 0-th generation, have children that are called the first generation; their children are the second generation, and so on. The process is affected by chance events.

In this chapter we choose the simplest possible mathematical description of such a situation, corresponding to the model of Galton and Watson. First of all we keep track only of the sizes of the successive generations, not the times at which individual objects are born or their individual family relationships. We denote by \(Z_0, Z_1, Z_2, \ldots\) the numbers in the 0-th, first, second, \ldots generations. (We can sometimes interpret \(Z_0, Z_1, \ldots\) as the sizes of a population at a sequence of points in time; see Secs. V.5 and VI.27.) Furthermore, we make the two following assumptions.

(1) If the size of the \(n\)-th generation is known, then the probability law governing later generations does not depend on the sizes of generations preceding the \(n\)-th; in other words, \(Z_0, Z_1, \ldots\) form a Markov chain. We shall nearly always make the additional assumption that the transition probabilities for the chain do not vary with time.

(2) The Markov chains considered in this chapter have a very special property, corresponding to the assumption that different objects do not interfere with one another: The number of children born to an object does not depend on how many other objects are present.

Assumption (1) could fail, for example, if a man with few brothers tends to have fewer sons than a man with many brothers. In this case
it would help us to know whether a generation comprising six men were all brothers or came from three different fathers. We might restore the Markovian nature of the mathematical model by introducing different types corresponding to different fertilities. This would lead to the models of Chapters II and III.

Assumption (2) fails if the different objects interact with one another. Some discussion of this point for biological populations is given in Secs. 7.3, V.2, and VI.23. The assumption is supposed to be good for particles such as those of the neutron processes of Chapter IV and the electron-photon cascades of Chapter VII.

The author will occasionally remind the reader of the weak points in applications of the various mathematical models to be introduced. However, there will be no systematic attempt to evaluate the worth of the various assumptions.

2.1. Mathematical description of the Galton-Watson process. Let $Z_0, Z_1, Z_2, \ldots$ denote the successive random variables in our Markov process (more particularly, Markov chain, since the states in the process are nonnegative integers). We interpret $Z_n$ as the number of objects in the $n$-th generation of a population or family. We shall always assume that $Z_0=1$, unless the contrary is stated. The appropriate adjustments if $Z_0=1$ are easily made, because we assume that the families of the initial objects develop independently of one another.

We denote by $P$ the probability measure for our process. The probability distribution of $Z_1$ is prescribed by putting $P(Z_1=k)=p_k$, $k=0, 1, 2, \ldots$, $\sum p_k=1$, where $p_k$ is interpreted as the probability that an object existing in the $n$-th generation has $k$ children in the $(n+1)$-th generation. It is assumed that $p_k$ does not depend on the generation number $n$.

The conditional distribution of $Z_{n+1}$, given $Z_n=k$, is appropriate to the assumption that different objects reproduce independently; that is, $Z_{n+1}$ is distributed as the sum of $k$ independent random variables, each distributed like $Z_1$. If $Z_n=0$, then $Z_{n+1}$ has probability 1 of being 0. Thus we have defined the transition probabilities of our Markov process, denoted by

$$P_{ij}=P(Z_{n+1}=j|Z_n=i), \quad i, j, n = 0, 1, \ldots$$

(2.1)

These transition probabilities are defined for each $i$ and $j$ even though, strictly speaking, the right side of (2.1) is not defined as a conditional probability if $P(Z_n=i)=0$.

Having defined the process, we shall want to know some of its properties: the probability distribution and moments of $Z_n$; the probability that the random sequence $Z_0, Z_1, Z_2, \ldots$ eventually goes to zero; and the behavior of the sequence in case it does not go to zero.
2.2. Generating functions. We shall make repeated use of the probability generating function

\[ f(s) = \sum_{k=0}^{\infty} p_k s^k, \quad |s| \leq 1, \quad (2.2) \]

where \( s \) is a complex variable.

The iterates of the generating function \( f(s) \) will be defined by

\[ f_0(s) = s, \quad f_1(s) = f(s), \quad (2.3) \]
\[ f_{n+1}(s) = f[f_n(s)], \quad n = 1, 2, \ldots. \quad (2.4) \]

The reader can verify that each of the iterates is a probability generating function, and that the following relations are a consequence of (2.3) and (2.4):

\[ f_{m+n}(s) = f_m[f_n(s)], \quad m, n = 0, 1, \ldots, \quad (2.5) \]

and in particular,

\[ f_{n+1}(s) = f_n[f(s)]. \quad (2.6) \]

3. Basic assumptions

Throughout this chapter we shall, without further mention, make the following assumptions, unless the contrary is stated.

(a) None of the probabilities \( p_0, p_1, \ldots \) is equal to 1, and \( p_0 + p_1 < 1 \). Thus \( f \) is strictly convex on the unit interval.

(b) The expected value \( E Z_1 = \sum_{k=0}^{\infty} k p_k \) is finite. This implies that the derivative \( f'(1) \) is finite. The symbols \( f'(1), f''(1) \), etc., will usually refer to left-hand derivatives at \( s = 1 \), since we usually suppose \( |s| \leq 1 \).

4. The generating function of \( Z_n \)

The following basic result was discovered by Watson (1874) and has been rediscovered a number of times since. The Basic Assumptions are not required for this result.

**Theorem 4.1.** The generating function of \( Z_n \) is the \( n \)-th iterate \( f_n(s) \).

**Proof.** Let \( f_{(n)}(s) \) designate the generating function of \( Z_n, n = 0, 1, \ldots \). Under the condition that \( Z_n = k \), the distribution of \( Z_{n+1} \) has the generating function \( [f(s)]^k, k = 0, 1, \ldots \). Accordingly the generating function of \( Z_{n+1} \) is

\[ f_{(n+1)}(s) = \sum_{k=0}^{\infty} P(Z_n = k) [f(s)]^k = f_{(n)}[f(s)], \quad n = 0, 1, \ldots. \quad (4.1) \]

From the definitions of \( f_{(0)} \) and \( f_{(1)} \), we see that they are equal. Using (2.6) and (4.1), we then see by induction that \( f_{(n)}(s) = f_n(s), n = 1, 2, \ldots \).
Theorem 4.1 enables us to calculate the generating function, and hence the probability distribution, of $Z_n$ in a routine manner by simply computing the iterates of $f$, although only rarely can the $n$-th iterate be found in a simple explicit form. From the point of view of probability theory, the main value of Theorem 4.1 is that it enables us to calculate the moments of $Z_n$ and to obtain various asymptotic laws of behavior for $Z_n$ when $n$ is large.

Remark. We leave it to the reader to show that if $k$ is a positive integer, then $Z_0, Z_k, Z_{2k}, Z_{3k}, \ldots$ is a Galton-Watson process with the generating function $f_k(s)$.

We now consider the moments of $Z_n$.

5. Moments of $Z_n$

Definitions 5.1. Let

$$m = \mathbb{E} Z_1, \quad \sigma^2 = \text{Variance } Z_1 = \mathbb{E} Z_1^2 - m^2.$$ 

Note that $m = f'(1)$ and $\sigma^2 = f''(1) + m - m^2$.

We can obtain the moments of $Z_n$ by differentiating either (2.4) or (2.6) at $s=1$. Thus differentiating (2.4) yields

$$f_{n+1}'(1) = f'[f_n'(1)]f_n'(1) = f'(1)f_n'(1), \quad (5.1)$$

whence by induction $f_n'(1) = m^n, \ n = 0, 1, \ldots$. If $f''(1) < \infty$, we can differentiate (2.4) again, obtaining

$$f_{n+1}''(1) = f'(1)f_n''(1) + f''(1)[f_n'(1)]^2. \quad (5.2)$$

We obtain $f_n''(1)$ by repeated application of (5.2) with $n = 0, 1, 2, \ldots$; thus

$$\text{Variance } Z_n = \mathbb{E} Z_n^2 - (\mathbb{E} Z_n)^2 = \frac{\sigma^2 m^n (m^n - 1)}{m^2 - m}, \quad m \neq 1; \quad \text{and } m = 1. \quad (5.3)$$

We thus have the following results$^1$.

Theorem 5.1. The expected value $\mathbb{E} Z_n$ is $m^n, \ n = 0, 1, \ldots$. If $\sigma^2 = \text{Variance } Z_1 < \infty$, then the variance of $Z_n$ is given by (5.3).

If higher moments of $Z_1$ exist, then higher moments of $Z_n$ can be found in a similar fashion.

$^1$ Steffensen (1932) showed how to obtain the moments in essentially this manner.
6. The probability of extinction

We now consider the problem originally posed by Galton: find the probability of extinction of a family.

**Definition 6.1.** By *extinction* we mean the event that the random sequence \( \{Z_n\} \) consists of zeros for all but a finite number of values of \( n \).

Since \( Z_n \) is integer-valued, extinction is also the event that \( Z_n \to 0 \). Moreover, since \( P(Z_{n+1} = 0 | Z_n = 0) = 1 \), we have the equalities

\[
P(Z_n \to 0) = P(Z_n = 0 \text{ for some } n) = P [(Z_1 = 0) \cup (Z_2 = 0) \cup \ldots] = \lim_{n \to \infty} P [(Z_1 = 0) \cup \ldots \cup (Z_n = 0)] = \lim_{n \to \infty} P(Z_n = 0) = \lim_{n \to \infty} f_n(0).
\]

(6.1)

It is obvious that \( f_n(0) \) is a nondecreasing function of \( n \).

**Definition 6.2.** Let \( q \) be the probability of extinction, i.e.,

\[
q = P(Z_n \to 0) = \lim f_n(0).
\]

(6.2)

**Theorem 6.1.** If \( m = \delta Z_1 \leq 1 \), the extinction probability \( q \) is 1. If \( m > 1 \), the extinction probability is the unique nonnegative solution less than 1 of the equation

\[
s = f(s).
\]

(6.3)

**Proof.** We see by induction that \( f_n(0) < 1 \), \( n = 0, 1, \ldots \).

We have already observed that \( 0 = f_0(0) \leq f_1(0) \leq f_2(0) \leq \ldots \leq q = \lim f_n(0) \). Since \( f_{n+1}(0) = f[f_n(0)] \), and since \( \lim f_n(0) = \lim f_{n+1}(0) = q \), we see that \( q = f(q) \), and of course \( 0 \leq q \leq 1 \). If \( m \leq 1 \), then \( f(s) < 1 \) for \( 0 \leq s < 1 \). Using the law of the mean to express \( f(s) \) in terms of \( f(1) \), we see that \( f(s) > s \) for \( 0 \leq s \leq 1 \) if \( m \leq 1 \). Hence in this case \( q = 1 \).

If \( m > 1 \), then \( f(s) < s \) when \( s \) is slightly less than 1, but \( f(0) \geq 0 \). Hence (6.3) has at least one solution in the half-open interval \([0, 1)\). If there were two solutions, say \( s_0 \) and \( t_0 \) with \( 0 \leq s_0 < t_0 < 1 \), then Rolle's theorem would imply the existence of \( \xi \) and \( \eta \), \( s_0 < \xi < t_0 < \eta < 1 \), such that \( f'(\xi) = f'(\eta) = 1 \). But this is impossible because \( f \) is strictly convex. Now \( \lim f_n(0) \) cannot be 1 because \( \{f_n(0)\} \) is a nondecreasing sequence, while \( f_{n+1}(0) = f[f_n(0)] \) would be less than \( f_n(0) \) if \( f_n(0) \) were slightly less than 1. Hence \( q \) must be the unique solution of (6.3) in \([0, 1)\). \[\]

Watson (1874, 1889) deduced that \( q \) is a root of (6.3), but failed to notice that if \( m > 1 \), the relevant root is less than 1.

**Remark.** The reader can show that \( s \leq f(s) \leq f(q) = q \) when \( 0 \leq s \leq q \). Then by induction \( f(s) \leq f_2(s) \leq f_3(s) \leq \ldots \leq q \) when \( 0 \leq s \leq q \), and hence

\[\]

1 First proved in complete generality by Steffensen (1930, 1932).
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\[ f_n(s) \to q \text{ since } f_n(s) \geq f_n(0). \] Furthermore, in case \( m > 1 \), if \( q < s < 1 \), then
\[ 1 > s \geq f(s) \geq f_2(s) \geq \ldots, \] and we see that \( f_n(s) \to q \) in this case also. Hence, whatever the value of \( m \),

\[
\lim_{n \to \infty} f_n(s) = q, \quad 0 \leq s < 1. \tag{6.4}
\]

(See Fig. 1.)

![Graph of \( f(s) \), \( f_2(s) \), and \( f_3(s) \) for a case in which \( 0 < q < 1 \)]

Fig. 1. Graphs of \( f(s) \), \( f_2(s) \), and \( f_3(s) \) for a case in which \( 0 < q < 1 \)

6.1. Instability of \( Z_n \). The sequence \( \{Z_n\} \) either goes to \( \infty \) or goes to 0; it does not remain positive and bounded, even in case \( m = 1 \), as the next result shows.

**Theorem 6.2.** No matter what is the finite value of \( m = 0 \), \( Z_1, 2, \ldots \). Moreover \( Z_n \to \infty \) with probability \( 1 - q \) and \( Z_n \to 0 \) with probability \( q \).

**Proof.** We shall first show that each of the states \( k = 1, 2, \ldots \) is transient; that is, if we put \( R_k = P(Z_{n+j} = k \text{ for some } j \geq 1 | Z_n = k) \), then \( R_k < 1 \). To see this, observe that if \( \rho_0 = 0 \), then \( R_k = \rho_1^k < 1 \), while if \( \rho_0 > 0 \), then \( R_k \leq 1 - P_{k0} = 1 - \rho_0^k < 1 \). Hence for each \( k = 1, 2, \ldots \) we have \( \lim P(Z_n = k) = 0 \) and \( P(Z_n = k \text{ for infinitely many values of } n) = 0 \).

(See FELLER (1957, pp. 283-286, 352-353).) Since \( Z_n \) does not take the same positive value infinitely often, it must go to 0 or \( \infty \). From

\[1\] The first sentence of the theorem is implicit in the work of STEFFENSEN (1930, 1932). FELLER (1951) pointed out the applicability of the theory of Markov chains.
Theorem 6.1 we know that $q$ is the probability that $Z_n \rightarrow 0$. This completes the proof. \qed

The unstable behavior depicted by Theorem 6.2 is different from the behavior of biological populations, which, typically, expand to the limit supportable by the environment and then level off more or less. However, the Galton-Watson process has been used to represent the early stages of the development of a family, before the environment is saturated. An example is given in Sec. 7.3.

In Sec. 11 we shall see that there is a generalized sense in which stability is possible.

Remark. If $m \leq 1$, it is obvious that $P(Z_n = k) \to 0$ as $n \to \infty$, uniformly for $k=1, 2, \ldots$. If $m > 1$, this uniformity still holds, at least if $f''(1) < \infty$.

7. Examples

Before taking up a more detailed study of the Galton-Watson process, we consider several examples of calculations and applications.

7.1. Fractional linear generating functions. Suppose the probabilities $\rho_1, \rho_2, \ldots$ form a geometric series: $\rho_k = b \cdot k^{-1}, \quad k=1, 2, \ldots, 0 < b, c; \quad b \leq 1 - c; \quad$ while $\rho_0 = 1 - \rho_1 - \rho_2 - \ldots$. Then the generating function $f(s)$ is a fractional linear function, $f(s) = 1 - b/(1 - c) + b s/(1 - c s)$, and it can be verified by induction that the iterates $f_n(s)$ are the same kind of function with different constants $b_n$ and $c_n$. The first moment is

$$ m = f'(1) = \frac{b}{(1 - c)^2}. \quad (7.1) $$

The equation $s = f(s)$ has the nonnegative root $s_0$ given by

$$ s_0 = \frac{1 - b - c}{c (1 - c)}. \quad (7.2) $$

This root is 1 if $m = 1$ and is, if $m \neq 1$, the only nonnegative root different from 1. Thus $s_0 = q$ if $m \geq 1$.

The iterates $f_n(s)$ can be written conveniently in the form

$$ f_n(s) = 1 - m^n \left( \frac{1 - s_0}{m^n - s_0} \right) + \frac{m^n \left( \frac{1 - s_0}{m^n - s_0} \right)^2}{1 - \left( \frac{m^n - 1}{m^n - s_0} \right)^2}, \quad m \geq 1; \quad n = 1, 2, \ldots; \quad (7.3) $$

$$ f_n(s) = \frac{n c - (n c + c - 1) s}{1 - c + n c - n c s}, \quad 0 < c < 1; \quad m = 1; \quad n = 1, 2, \ldots. \quad (7.4) $$

For each $n$, the probabilities $P(Z_n = k)$ can be found from (7.3) or (7.4), and are again a geometric series, excluding possibly the first term.

---

\footnote{Harris (1948, p. 481).}

\footnote{This family of functions was considered in nineteenth-century works on functional iteration, such as that of Schroeder (1871).}
LOTKA (1931a, 1931b, 1939a) applied Theorem 6.1 to determine the extinction probability for American male lines of descent. He found that the probabilities \( p_k, k \geq 1 \) were well represented by the geometric series \( p_k = b e^{c-k-1} \), with \( b = 0.2126 \), \( c = 0.5893 \), and \( p_0 = 0.4825 \). The extinction probability is thus \( q = 0.849 \). (The numerical values here, based on the 1939 paper, are slightly different from those in the earlier papers. The numbers are based on the Census of 1920.)

7.2. Another example. Suppose \( f(s) \) has the fractional linear form given above. If \( h \) is a function such that \( h^{-1} [f(h(s))] \) is a generating function \( g(s) \), then the iterates \( g_n(s) \) are generating functions of the form \( h^{-1} [f_n(h(s))] \). For example, suppose \( f(s) = s / [m - (m-1)s] \), \( m > 1 \), and let \( h(s) = s^k \), where \( k \) is a positive integer. Then

\[
f_n(s) = \frac{s}{m^n - (m^n - 1)s}, \quad g_n(s) = \frac{s}{[m^n - (m^n - 1)s]^{1/k}}, \quad n = 1, 2, \ldots.
\]

(7.5)

We shall find an interesting interpretation for the forms (7.3), (7.4), and (7.5) when we study branching processes with a continuous time parameter (Sec. V.13).

7.3. Survival of animal families or genes. Imagine a large biological population that has reached equilibrium with its environment, so that each mature animal (or plant) has an average of one descendant reaching maturity in the next generation. Let us now fix our attention on a family descended from some one animal. Suppose that the family has an average multiplication rate \( m \), which, because of a mutation or other reasons, may be different from 1. We are interested in the probability that this family survives indefinitely, assuming that we know the probabilities for the number of mature children of one animal in the family. Let us suppose that as long as the family remains small relative to the rest of the population, the assumptions of GALTON and WATSON are applicable; in particular we assume that mature members of the family are scattered through the population and do not compete with one another appreciably. However, if the family grows very large, then its members may saturate the environment and compete with one another, and the assumptions of GALTON and WATSON would no longer hold.

Suppose we want to find the probability of extinction of the family. If \( m \leq 1 \), then it seems reasonable (or at least internally consistent) to apply the Galton-Watson model and deduce that the probability of extinction is 1, since the model implies that the family is never large. On the other hand, if \( m > 1 \) it may appear inconsistent to apply the model, because it implies that the family can grow very large. However,

---

1 The usefulness of this consideration in the present context was pointed out by HAWKINS and ULAM (1944). The form \( h = s^k \) was used by HARRIS (1948).
the following argument suggests that we may sometimes apply the model to calculate survival probabilities even if \( m > 1 \).

Let us suppose that there is a large number \( N \) such that if the size of the family reaches \( N \), then the family will very probably survive and flourish. (This is a mathematical truth about the Galton-Watson process if \( m > 1 \), and we now suppose it to be true about the real family as well.) If \( N \) is small compared to the total population size, then the probability \( P_1 \) that the family reaches the size \( N \) may reasonably be calculated according to the assumptions of Galton and Watson. The probability that the family then survives indefinitely is very close to 1, and since \( P_1 \) is close to the value \( q \) calculated according to the Galton-Watson model, we may suppose that the survival probability is very close to \( q \).

R. A. Fisher (1922, 1930a, Chapter 4; 1930b) applied the Galton-Watson model to the survival of a family of genes; see also Sec. 12.

If each animal or gene produces a large number of progeny, only a few of which survive to reproduce, it is reasonable that the generating function \( f \) should have a Poisson form. Fisher (1930a) used this form to calculate the chances for survival of the family of a gene when \( m \) is near 1. For example, if \( m = 1.01 \), the chance of indefinite survival is 0.0197. The chance that the 127-th generation is not empty is 0.0271 if \( m = 1.01 \) and is 0.0153 if \( m = 1 \).

7.4. Electron multipliers\(^1\). An electron multiplier is a device for amplifying a weak current of electrons. Each electron, as it strikes the first in a series of plates, gives rise to a random number of electrons, which strike the next plate and produce more electrons, etc. The numbers of electrons produced at successive plates have been treated as a Galton-Watson process.

8. Asymptotic results when \( m > 1 \)

In Secs. 8-10, we shall study the limiting distribution of \( Z_n \) when \( n \) is large, and the behavior of the random sequence \( Z_1, Z_2, \ldots \). The limiting distribution cannot in general be obtained explicitly, except when \( m = 1 \). However, in Chapter V we shall see that rather explicit results can be obtained for those processes that can be imbedded in a scheme with a continuous time parameter.

The usual notions of convergence of a sequence of random variables \( \{W_n\} \) to a random variable \( W \) are defined in treatises on probability theory such as Kolmogorov (1933) or Loève (1960). Briefly, convergence in probability means that for each \( \epsilon > 0 \) we have

---

\(^1\) Shockley and Pierce (1938) and Woodward (1948) gave early treatments. The former reference treats also the complications due to random noise in the instrument.
lim \lim_{n \to \infty} \text{Prob}\{|W_n - W| > \varepsilon\} = 0; \text{ convergence in mean square means that } \lim_{n \to \infty} \mathbb{E}|W_n - W|^2 = 0; \text{ convergence with probability 1 means that with probability 1 the limit } \lim_{n \to \infty} W_n \text{ exists and is equal to } W. \text{ The second mode of convergence implies the first; the third also implies the first. Any of the three modes of convergence implies that the distribution of } W_n \text{ converges to the distribution of } W \text{ at any continuity point of the latter.}

8.1. Convergence of the sequence \{Z_n/m^n\}. We have shown that when \varepsilon Z_1 = m > 1, the family of one ancestor has a positive probability of surviving indefinitely. In case it does survive, then from Theorem 6.2 we know that the size increases indefinitely. Hence we should expect the population eventually to increase at a geometric rate, in accordance with the Malthusian law of growth. That this is true is a consequence of Theorem 8.1 and Remark 1 below, which together imply that \( Z_n \sim W m^n \), where \( W \) is a random variable that is 0 when and only when \( Z_n \) goes to 0. If we plot \( \log Z_n \) as a function of \( n \), pretending for convenience that \( n \) is a continuous variable, we obtain a curve that eventually is almost a straight line with the slope \( \log m \), provided \( Z_n \) does not go to 0. The intercept of the limiting line on the vertical axis is the random variable \( \log W \). The \textit{randomness} of \( W \) should be stressed. It arises because the size of the family may undergo proportionally large random fluctuations in the early generations, these fluctuations acting as multiplicative factors whose effect persists in later generations. The situation is illustrated in Fig. 2, which shows how two different families, both with the same probabilities \( p_k \), might develop.
Definition 8.1. Let \( W_n = Z_n / m^n, \, n = 0, 1, \ldots \).

Theorem 8.1. If \( m > 1 \) and \( \mathcal{E} Z_1^2 < \infty \), then the random variables \( W_n \) converge with probability 1, and in mean square (i.e., in the mean, order two), to a random variable \( W \), and

\[
\mathcal{E} W = 1, \quad \text{Variance } W = \frac{\text{Variance } Z_1}{m^2 - m} > 0. \tag{8.1}
\]

Corollary. The conditional variance of \( W \), given \( W > 0 \), is positive; i.e.,

\[
\mathcal{E} (W^2 | W > 0) - [\mathcal{E} (W | W > 0)]^2 > 0.
\]

Proof of Theorem 8.1. From the definition of \( Z_n \), we have, with probability 1,

\[
\mathcal{E} (Z_n + k | Z_n) = m Z_n, \quad n = 0, 1, \ldots
\]

Using this relation repeatedly, we find that with probability 1 (only the final equality is meaningful if \( k = 0 \))

\[
\mathcal{E} (Z_{n+k} | Z_n) = \mathcal{E} \left[ \mathcal{E} (Z_{n+k} | Z_{n+k-1}, Z_{n+k-2}, \ldots, Z_n) | Z_n \right] = \mathcal{E} \left[ \mathcal{E} (Z_{n+k} | Z_{n+k-1}) | Z_n \right] = m^k Z_n, \quad n, k = 0, 1, 2, \ldots
\]

Dividing both sides of (8.2) by \( m^{n+k} \) we obtain the important relation

\[
\mathcal{E} (W_{n+k} | W_n) = \mathcal{E} (W_{n+k} | W_n, W_{n-1}, \ldots, W_0) = W_n, \quad n, k = 0, 1, 2, \ldots \tag{8.3}
\]

the first equality in (8.3) holding because \( W_0, W_1, \ldots \) is a Markov process. From (5.3) and (8.3), we have

\[
\mathcal{E} W_n^2 = 1 + \frac{\sigma^2}{m^2 - m} \left( 1 - m^{-n} \right), \quad \mathcal{E} (W_{n+k} - W_n)^2 = \frac{\sigma^2 m^{-n}}{m^2 - m} \left( 1 - m^{-k} \right), \quad n, k = 0, 1, \ldots \tag{8.4}
\]

It then follows\(^2\) that the \( W_n \) converge in mean square to a random variable \( W \) and that the mean and variance of \( W \) are as given in the theorem. Moreover, letting \( k \to \infty \) in (8.4), we see that \( \mathcal{E} (W - W_n)^2 = O(m^{-n}), \) and hence \( \sum_{n=0}^{\infty} \mathcal{E} (W - W_n)^2 = \mathcal{E} \sum_{n=0}^{\infty} (W - W_n)^2 < \infty. \) Since the infinite series has a finite expectation and is thus finite with probability 1, it must be true with probability 1 that \( (W - W_n)^2 \to 0; \) i.e., that \( W_n \to W. \)

\(^1\) Convergence in distribution of \( Z_n / m^n \), for the case in which all moments of \( Z_1 \) are finite, was proved by Hawkins and Ulam (1944) and independently by Yaglom (1947) under the present conditions. Convergence in mean square was shown by Harris (1948) from (8.3), and as pointed out by J. L. Doob, (8.3) implies that the sequence \( Z_n / m^n \) is a martingale and hence converges with probability 1 if \( \mathcal{E} Z_1^2 < \infty. \) However, see Remark 3 following the theorem.

\(^2\) See, e.g., Loève (1960, p. 161).
To prove the corollary, consider the generating function

\[ G(s) = \frac{f[s(1-q) + q] - q}{1-q}. \]

Note that \( G(0) = 0 \) and \( G^{(r)}(0) = (1-q)^{r-1} f^{(r)}(q), \ r = 1, 2, \ldots \). The reader can verify that \( G''(1) < \infty \) and that \( G \) satisfies the Basic Assumptions of Sec. 3. Hence the variance \( G''(1) + G'(1) - (G'(1))^2 \) is positive, which is equivalent to the assertion that \((1-q)f''(1) - m^2 + m > 0\). Since \( P(W > 0) = 1 - q \) (see Remark 1 below), this is equivalent to the assertion of the corollary.

**Remark 1.** It is obvious that \( W = 0 \) whenever \( Z_n \to 0 \). However, it is conceivable that the conditional probability that \( W = 0 \), given \( Z_n \to \infty \), could be positive. This would be the case if \( Z_n \) had a positive probability of growing at a less-than-geometric rate. However, we can show\(^2\) that \( P(W = 0|Z_n \to \infty) = 0 \), as follows. In Sec. 13.4, we shall see that under the condition \( Z_1 = k \), the random vector \((Z_2, Z_3, \ldots, Z_n)\) is distributed as the sum of \( k \) independent vectors, each having the same distribution as the vector \((Z_1, Z_2, \ldots, Z_{n-1})\). Hence

\[ P(W = 0|Z_1 = k) = P(W_n \to 0|Z_1 = k) = (P(W \to 0))^k, \]

and thus, if \( q^* = P(W = 0) \), then \( q^* = f(q^*) \). But \( q^* \) cannot be 1, since Variance \( W > 0 \); hence \( q^* = q \).

Since we are thus assured that, with probability 1, \( W = 0 \) only when \( Z_n \to 0 \), Theorem 8.1 implies the assertion made earlier in this section that \( Z_n \sim W m^n \).

**Remark 2.** If \( 1/m \) is small, formula (8.1) implies that the coefficient of variation of \( W \) (i.e., the ratio standard deviation/mean) is approximately equal to the coefficient of variation of \( Z_n \). In Chapter VI we shall see that an analogous relation holds for certain “age-dependent” branching processes.

**Remark 3.** From (8.3) (see also the footnote to Theorem 8.1), the random variables \( W_n \) are a martingale and hence, since \( \mathcal{E}[W_n|1] = 1 \), the \( W_n \) converge to a random variable \( W \) whether or not \( \mathcal{E}Z^2 \) is finite and whether or not \( m > 1 \). This random variable is obviously identically 0 if \( m \leq 1 \). An example due to Levinson (1959) shows that if \( \mathcal{E}Z^2 = \infty \), we may have \( W \equiv 0 \) even when \( m > 1 \). However, under an additional condition that is satisfied if, e.g., \( \psi_n = O(n^{-2-\varepsilon}) \) for some \( \varepsilon > 0 \), Levinson has shown that \( W \neq 0 \).

---

1 See Harris (1948, p. 477) for another use of the function \( G \). (The notation \( h \) is used in that paper.)

2 I am indebted to J. L. Doob for this argument, which is simpler than my original one. (Harris (1948, p. 480).)
Since the $W_n$ form a martingale, the oscillations of the sequence $W_1, W_2, \ldots$ are subject to general theorems about martingale oscillations. See Doob (1953) and Dubins (1962).

8.2. The distribution of $W$. In view of Theorem 8.1, we can use the distribution of $W$ to study the distribution of $Z_n$ for large $n$. In order to study the distribution of $W$, we shall derive from (2.4) a functional equation for its moment-generating function $\varphi(s) = \mathcal{E} e^{-sW}$.

**Definitions 8.2.** Let $\varphi_n(s), n = 0, 1, 2, \ldots$, and $\varphi(s)$ denote respectively the moment-generating functions of $W_n$ and $W$,

$$
\varphi_n(s) = \mathcal{E} e^{-sW_n} = f_n(e^{-\gamma n w}), \quad \varphi(s) = \mathcal{E} e^{-sW}, \quad Re(s) \geq 0. \quad (8.5)
$$

Let $K(u) = P(W \leq u)$ be the distribution of $W$.

Equation (2.4) then becomes

$$
\varphi_{n+1}(ms) = f[\varphi_n(s)], \quad Re(s) \geq 0; \quad n = 0, 1, \ldots. \quad (8.6)
$$

Since the random variables $W_n$ converge in probability to $W$, their distributions converge to that of $W$ and $\varphi_n(s) \to \varphi(s)$ when $Re(s) \geq 0$. Since $f(s)$ is continuous for $|s| \leq 1$, we see that $f[\varphi_n(s)] \to f[\varphi(s)]$. We then have the following result, which was first proved in somewhat less generality by Hawkins and Ulam (1944).

**Theorem 8.2.** Under the conditions of Theorem 8.1, the moment-generating function $\varphi(s) = \mathcal{E} e^{-sW}$ satisfies the relations

$$
\varphi(ms) = f[\varphi(s)], \quad Re(s) \geq 0, \quad (8.7)
$$

with $\varphi'(0) = -1$. The characteristic function $\varphi(-it), -\infty < t < \infty$, is the only characteristic function satisfying (8.7) corresponding to a distribution with first moment 1.

**Proof.** The equality $\varphi(ms) = f[\varphi(s)]$ is a consequence of (8.6) and the existence of $f[\varphi_n(s)] = f[\varphi_n(s)]$. The Schwarz inequality implies $(\mathcal{E}|W-W_n|^2)^{1/2} \leq \mathcal{E}|W-W_n|^2$, and hence $\mathcal{E} W_n$ converges to $\mathcal{E} W$, which thus must equal 1, since $\mathcal{E} W_n = 1$. Hence $\varphi'(0) = -1$.

To prove uniqueness, let $\Psi_1(t)$ and $\Psi_2(t)$ be characteristic functions satisfying $\Psi_r(mt) = f[\Psi_r(t)], \quad r=1, 2, \quad$ with $\Psi'_1(0) = \Psi'_2(0) = 1$. Then

\[1\] It is customary to define the moment-generating function as (in our notation) $\varphi(-s)$, but this would force us to deal with the half plane $Re(s) \leq 0$, which is inconvenient.

\[2\] Harris (1947, 1948). Levinson (1959) has pointed out that the uniqueness proof does not essentially use the finiteness of the second moments. The fact that $\varphi$ satisfies (8.7) was first proved, for the case in which all moments of $Z_1$ are finite, by Hawkins and Ulam (1944), and (8.7) was also proved by Yaglom (1947). Such equations are closely related to those studied by Abel (posthumous 1881), Schröder (1871), Koenigs (1884), and others.
\[\Psi_1(t) - \Psi_2(t) = t\gamma(t),\] where \(\gamma(t)\) is a continuous function such that \(\gamma(0) = 0\) (Loève (1960, p. 199)). Since \(|f(s)| \leq m|s| \leq 1\), we have \(m|t\gamma(mt)| = |f(\Psi_1(t)) - f(\Psi_2(t))| \leq m|\Psi_1(t) - \Psi_2(t)| = m|t\gamma(t)|\). Hence \(\gamma(t) \geq \gamma(mt)\), or, by induction, \(\gamma(t) \leq \gamma(t/m^n), n = 1, 2, \ldots\). Since \(\gamma\) is continuous, we have, for each \(t\), \(|\gamma(t)| \leq \lim_{n \to \infty} |\gamma(t/m^n)| = |\gamma(0)| = 0\). □

The following result is an example of the use that can be made of (8.7).

**Theorem 8.3.** Under the conditions of Theorem 8.1 the distribution \(K(u) = P(W \leq u)\) is absolutely continuous except for a jump of magnitude \(q\) at \(u = 0\).

**Sketch of proof.** If \(f(0) = 0\), then it can be shown from (8.7) that \(\varphi(it) \to 0\) as \(t \to \pm \infty\) and that \(d\varphi(it)/dt\) is absolutely integrable on \((-\infty, \infty)\). It follows from this that \(K(u)\) has a density function given by

\[K'(u) = \frac{1}{2\pi i u} \int_{-\infty}^{\infty} e^{-iut} \frac{d\varphi(-it)}{dt} dt, \quad u > 0.\]

If \(f(0) > 0\), the argument needs only a slight modification. □

Other uses of (8.7) are the following (see Harris (1948)). We can determine the moments of \(W\) by differentiating (8.7) at \(s = 0\), provided \(f\) has a sufficient number of finite derivatives at \(s = 1\). We can determine \(\varphi\) numerically from (8.7) and then find \(K\) by using the Fourier inversion formula. We can determine the behavior of \(\varphi\) as \(s \to \infty\) (and as \(s \to -\infty\) if \(f\) is an entire function) and make some deductions about \(K(u)\) near \(u = 0\) (or as \(u \to \infty\)).

Recent results of Ramachandran (1962) help describe the behavior of \(K\) when \(f\) is entire.

**8.3. Asymptotic form of \(P(Z_n=0)\).** The asymptotic form of the probabilities \(f_n(0) = P(Z_n=0)\) as \(n \to \infty\) can be determined using a result on the iteration of functions that goes back at least to Köenigs (1884). (The finiteness of \(\epsilon Z_1^2\) is not required.)

**Theorem 8.4.** If \(m > 1\) and \(q > 0\), then

\[f_n(0) = q - d[f'(q)]^n + O((f'(q))^{2n}), \quad (8.8)\]

where \(d\) is a positive constant.

It does not seem possible to find \(d\) explicitly in general. Notice that \(0 < f'(q) < 1\) because of the convexity of \(f\).

Since (8.8) is so basic, we sketch the proof. The method is essentially that of Köenigs.

---

1 Harris (1947, 1948) contains the proof and further study of \(K\). The continuity of \(K\) except at 0 was proved by Yaglom (1947).
Proof. Let $\Lambda$ be a positive number whose size will be determined later. In the proof $c, c_1,$ and $c_2$ will denote constants independent of $n$ and $s$.

If $\Lambda$ is sufficiently small, then

$$f(s) - q = f'(q) (s-q) [1 + (s-q) h(s)], \quad |s-q| \leq \Lambda,$$  \hspace{1cm} (8.9)

where $h$ is continuous. Now suppose $f'(q) < c < 1$ and choose $\Lambda$ small enough so that $|f(s) - q| \leq c |s-q|$, provided $|s-q| \leq \Lambda$; it is obvious from (8.9) that we can do this. Then if $|s-q| \leq \Lambda$, we have also $|f(s) - q| \leq c \Lambda$, and by induction we have $|f_n(s) - q| \leq c^n \Lambda$, $n = 1, 2, \ldots$.

Replacing $s$ by $f_{n-1}(s)$ in (8.9) and using repeatedly the resulting recurrence relation, we obtain, keeping $|s-q| \leq \Lambda$,

$$f_n(s) - q = \left(f'(q)^n (s-q) \prod_{i=0}^{n-1} [1 + (f_i(s) - q) h(f_i(s))]\right).$$  \hspace{1cm} (8.10)

Since $|f_i(s) - q| \leq c^i \Lambda$, the product $\prod_{i=0}^{n-1}$ converges uniformly for $|s-q| \leq \Lambda$, as $n \to \infty$, to a continuous function $G(s)$, with $G(q) = 1$, and (8.10) then shows that $|f_n(s) - q| \leq c_1 (f'(q)^n |s-q|$, and hence $|1 - \prod_{i=n}^{\infty} | \leq c_2 (f'(q))^n$.

The reader can now complete the proof by putting $s = f_k(0)$ in (8.10), where $k$ is a fixed integer sufficiently large so that $|q - f_k(0)| \leq \Lambda$ and so that $G(f_k(0))$ is positive. \[ \square \]

8.4. Local limit theorems when $m > 1$. Čistyakov (1957) has given a result on the asymptotic form of the probabilities $P(Z_n = j)$ when $j$ is in the neighborhood of the mean $m^n$, for the case $m > 1$. For part of the proof, it appears to have been assumed that the sequence $Z_n$ is imbeddable in a scheme with a continuous time parameter. (See Chapter V.) Accordingly we shall give the result in Chapter V.

8.5. Examples. In only a few cases can $K$, the distribution of $W$, be found explicitly; we shall see in Chapter V how some of these cases arise. When $f(s)$ has the form (7.3) with $n = 1$, and $m > 1$, then $K(u)$ has a jump at $u = 0$ of magnitude $q = s_0$ (see (7.2)), and for $u > 0$, $K'(u) = (1-q)^2 e^{-(1-q)u}$. If $f$ has the form

$$f(s) = \frac{s}{[m-(m-1)s^k]^{1/k}},$$

where $k$ is a positive integer (see (7.5)), then $K$ is continuous at 0 and

$$K'(u) = k^{-1/k} \Gamma\left(\frac{1}{k}\right) u^{(1/k)-1} e^{-u/k}, \quad u > 0.$$  \hspace{1cm} (8.11)

\[ ^1 \text{Harris (1948).} \]
9. Asymptotic results when $m<1$

Since $Z_n \to 0$ when $m<1$, the limiting distribution of $Z_n$ is not interesting. However, we obtain a nontrivial limiting distribution if we consider the conditional distribution of $Z_n$, given that $Z_n \neq 0$.

**Definition 9.1.** If $s$ is a complex number, we shall denote by $S_1(s)$ (or $S_2(s)$, etc.) the set of points $s'$, with $|s'| \leq 1$, that are interior to some circle centered at $s$. The radius of the circle will depend on the requirements of the problem, and when it is asserted that some relation $\mathcal{R}$ holds when $s' \in S_1(s)$, the meaning is that there exists an $S_1(s)$ such that $\mathcal{R}$ holds for $s' \in S_1(s)$.

The next result is due to Yaglom (1947).

**Theorem 9.1.** Suppose $m<1$ and $\beta Z_1^2 < \infty$. Then for each $j = 1, 2, \ldots$,

$$
\lim_{n \to \infty} P(Z_n = j | Z_n \neq 0) = b_j
$$

(9.1)

exists, and $\sum_{j=1}^{\infty} b_j = 1$. Moreover, the generating function $g(s) = \sum b_j s^j$ satisfies the functional equation

$$
g[f(s)] = mg(s) + 1 - m, \quad |s| \leq 1.
$$

(9.2)

**Proof.** Under the hypotheses of the theorem we have

$$
f(s) = 1 + m(s - 1) + \frac{3}{2} f''(1)(s - 1)^2 + o(s - 1)^2, \quad s \in S_2(1). \quad \text{(See Definition 9.1.)}
$$

(9.3)

Arguing as in the proof of Theorem 8.4, we obtain the relation

$$
f_n(s) = 1 + m^n B_1(s) (s - 1) [1 + R_n(s)], \quad s \in S_2(1),
$$

(9.4)

where $B_1$ is continuous, $B_1(1) = 0$, and $|R_n(s)| \leq d_1 m^n$. By putting $s = f_k(0)$ in (9.4), where $k$ is sufficiently large so that $f_k(0) \in S_2(1)$, we find that

$$
1 - f_n(0) \sim c_1 m^n, \quad n \to \infty,
$$

(9.5)

where $c_1$ is positive. This result was given by Kolmogorov (1938). From (9.4) and (9.5) we obtain

$$
\lim_{n \to \infty} \frac{f_n(s) - f_n(0)}{1 - f_n(0)} = \lim_{n \to \infty} \frac{f_n(s) - 1}{1 - f_n(0)} + 1
$$

$$
= \left( \frac{1}{c_1} \right) B_1(s) (s - 1) + 1
$$

$$
g(s), \quad \text{say,} \quad s \in S_2(1).
$$

(9.6)

The functions $[f_n(s) - f_n(0)]/[1 - f_n(0)]$ are probability generating functions for each $n$ and therefore are bounded in the unit circle uniformly in $n$. Hence (see Titchmarsh (1939, p. 168)) these generating
functions converge uniformly in any closed region interior to the unit circle, and the limit \( g(s) \) must then be analytic whenever \( |s| < 1 \). Since the derivatives of these functions at \( s = 0 \) also converge to the derivatives of \( g \) at \( s = 0 \) (Titchmarsh (1939, pp. 95, 98)), we see that \( g \) is a power series whose coefficients \( b_1, b_2, \ldots \), which are all nonnegative, are the limits of the conditional probabilities (9.1). From the relation between \( g \) and \( B \) in (9.6), we see that \( g \) is continuous at \( s = 1 \) and that \( g(1) = 1 \), and hence \( \sum b_i = 1 \).

Now replace \( s \) by \( f(s) \) in equation (9.6), taking \( s \) close enough to 1 so that both \( s \) and \( f(s) \) are in \( S_2(1) \). Using (9.5) we then obtain (9.2) for \( s \in S_2(1), f(s) \in S_2(1) \). Hence, by analytic continuation, equation (9.2) holds throughout the unit circle.

Unfortunately an explicit expression is not available for \( g'(1) \), although we can evaluate it numerically by calculating the iterates \( f_n(0) \). The procedure, which incidentally proves that \( g'(1) < \infty \), is as follows. Repeated application of (9.2) for \( s = 0 \) gives

\[
g[f_n(0)] - 1 = m^n [g(0) - 1] = - m^n, \quad n = 1, 2, \ldots \tag{9.7}
\]

Dividing both sides of (9.7) by \( f_n(0) - 1 \), letting \( n \to \infty \), and using (9.5), we obtain

\[
g'(1) = \lim_{n \to \infty} \frac{g[f_n(0)] - 1}{f_n(0) - 1} = \lim_{n \to \infty} \frac{m^n}{1 - f_n(0)} = \frac{1}{c_1}. \tag{9.8}
\]

**Remark on uniqueness.** Since \( g(1) = 1 \) and \( g'(1) < \infty \), \( g \) has the form \( g(s) = 1 + (s - 1) \theta(s) \), where \( \theta \) is continuous and \( \theta(1) = g'(1) \). We leave it to the reader to show that (9.2) cannot have another solution of this sort.

From (5.3) we deduce that if \( m < 1 \) and \( f''(1) < \infty \), then \( f_n''(1) = O(m^n) \). Hence the fractions in (9.6) have second derivatives that are bounded for \( |s| \leq 1 \), uniformly in \( n \). Thus \( g''(1) < \infty \). We can then determine the value of \( g''(1) \) by twofold differentiation of (9.2) at \( s = 1 \). Presumably, we can determine higher derivatives of \( g \) at 1 (i.e., higher factorial moments) by a similar process.

The reader may wish to verify that if \( f(s) \) is a fractional linear function with \( f'(1) < 1 \), then \( g \) is also a fractional linear function, which can be calculated explicitly.

10. **Asymptotic results when \( m = 1 \)**

10.1. **Form of the iterates \( f_n \) when \( m = 1 \).** The limiting distributions when \( m \to 1 \) assume a great variety of forms. In fact, \( f \) is uniquely determined by \( \varphi \) in the case \( m > 1 \), through the relation \( f(s) = \varphi [m \varphi^{-1}(s)] \) (see (8.7)), and similarly \( f \) is determined by \( g \) in case \( m < 1 \). This makes it rather surprising that when \( m = 1 \), we have an exponential limiting
distribution, regardless of the form of \( f \) provided \( f'''(1) < \infty \). (However, see Sec. V.11.4.)

Our treatment will be based on Lemma 10.1, which follows in essence the treatment of FATOU (1919). The part of the lemma making use of the existence of the fourth moment for \( Z_1 \) is not needed in the present section, but will be required in Sec. 11.

In the remainder of Sec. 10, \( O(x) \) will designate a quantity bounded by \( C|x| \), where the constant \( C \) does not depend on \( n, s \), or other variables.

**Lemma 10.1.** Suppose \( m=1 \) and \( f'''(1) < \infty \). Let \( S \) denote the points \( s \) that either (a) are interior to the unit circle or (b) lie on the segment of the unit circle \(-\theta_0 \leq \arg s \leq \theta_0 \), excluding the point \( s=1 \), where \( \theta_0 \) is a positive number to be specified in the proof. Then

\[
\frac{1}{1-f_n(s)} = \frac{1}{1-s} + \frac{nf''(1)}{2} + O(\log n), \quad s \in S, \quad n \to \infty. \quad (10.1)
\]

If in addition \( f^{iv}(1) < \infty \), then the expression

\[
\frac{1}{1-f_n(s)} = \frac{1}{1-s} - \frac{nf''(1)^2}{4} - \frac{f'''(1)}{6} - \frac{1}{1-s} + \frac{1}{2} f'''(1) \quad (10.2)
\]

converges to a finite limit as \( n \to \infty \), uniformly for \( s \in S \). The limit is bounded for \( s \in S \).

**Proof.** We assume \( |s| \leq 1 \) throughout. Since \( f(e^{i\theta}) \) is the characteristic function of a discontinuous distribution with more than one step, there is a \( \theta_0 > 0 \) such that \( |f(e^{i\theta})| < 1 \) for \( |\theta| \leq \theta_0 \), \( \theta \neq 0 \). (See LoÈVE (1960, p. 202).) We use this \( \theta_0 \) in defining \( S \). Now the Basic Assumptions of Sec. 3 imply that \( |f(s)| < 1 \) if \( |s| < 1 \). Hence if \( s \in S \), none of the iterates \( f_0(s), f_1(s), \ldots \) is equal to 1, and all except possibly \( f_0(s) \) are less than 1 in absolute value. Moreover, since \( f_n(0) \to 1 \), we have \( \lim_{n \to \infty} f_n(s) = 1 \) uniformly for \( s \in S \).

Our hypotheses imply that

\[
\begin{align*}
1-f(s) &= 1-s-a(1-s)^2 + b(1-s)^3 - \gamma(s), \\
a &= \frac{1}{2}f''(1), \quad b = \frac{1}{3}f'''(1),
\end{align*}
\]

where \( \gamma(s) = o(1-s)^3 \) if \( f'''(1) < \infty \), and \( \gamma(s) = O(1-s)^4 \) if \( f^{iv}(1) < \infty \).

Using (10.3) we obtain, if \( f'''(1) < \infty \),

\[
\frac{1}{1-f(s)} = \frac{1}{1-f(f_{j-1}(s))} \]

\[
= \frac{1}{1-f_{j-1}(s)} + a + (a^2 - b)(1-f_{j-1}(s)) \]

\[
+ \frac{\gamma(f_{j-1}(s))}{(1-f_{j-1}(s))^2} + \delta(f_{j-1}(s)), \quad s \in S; \quad n=1,2,\ldots, \quad (10.4)
\]
where $\delta(s) = O(1 - s)^2$. Summing both sides of (10.4) on $j$ from 1 to $n$, we have

$$\frac{1}{1 - f_n(s)} = \frac{1}{1 - s} + n a + (a^2 - b) \sum_{j=0}^{n-1} (1 - f_j(s)) + \sum_{j=0}^{n-1} \frac{\nu f_j(s)}{(1 - f_j(s))^2} + \sum_{j=0}^{n-1} \delta(f_j(s)).$$  

(10.5)

Since $f_n(s) \to 1$ uniformly for $s$ in $S$ as $n \to \infty$, each of the last three sums on the right side of (10.5) is $o(n)$. Moreover, $Re[1/(1 - s)] \geq 0$ for $|s| \leq 1$. Hence, taking the reciprocals of the two sides of (10.5), we see that $1 - f_n(s) = O(1/n)$, and hence each of the last three sums in (10.5) is $O(\log n)$. Thus (10.1) is proved.

Next, using (10.1), we have (defining $u_j$ by the context)

$$u_j(s) = 1 - f_j(s) - \frac{1}{1 - s} + ja = O(\log j)$$  

(10.6)

and since $Re[1/(1 - s)] \geq 0$, the right side of (10.6) is $O(\log j/j^2)$. Hence $\sum |u_j(s)| < \infty$ for $s \in S$. Returning to (10.5) and assuming now that $f^{iv}(1) < \infty$, we see that both the last two sums in (10.5) converge absolutely. Hence the expression

$$\frac{1}{1 - f_n(s)} = \frac{1}{1 - s} - na - (a^2 - b) \sum_{j=0}^{n-1} \frac{1}{1 - s} + ja$$  

(10.7)

approaches a limit as $n \to \infty$, for each $s \in S$. Since the bounds on the $u_j$ and on the terms of the last two sums in (10.5) are uniform for $s \in S$, the lemma is proved.

10.2. The probability of extinction when $n$ is large. It was shown by KOLMOGOROV (1938) that if $m = 1$ and $f''(1) < \infty$, then

$$P\{Z_n \geq 0\} \sim \frac{2}{nf''(1)}.$$  

(10.8)

This result can be obtained by putting $s = 0$ in (10.1).

10.3. Distribution of $Z_n$ when $n$ is large. Since

$$\varepsilon Z_n = 1 = \varepsilon (Z_n | Z_n = 0) P(Z_n = 0) + \varepsilon (Z_n | Z_n \neq 0) P(Z_n \neq 0),$$

we see from (10.8) that

$$\varepsilon (Z_n | Z_n \neq 0) \sim \frac{nf''(1)}{2}, \quad n \to \infty,$$  

(10.9)
which suggests that we look for a conditional distribution not for $Z_n$ but for $2Z_n|nf''(1)$. We then obtain the following result, due to YAGLOM (1947). The result for the special case when $f$ has the Poisson form was given by FISHER (1930a).

**Theorem 10.1.** Suppose $m = 1$ and $f''(1) < \infty$. Then

$$\lim_{n \to \infty} P\left( \frac{2Z_n}{nf''(1)} > u | Z_n = 0 \right) = e^{-u}, \quad u \geq 0.$$ 

**Proof.** The conditional characteristic function of the random variable $2Z_n|nf''(1)$, given that $Z_n = 0$, is

$$\Psi_n(t) = \frac{f_n(e^{2it}) - 1}{1 - f_n(0)} + 1, \quad n = 1, 2, \ldots; -\infty < t < \infty. \quad (10.10)$$

Let $I$ be the closed interval $[-t_0, t_0]$, excluding the point $t = 0$, where $t_0$ is an arbitrary positive number. If $n$ is sufficiently large, then $e^{2it|nf''(1)}$ belongs to $S$ (see Lemma 10.1) for any $t$ in $I$. Hence we can apply (10.1) to the right side of (10.10), obtaining

$$\Psi_n(t) = 1 - \frac{\frac{n f''(1)}{2} \left[ 1 + O(\log n/n) \right]}{1 - e^{2it|nf''(1)}} + \frac{n f''(1)}{2} + O(\log n), \quad t \in I. \quad (10.11)$$

Letting $n \to \infty$ in (10.11), we see that $\Psi_n(t) \to 1/(1 - it)$, $t \in I$, this being also true, as can be seen directly, for $t = 0$. Since $t_0$ is arbitrary, the functions $\Psi_n$ must converge for each $t$ to $1/(1 - it)$, which is the characteristic function of the exponential distribution.

ČISTYAKOV (1957) states that N. V. SMIRNOV has given a limit theorem for the individual probabilities in the case $m = 1$.

**10.4. The past history of a surviving family when $m = 1$.** Suppose a family for which $m = 1$ happens to be surviving after a large number $N$ of generations. Theorem 10.1 gives the conditional distribution of $Z_N$. However, we may be interested in the conditional distribution of the size of the family at time $n < N$, given that it has survived $N$ generations. If $n$ and $N - n$ are both large, there is again a universal limiting conditional distribution\(^1\). In fact, the conditional distribution of $2Z_n|nf''(1)$, given $Z_N > 0$, as $n \to \infty$ and $N - n \to \infty$, approaches the distribution whose density function is $ue^{-u}$, $u > 0$. We omit the proof.

**11. Stationarity of $Z_n$**

We have shown (Theorem 6.2) that $Z_n$ either goes to 0 or goes to $\infty$ and thus is not the sort of process that can have a stationary probability distribution, except the trivial one $Z_n \equiv 0$. Nevertheless we shall see

\(^1\) HARRIS (1951).
11. Stationarity of $Z_n$

that if $p_0 > 0$ we can always find a stationary "distribution", or stationary measure, if we allow "probabilities" whose sum is infinite, and if we give special status to the absorbing state 0. After establishing the general results, we shall give in Sec. 12 an interesting application of stationary measures to genetics, due to R. A. Fisher (1930a, 1930b). In Chapter V we shall see how stationary measures can be determined in more explicit form in the case of continuous time.

11.1. Stationary probabilities. Let $(P_{ij})$ be the transition matrix for a Markov chain with states 0, 1, 2, ... By a set of stationary probabilities for $(P_{ij})$ we mean a set of numbers $\pi_i$, $i = 0, 1, 2, \ldots$, satisfying

$$\pi_i = \sum_{j=0}^{\infty} \pi_j P_{ji}, \quad i = 0, 1, 2, \ldots; \; \pi_i \geq 0; \; \sum_{i=0}^{\infty} \pi_i = 1. \quad (11.1)$$

The importance of stationary probabilities is explained in textbook discussions of Markov chains. We observe that if $X_0, X_1, \ldots$ are the variables of a Markov chain and if $X_0$ has the probability distribution $\text{Prob}(X_0 = i) = \pi_i$, $i = 0, 1, \ldots$, then $X_1, X_2, \ldots$ all have this same distribution. Furthermore, under conditions found in texts, we have $\lim_{n \to \infty} \text{Prob}(X_n = j | X_0 = i) = \pi_j$ for any $i$ and $j$.

If $(P_{ij})$ is the transition matrix for a Galton-Watson process, then it is obvious that $(1, 0, 0, \ldots)$ is a set of stationary probabilities. We can show that there is no other set of stationary probabilities by the following argument: (a) Suppose $p_0 > 0$. Then $P_{0j} > 0$, $j = 0, 1, 2, \ldots$. From the equation $\pi_0 = \pi_0 P_{00} + \pi_1 P_{01} + \cdots$ and the fact that $P_{00} = 1$, we see that $\pi_i = 0$ for $i > 0$. (b) Suppose $p_0 = 0$. Then $P_{ij} = 0$ for $j < i$, and hence from (11.1) $\pi_i = \pi_1 P_{1i} + \cdots + \pi_j P_{ji}$, $i = 1, 2, \ldots$. Let $\pi_n$ be the first one of the numbers $\pi_1, \pi_2, \ldots$ that is different from 0. Then the above equation gives $\pi_n = P_{n+1} \pi_n$. Now $P_{nn}$ is the coefficient of $s^n$ in the expansion of $(f(s))^n$ and it is a consequence of the Basic Assumptions of Sec. 3 that $P_{nn} < 1$. But this implies that $\pi_n = 0$, contrary to hypothesis. Hence $\pi_1, \pi_2, \ldots$ must all be 0.

11.2. Stationary measures. A stationary measure for a Markov chain is a set of nonnegative numbers $\pi_i$, not all 0, satisfying (11.1) except that the sum $\sum \pi_i$ need not be finite. For example, there is always a stationary measure if the chain is indecomposable and recurrent (Derman (1954, 1955)), and sometimes (but not always) if the chain is transient (Harris (1957a)). For further discussion of stationary measures and their uses see Harris and Robbins (1953), Harris (1956), and Chung (1960). As shown by Derman (1955), the $\pi_i$ determine a stationary distribution for a set of particles in the states 0, 1, 2, ..., each wandering independently of the others according to the transition law of the chain. The number of particles in the state $i$ has a Poisson distribution with
mean proportional to $\pi_i$, and the numbers in different states at a given time are independent.

Strictly speaking, the Galton-Watson process has no stationary measure other than $(1, 0, 0, \ldots)$, even allowing $\sum \pi_i = \infty$. This follows from the argument in Sec. 11.1, which did not assume $\sum \pi_i < \infty$. The intuitive reason is that if $\rho_0 = 0$, the particles will all drift away to the right. (The trivial case $\rho_1 = 1$ is excluded.) On the other hand, if $\rho_0 > 0$, then an unlimited amount of mass will pile up in the state 0. However, this allows the possibility of a stationary measure for the states other than 0. The next result shows that there is one. For this result, it is not necessary to require the existence of any moments of $Z_t$, even the first. We also allow the case $f(s) = \rho_0 + (1 - \rho_0) s$, excluded by our Basic Assumptions.

11.3. Existence of a stationary measure for the Galton-Watson process.

Theorem 11.1. Let $(P_{ij})$ be the transition matrix for a Galton-Watson process for which $0 < \rho_0 < 1$. Then there exist nonnegative numbers $\pi_1, \pi_2, \ldots$, not all 0, satisfying the equations

$$\pi_i = \sum_{j=1}^{\infty} \pi_j P_{ji}, \quad i = 1, 2, \ldots,$$

(11.2)

and $\sum \pi_i = \infty$. We shall refer to the numbers $\pi_1, \pi_2, \ldots$ as a stationary measure for the Galton-Watson process. The generating function

$$\pi(s) = \sum_{i=1}^{\infty} \pi_i s^i$$

(11.3)

is analytic for $|s| < q$, where $q$ is the probability of extinction, and satisfies the functional equation (Abel's equation)

$$\pi[f(s)] = 1 + \pi(s), \quad |s| < q,$$

(11.4)

provided the numbers $\pi_i$ are multiplied by a constant factor so that $\pi[f(0)] = 1$.

Remark 1. We can also interpret the set $(\infty, \pi_1, \pi_2, \ldots)$ as a stationary measure on the states 0, 1, 2, ..., provided we interpret $0 \cdot \infty$ as 0.

Remark 2. Some generating functions $f$ correspond to just one stationary measure (except for a constant multiplicative factor), and some correspond to more than one. See Sec. 11.4 and page 29.

Although, as stated above, Theorem 11.1 is true with no requirements on the moments of $Z_t$, we shall give a proof, of a purely analytic nature, that requires some assumptions on the moments. The result can be proved without these assumptions by a probabilistic method that we shall only discuss briefly below, since it is rather lengthy.

---

1 This result and its relation to Fisher's work were announced in Harris (1958).
(a) **Proof of Theorem 11.1** when $m < 1$, $\sigma Z_1^2 < \infty$. Let $g(s)$ be the function of Sec. 9, satisfying (9.2). The function

$$
\tau(s) = \frac{\log[1 - g(s)]}{\log m} = -\frac{g - \frac{1}{2}g^2 - \frac{1}{3}g^3 - \cdots}{\log m}
$$

(11.5)

is obviously a power series with nonnegative coefficients, satisfying (11.4), and analytic for $|s| < 1$, with $\tau(0) = 0$. Comparing coefficients of powers of $s$ on the two sides of (11.4), we see that the coefficients satisfy (11.2). Putting $s = 1$ in (11.4) we see that $\tau(1) = 1 + \tau(1)$. Hence $\sum \tau_i = \infty$.

(b) **Proof of Theorem 11.1** when $m > 1$. (Second moment not required.) This is very similar to (a). Using an argument similar to that which established Theorem 9.1 and (9.2), we see that there is a function $g^*(s) = b_1^* s + b_2^* s^2 + \cdots$, with nonnegative coefficients, satisfying $g^*(q) = 1$, and

$$
g^*(s) = \lim_{n \to \infty} \frac{f_n(s) - f_n(0)}{q - f_n(0)},
$$

$$
g^*[f(s)] = f'(q) g^*(s) + 1 - f'(q), \quad |s| \leq q.
$$

We may then take

$$
\tau(s) = \frac{\log[1 - g^*(s)]}{\log f'(q)}, \quad |s| < q.
$$

From (11.4), $\tau(q) = \infty$. Hence $\sum \tau_i = \infty$.

(c) **Proof of Theorem 11.1** when $m = 1$, $f^\nu(1) < \infty$. Here we follow Fatou (1919) except for special arguments affected by the positivity of the coefficients. By elementary arguments (see, e.g., Courant (1937, Vol. 1, p. 381)), we find that if $a$ is defined by (10.3) and $0 \leq s < 1$, then the expression

$$
\sum_{j=0}^{n-1} \frac{1}{1 - s + ja} \cdot \frac{\log[1 + na(1 - s)]}{a}
$$

(11.6)

is bounded uniformly in $n$ and $s$, and approaches a limit as $n \to \infty$ for each $s$, $0 \leq s < 1$. From (11.6) and (10.2) we see that if we put

$$
R_n(s) = \frac{1}{1 - f_n(s)} - \frac{1}{1 - f_n(0)};
$$

then

$$
R_n(s) = \frac{s}{1 - s} + \frac{a^2 - b}{a} \log \left(1 + \frac{na(1 - s)}{1 + na}\right) + \delta_n(s),
$$

(11.7)

where the functions $\delta_n$ are bounded uniformly in $n$ and $s$, $0 \leq s < 1$, and approach a bounded limit as $n \to \infty$. From (11.7) and the definition of the functions $R_n$ we see that they are power series with nonnegative coefficients that are bounded uniformly in $n$ in the region $|s| \leq r < 1$, where $r$ is as close to 1 as we please. (The bound will depend on $r$.)
Hence \((Titchmarsh\ (1939, \ p. \ 168))\) the functions \(R_n\) converge for \(|s|<1\) to a limiting function \(R(s)\), analytic for \(|s|<1\). Moreover, we see from \((11.7)\) that
\[
R(s) = \frac{s}{1-s} - \frac{a^2 - b}{a} \log(1-s)
\]
is bounded for \(0 \leq s < 1\).

From \((10.2)\) we see that
\[
\lim \left( \frac{1}{1-f_{n+1}(0)} - \frac{1}{1-f_n(0)} \right) = \frac{f''(1)}{2}.
\]
Hence
\[
R(f(s)) = \lim \left\{ \frac{1}{1-f_{n+1}(s)} - \frac{1}{1-f_{n+1}(0)} + \frac{1}{1-f_{n+1}(0)} - \frac{1}{1-f_n(0)} \right\} \quad (11.9)
\]
\[
= R(s) + \frac{1}{2} f''(1).
\]
Hence we see that \(2R(s)/f''(1)\) is a solution of equation \((11.4)\), and the coefficients in its expansion are a solution of \((11.2)\).

\textbf{(d) Proof of Theorem 11.1 in the general case.} We can prove that \((11.2)\) has a nonnegative solution, without assuming the existence of moments, and without considering the cases \(m<1, m=1,\) and \(m>1\) separately, by making use of a probabilistic method essentially the same as the method used to prove the existence of stationary measures for certain transient chains \((Harris\ (1957a, \ Theorem \ 2))\). A brief indication of the argument follows.

Let \(f(s)\) have the form \(\rho_0 + \rho_r s^r + \rho_{r^2} s^{r^2} + \cdots, \rho_r > 0, \rho_0 > 0\), where \(0<r_1<r_2<\cdots\). Let \(T\) be the set of positive integers (or states) of the form \(n_1 r_1 + n_2 r_2 + \cdots\), where \(n_1, n_2, \ldots\) are nonnegative integers. If \(i\) and \(j\) belong to \(T\), then \(P^n_{ij} > 0\) for infinitely many values of \(n\), where \(P^n_{ij}\) is the \(n\)-step transition probability from \(i\) to \(j\). However, if \(j \in T, j \neq 0\), then \(P^n_{ij}\) is 0 for every \(i\) and every \(n > 0\).

Let \(\ell\) be any state in \(T\); \(\ell\) will remain fixed in the rest of this discussion. Now consider the quantities
\[
\pi^{(k)}_i = \sum_{n=1}^{\infty} P^n_{ki} / \sum_{n=1}^{\infty} P^n_{kl}, \quad k \in T; \quad i = 1, 2, \ldots
\]
It can be shown that there is a sequence \(k_1 < k_2 < \cdots\) of integers, each belonging to \(T\), such that \(\lim_{k \to \infty} \pi^{(k)}_i = \pi_i\) exists and is positive and finite for \(i \in T\) and 0 for \(i \in T, i \neq 0\), and that the \(\pi_i\) are a stationary measure. The main work in the proof is in verifying that a condition is satisfied analogous to the sufficient condition of Theorem 2 of \(Harris\ (1957a))^1\)

\footnote{The author takes this opportunity to make the following minor corrections to \(Harris\ (1957a)\). Page 938, line 18, "p_{ij}" should be "P_{ij}". Page 940, line 7, replace "k>j" by "k \geq j > i"; line 9, replace "As before, L_k = L_k(0)" by "L_k"; line 18, replace "P_{ij}" by "P_{ij}".}
11.4. The question of uniqueness. It has long been known that (11.4) has more than one solution (Abel (1881, posthumous)). If \( \omega(s) \) is defined for all \( s \) and has period 1, and if \( \pi \) is a solution of (11.4), then \( \pi(s) + \omega(\pi(s)) \) is also a solution, and, at least in a suitable region, every solution has this form. J. F. C. Kingman, answering negatively a conjecture of the author, has given an example, with \( m > 1 \), where (11.4) has distinct power series solutions with nonnegative coefficients, leading to distinct stationary measures. Sometimes there is only one (see the end of Sec. 11.6). Concerning (11.4), see Fatou (1919, 1920).

11.5. The form of the \( \pi_i \) when \( i \) is large, for the case \( m = 1 \). The behavior of the function \( R(s) \) indicated in (11.8) suggests that if we take \( \pi(s) \) as the function \( 2R(s)f''(1) \) when \( m = 1 \), then the \( \pi_i \) have, for large \( i \), the form

\[
\pi_i = \frac{2}{f''(1)} - \left[ 1 - \frac{2}{3} \frac{f'''(1)}{(f''(1))^2} \right] \frac{1}{i} + o\left(\frac{1}{i}\right). \tag{11.10}
\]

However, the relation (11.10) cannot always be true. For example, if the \( \rho_j \) differ from 0 only when \( i \) is even, then the \( \pi_i \) have the same property. This leaves open the question whether (11.10) holds except in such "periodic" cases.

We can at least assert something about the averages, since it follows from (11.8) and a well-known result of Hardy and Littlewood that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \pi_i = \frac{2}{f''(1)} \tag{11.11}
\]

(Titchmarsh (1939, p. 226)). Without the normalization \( \pi(f(0)) = 1 \), the right side of (11.11) must be multiplied by \( \pi(f(0)) \).

In fact, (11.11) holds for any stationary measure satisfying (11.2) in case \( m = 1 \) and \( f''(1) < \infty \). Since we have not proved uniqueness, we shall at least prove this.

**Theorem 11.2.** Suppose \( \rho_0 > 0 \), \( m = 1 \), and \( f''(1) < \infty \). Let \( \tau_1, \tau_2, \ldots \) be a stationary measure. Then the series \( \tau(s) = \sum \tau_i s^i \) converges for \( |s| < 1 \). If we normalize so that \( \tau(f(0)) = 1 \), then \( \tau \) satisfies (11.4) for \( |s| < 1 \) and the \( \tau_i \) satisfy (11.11), with \( \pi_i \) replaced by \( \tau_i \).

**Proof.** Let \( f(s) = \rho_0 + \rho_1 s + \cdots \) as usual, and let \( \rho \), be the first of the numbers \( \rho_1, \rho_2, \ldots \) that is positive. Then the transition probability \( P_{ij} \) has the form \( \rho_{ij} \rho_0^{i-1} \), \( i = 1, 2, \ldots \). Since \( \tau_r = \sum \tau_i P_{ij} \), we see that \( \sum \tau_i \rho_0^{i-1} < \infty \). Hence the series \( \tau(s) = \sum \tau_i s^i \) is convergent at least for \( |s| < \rho_0 \). Multiplying both sides of the equality \( \tau_i = \sum \tau_j P_{ij} \) by \( s^i \), summing from \( i = 1 \) to \( \infty \), and changing the order of summation on the right, we thus obtain

\[
\tau(s) = \sum_{i=1}^{\infty} \tau_i (f(s)^i - f(0)^i) < \infty, \quad 0 \leq s < \rho_0. \tag{11.12}
\]
Since \( f(s)^i - f(0)^i \geq (f(s) - f(0)) f(s)^{i-1} \) for \( 0 \leq s < p_0 \), we see from (11.12) that \( \sum \tau_i f(s) \) is finite when \( 0 \leq s < p_0 \), and hence the radius of convergence of \( \tau(s) \) is at least \( f(p_0) \), which is greater than \( p_0 \). Repeating the argument given above, we see that the equation in (11.12) holds for \( 0 \leq s < f(p_0) \), and hence that the radius of convergence of \( \tau \) is at least \( f(f(p_0)) = f_2(p_0) \). Similarly the radius is at least \( f_n(p_0) \), \( n = 3, 4, \ldots \), and hence is at least 1. If we normalize so that \( \sum \tau_i (p_0)^i = 1 \), we can then assert from (11.12) that
\[
\tau(f(s)) = \tau(s) + 1, \quad |s| < 1. \tag{11.13}
\]

Letting \( s \to 1 \) in (11.13) we see that \( \sum \tau_i = \infty \).

Next, using an argument deriving in essence from Abel, replace \( f(s) \) by \( \pi^{-1}[\pi(f(s))] \) on the left side of (11.13) and replace \( s \) by \( \pi^{-1}(\pi(s)) \) on the right side, \( 0 \leq s < 1 \), where \( \pi \) is the function defined just above (11.10). Replacing \( \pi(f(s)) \) by \( \pi(s) + 1 \) and then letting \( \pi(s) = z \), we have \( \tau[\pi^{-1}(z + 1)] = \tau[\pi^{-1}(z)] + 1 \), which shows that \( \tau[\pi^{-1}(z)] = z \), which we denote by \( \omega(z) \), has period 1 for \( 0 \leq z < \infty \). Hence \( \tau(s) = \pi(s) + \omega[\pi(s)] \), \( 0 \leq s < 1 \). Notice that we have used no properties of \( \pi \) except that it satisfies (11.4) and increases continuously from 0 to \( \infty \) as \( s \) increases from 0 to 1.

The function \( \omega \) is analytic at every point of the positive real axis. Since it is periodic, it is bounded. Hence \( \tau(s) \) must have the same asymptotic behavior as \( \pi \) when \( s \to 1 \), and hence the theorem of Hardy and Littlewood can be applied to the \( \tau_i \).

R. A. Fisher (1930a) considered the case where \( f \) has the Poisson form \( e^{-1} \) and arrived at the expression \( \pi_i \sim 1 - 1/6i \), which agrees with (11.10) except for a multiplicative factor. We shall consider Fisher's application in Sec. 12. Haldane (1939) extended some of Fisher's work to a general \( f \), although in neither case was the existence of a stationary measure actually demonstrated.

**11.6. Example:** fractional linear generating function. When \( f(s) \) has the fractional linear form (7.3) or (7.4), the following sequences represent stationary measures, normalized so that \( \pi[f(0)] = 1 \):
\[
\pi_i = \frac{1 - c_i}{c}, \quad i = 1, 2, \ldots; \quad m = 1; \tag{11.14}
\]
\[
\pi_i = \frac{1}{\log(1/m)} \frac{1 - (1/\xi_0)^i}{i}, \quad i = 1, 2, \ldots; \quad m < 1; \tag{11.15}
\]
\[
\pi_i = \frac{1}{\log m} \frac{(1/\xi_0)^i - 1}{i}, \quad i = 1, 2, \ldots; \quad m > 1. \tag{11.16}
\]

(Let us recall that \( s_0 > 1 \) when \( m < 1 \), and that \( s_0 = q < 1 \) when \( m > 1 \).)
It is easy to verify directly that (11.14) gives a stationary measure when \( m = 1 \), since in this case we obtain \( \pi(s) = \left( \frac{1-c}{c} \right) \left( \frac{s}{1-s} \right) \), and direct substitution shows that \( \pi[f(s)] - \pi(s) = \text{constant} \). In case \( m < 1 \), consider the rational function

\[
F(s) = \frac{(s_0 - f(s))(1-s)}{(1-f(s))(s_0-s)},
\]

where \( f \) is defined by (7.3) with \( n = 1 \). This function is bounded and is hence constant, but is obviously not zero. Since \( \pi(s) \), calculated from (11.15), is proportional to \( \log \left( \frac{s_0 - s}{s_0(1-s)} \right) \), we see that \( \pi[f(s)] - \pi(s) \) is proportional to \( F(s) \) and hence is constant. A similar argument holds when \( m > 1 \).

The forms (11.14), (11.15), and (11.16) can be deduced most readily by considering certain processes with a continuous time parameter. We shall do so in Chapter V.

Since the uniqueness property for stationary measures fails to hold in general, it is of interest that the measure (11.14) is unique, except for a multiplicative constant. For suppose \( \tau_1, \tau_2, \ldots \) is another stationary measure for the case \( m = 1 \), and put \( \tau(s) = \sum \tau_i s^i \). As indicated above,

\[
\tau(s) = \pi(s) + \omega[\pi(s)],
\]

where \( \omega \) is periodic and analytic and \( \pi(s) = (1-c)s/c(1-s) \). If we differentiate (11.17) with respect to \( s \) and multiply by \( \pi^2/\pi' \) we obtain

\[
\pi^2 + \pi^2 \omega'(\pi) = \frac{\tau' \pi^2}{\pi'} = \frac{(1-c)s^2 \tau'}{c}, \quad 0 \leq s < 1.
\]

The right side of (11.18) is an increasing function of \( s \), while the derivative of the left side is

\[
\pi(s) \pi'(s) [2 + 2\omega'(\pi(s)) + \pi(s) \omega''(\pi(s))] \cdot
\]

Since \( \omega' \) is bounded, since \( \pi(1) = \infty \), and since \( \omega'' \) must take negative values unless \( \omega \) is constant, the expression (11.19) must take negative values unless \( \omega \) is constant. Hence we obtain a contradiction unless \( \omega \) is constant. This constant must obviously be 0.

12. An application of stationary measures

In this section we shall interpret in terms of stationary measures part of the treatment of gene fixation by R. A. Fisher (1930a, Chapter IV). The reader is warned that neither the mathematics nor the genetics given below is rigorous. The reader should also consult Moran (1962, Chapter V) for further explanation, and Haldane (1939).

Consider a population of \( N \) animals, where \( N \) is large and remains approximately the same from generation to generation. In the popula-

tion are many genetic factors $\alpha, \beta, \gamma, \ldots$, where $\alpha$ controls some property such as length of tail, $\beta$ controls perhaps hair color, etc. Each animal has two genes for each factor, each gene having one of two alternative forms or alleles; for example, $\alpha$ has the alleles $a$ and $A$, $\beta$ has $b$ and $B$, etc. Thus, in relation to each factor an animal may be one of three genotypes; for the $\alpha$-factor, the types are $aa$, $aA$, and $AA$.

For convenience, we shall refer to the alleles $a$, $b$, $c$, \ldots as small alleles. Let $x_n$ be the number of small alleles of the factor $\alpha$ in the population in the $n$-th generation. Thus each $aa$ animal contributes 2 to $x_n$, each $aA$ 1, and each $AA$ 0. Then $0 \leq x_n \leq 2N$. If $x_n$ reaches either 0 or $2N$, then either the $a$'s or the $A$'s will have all disappeared, and in the absence of mutations (which we here assume) will not return. We then say that the factor $\alpha$ has been fixed.

Let us suppose that $x_1, x_2, \ldots$ is a Markov process, although it is only if $x_n/N$ or $(2N - x_n)/N$ is small that this seems at all plausible. Let $(Q_{ij})$ be the transition matrix for this process, and let us suppose that the same matrix would apply for any of the other factors $\beta, \gamma, \ldots$. Then if $\pi_i(n)$ is the expected number of factors in the $n$-th generation represented by $i$ small alleles in the population, we have

$$\pi_i(n+1) = \sum_{j=1}^{2N-1} \pi_j(n) Q_{ji}, \quad i = 1, 2, \ldots, 2N-1; \quad (12.1)$$

we can omit 0 and $2N$ from the range of $i$ and $j$ in (12.1), since they are absorbing states.

The matrix $(Q_{ij})$, where $i$ and $j$ range only from 1 to $2N-1$, will have a positive eigenvalue $\lambda$, $0 < \lambda < 1$, corresponding to a positive eigenvector $(\pi_1^*, \pi_2^*, \ldots, \pi_{2N-1}^*)$; thus

$$\lambda \pi_i^* = \sum_{j=1}^{2N-1} \pi_j^* Q_{ji}, \quad i = 1, 2, \ldots, 2N-1. \quad (12.2)$$

Now if $i$ and $j$ are small compared to $N$, it is plausible that $Q_{ij}$ is close to $P_{ij}$, where $(P_{ij})$ is the transition matrix for a branching process with generating function $f(s) = p_0 + p_1 s + \cdots$. This is because if $x_n/N$ is small, then under the assumptions of random mating, the only probable mating involving the $a$-allele is $aA \times AA$, and since there are only a few $a$-alleles, they should not interfere with one another. We suppose $f'(1) = 1$, to accord with a population of stationary size.

If $N$ is large, we should expect $\lambda$ to be close to 1, since the rate of fixation should be slow compared to the total number of factors. Roughly speaking, this is because $Q_{i0}$ and $Q_{i,2N}$ are small unless $i$ is close to 0 or $2N$. Hence it is plausible that the numbers $\pi_i^*$ satisfy approximately

$$\pi_i^* = \sum_{j=1}^{2N} \pi_j^* P_{ji}, \quad (12.3)$$
when \(i/N\) is small. We have omitted the upper limit of summation in (12.3). Presumably, only the initial terms are important, so we may think of the upper limit as infinite. That is, the \(\pi_i^*\) are approximately a stationary measure for a branching process. In other words, the relative frequencies of factors having 1, 2, 3, \ldots, \(i\) small alleles are (in a situation of steady decline) proportional to the first \(i\) components \(\pi_1, \ldots, \pi_i\) of a stationary measure, if \(i/N\) is small.

We can make an additional deduction (following Fisher) if we are willing to assume that \(\pi_i^*\) is close to \(\pi_i\) even if \(i/N\) is not small. There is some plausibility to this, but we do not discuss the plausibility here. The point is discussed by Moran (1962). Let us suppose we have a situation of steady decline, so that in a given generation the number of factors with \(i\) small alleles is \(\pi_i^*\). Then \(\sum_{i=1}^{2N-1} \pi_i^* \sim \sum_{i=1}^{2N-1} \pi_i\) is the total number of unfixed factors. From (11.11) we have

\[
\left(\frac{1}{2N-1}\right)^{2N-1} \sum_{i=1}^{2N-1} \pi_i \sim \frac{2}{f''(1)} \pi(f(0)).
\]

But \(\pi(f(0)) = \pi_1 p_0 + \pi_2 p_0^2 + \cdots\) is the number of factors for which the small allele vanishes in the next generation and, from symmetry, \(2\pi(f(0))\) is the number for which the small allele either vanishes or becomes \(2N\). Hence, the proportion of factors becoming fixed in each generation is approximately \(f''(1)/2N\) if \(N\) is large. (Fisher obtained the result for the Poisson case in which \(f''(1) = 1\), and Haldane for the case in which \(f\) is arbitrary.)

There are other ways of treating the problem, which has been discussed by many geneticists, and for further references the reader should consult Moran (1962). See also Feller (1951) and Karlin and McGregor (1962) for mathematical treatments of certain related problems.

13. Further results on the Galton-Watson process and related topics

In this section we give a number of further results concerning the Galton-Watson process and related topics, referring to published papers for the proofs. Recall that \(Z_0 = 1\).

13.1. Joint generating function of the various generations\(^1\). Let \(g_n(s_1, s_2, \ldots, s_n)\) be the joint generating function of \(Z_1, Z_2, \ldots, Z_n\). Then

\[
g_n(s_1, \ldots, s_n) = f(s_1/(s_2/(\ldots s_{n-1}/f(s_n))))
\]  

(13.1)

It can be deduced from (13.1) that the conditional distribution of the vector \((Z_2, Z_3, \ldots, Z_n)\), given \(Z_1 = k\), is that of the sum of \(k\) independent random vectors, each distributed like the vector \((Z_1, Z_2, \ldots, Z_{n-1})\).

\(^1\) Good (1955). This result is a special case of his.
13.2. Distribution of $Z_0 + Z_1 + \cdots + Z_n$ and of $Z=Z_0 + Z_1 + \cdots$.

Let $F_n(s)$ be the generating function of $Z_0 + \cdots + Z_n$, $n=0, 1, \ldots$, and let

$$F(s) = \sum_{i=1}^{\infty} P(Z = i) s^i.$$ 

Then $F(1) = 1$ or $F(1) < 1$, depending on whether or not $Z$ is finite with probability 1. The generating functions $F_1, F_2, \ldots$ are connected by the recurrence relation

$$F_{n+1}(s) = sF[F_n(s)], \quad n = 0, 1, \ldots,$$ 

and the function $F$ satisfies the relation

$$F(s) = sF[F(s)].$$

The coefficients in the expansion of $F$ can be determined by using Lagrange’s expansion.

We can use equation (13.3) to investigate the form of the probabilities $P(Z = i)$ when $i$ is large. In this connection we have the following result.

**Theorem 13.1.** Suppose that $p_0 > 0$ and that there is a point $a > 0$ in the interior of the circle of convergence of $f$ for which $f'(a) = f(a)/a$. (This is true, for example, if $1 < m \leq \infty$ or if $f(s)$ is entire or if $f(q) = \infty$, where $q$ is the radius of convergence of $f$.) The point $(a, f(a))$ is then the point where the graph of $f$, for positive real $s$, is tangent to a line through the origin.

Let $a = a[a(f(a))$ and let $d$ be the largest integer such that $p_d = 0$ implies that $r$ is a multiple of $d$, $r = 1, 2, \ldots$. If $r-1$ is not divisible by $d$, then we have $P(Z = r) = 0$, while if $r-1$ is divisible by $d$, then

$$P(Z = r) = d \left( \frac{a}{2\pi a f''(a)} \right)^{\frac{1}{2}} r^{-\frac{3}{2}} + O(a^{-r} r^{-\frac{3}{2}}), \quad r \to \infty.$$ 

Notice that $a \geq 1$, the equality holding if and only if $m=1$.

13.3. The time to extinction. In case $m \leq 1$, let $N$ be the smallest integer $n$ such that $Z_n = 0$. Then $P(N = n) = f_n(0) - f_{n-1}(0), n = 1, 2, \ldots$. In general it is not easy to determine these probabilities explicitly, or even to determine the moments of $N$. The problem is discussed briefly in Harris (1948).

13.4. Estimation of parameters. The question of estimating the parameters $p$, from observations on a sample sequence $Z_1, Z_2, \ldots$ has not been treated systematically. The ratio $(Z_1 + \cdots + Z_n)/(Z_0 + \cdots + Z_{n-1})$ is a maximum likelihood estimate of $m$. Moreover, if $m > 1$, if $\epsilon Z_1^2 < \infty$, and if $\epsilon$ is any positive number, then

$$\lim_{n \to \infty} P \left( \left| \frac{Z_1 + \cdots + Z_n}{Z_0 + \cdots + Z_{n-1}} - m \right| > \epsilon |Z_n| = 0 \right) = 0.$$ 

---

1 Hawkins and Ulam (1944), Good (1949), Otter (1949). If the initial object is not counted, the equation becomes $F(s) = f[sF(s)]$.

2 Otter (1949).

3 Harris (1948).
13.5. **Variable generating function.** Suppose that an object in the \( n \)-th generation has the generating function \( f^{(n)}(s) \) for the number of its children. Then the generating function for the number of objects in the \( n \)-th generation is \( f^{(0)}(f^{(1)} \ldots (f^{(n-1)}(s)) \ldots) \). Formula (13.1) can be generalized in a similar way\(^1\).

13.6. **Trees, etc.** We have considered \( Z_0, Z_1, \ldots \) as an integer-valued Markov process representing the total number of objects in successive generations. Such a representation does not distinguish between different family trees, as long as the numbers in the various generations are the same. Thus consider the three families in Fig. 3, where the children of an object are the dots (vertices) at the end of the segments going to the right of it.

![Fig. 3](image)

In all three cases we have \( Z_1 = 3, Z_2 = 2 \). However, if we stipulate, regarding two dots linked to the same vertex, that the higher one corresponds to the older child, then (a), (b), and (c) represent three different family structures.

In some problems in chemistry it is required to enumerate the trees having a given number of vertices\(^2\). However, in these applications the two trees (a) and (b) would not be distinguished; thus the enumeration problem is not the same as the one usually considered for family trees.

In Chapter VI we shall discuss the problem of defining a branching process by means of an explicitly given family tree.

There is an intimate connection between trees and random walks\(^3\), and there are also connections between branching processes and the formation of queues\(^4\).

13.7. **Percolation processes.** The mathematical treatment of branching processes is simple because the reproduction of an object is assumed to be independent of past history and of the presence of other objects. Once the assumption of independence is dropped, there is no simple way of classifying the resulting processes. They may be Markov (or non-Markov) processes of quite general types.

---

\(^1\) Good (1955).

\(^2\) Pólya (1937); Otter (1948).

\(^3\) Good (1951); Harris (1952).

\(^4\) Kendall (1951).
Percolation processes may be considered mathematical models for the spread of an infection among objects arranged in a lattice structure. The most important difference between such a spread and a branching process is that the objects surrounding a newly infected object may already have been infected. Thus the further spread of the infection depends on the past history of the infection. Percolation processes may also be considered models for the penetration or "percolation" of a fluid into a porous medium through channels that are subject to random blocking or damming.

As defined by Broadbent and Hammersley (1957), and studied further by Hammersley (1957a, 1957b, 1959), a percolation process consists of a set of atoms (or vertices) of which certain pairs are connected by bonds (or links). The connection may be in both directions or only one. Each bond has a certain probability of being dammed (i.e., impervious to the transport of fluid), independently of other bonds. One can then study questions such as the probability distribution of the number of atoms connected to a given atom by chains of undammed bonds, or the probability that a given atom is connected to infinitely many other atoms.

Percolation processes have some relation to mathematical theories that have been proposed for random nerve networks\(^1\) and to theories of random clusters of points on a lattice\(^2\), although the studies on these subjects have considered different kinds of problems from those mentioned above.

Since the subject is rather complicated, we refer the reader to the references cited above. A special result for percolation processes on lattices of squares in the plane was given by Harris (1960a).

Chapter II

Processes with a finite number of types

1. Introduction

A first step in generalizing the simple Galton-Watson process is the consideration of processes involving several types of objects. For example, in cosmic-ray cascades electrons produce photons, and photons produce electrons. In the reproduction of certain bacteria the usual form may produce a mutant form that behaves differently. Or, objects may be characterized by a continuous variable, such as position or age, but as an approximation the range of the variable may be divided

---

\(^1\) E.g., Eccles (1952), pp. 251 ff.

\(^2\) E.g., Krishna Iyer (1955).
into a finite number of portions, each portion corresponding to one type. This device was suggested by Scott and Uhlenbeck (1942) in their treatment of cosmic rays, where the continuous variable is energy, and was used by Bartlett (1946) and Leslie (1948) in dealing with human populations, where the continuous variable is age.

From the point of view of the general theory of Markov processes, it makes little difference whether one or several types are considered, since it is still a question of Markov processes with a denumerable number of states. However, from the point of view of the special theorems for branching processes that were given in Chapter I, some new problems arise; for example, we must consider the ratios of the numbers of the different types; and the classification of the different types, according to the ability of one to produce another, becomes complicated.

A special case of a Galton-Watson process with two types was treated by Bartlett (1946). The first general formulation and treatment of processes with several types appears to have been given by Kolmogorov and Dmitriev (1947), who treated chiefly the case of a continuous time parameter. Early results for the case of a discrete time parameter — the case that will be treated in the present chapter — were obtained by Kolmogorov and Sevast’yanov (1947), Everett and Ulam (1948a, b, c, d), and Sevast’yanov (1948). References to further results will be given later in this chapter.

A thorough exposition of the theory of these processes was given by Sevast’yanov (1951), covering the various complications that arise when some types cannot produce others. For the most part we shall avoid these complications in the present chapter. In some cases they can be treated by simple extensions of the results presented here.

2. Definition of the multitype Galton-Watson process

Notation. We shall denote vectors and matrices by boldface letters. The components of a vector will be indicated by the corresponding lightface letter indexed in some cases by superscripts and in some cases by subscripts. A matrix or vector whose elements are zeros will be denoted simply by 0. A vector premultiplying (postmultiplying) a matrix will be considered a row (column) vector; otherwise we do not distinguish between row and column vectors. All vectors (matrices) will be of order \( k(k \times k) \), where \( k \) is a fixed positive integer, representing the number of different types.

Definitions 2.1. Let \( T \) denote the set of all \( k \)-dimensional vectors whose components are nonnegative integers. Let \( \mathbf{e}_i, 1 \leq i \leq k \), denote the vector whose \( i \)-th component is 1 and whose other components are 0.
Definition 2.2. The multitype (or vector) Galton-Watson process is a temporally homogeneous vector Markov process $Z_0, Z_1, Z_2, \ldots$, whose states are vectors in $T$. We shall always assume that $Z_0$ is nonrandom. We interpret $Z_n^i$, the $i$-th component of $Z_n$, as the number of objects of type $i$ in the $n$-th generation.

The transition law for the process is as follows. If $Z_0 = e_i$, then $Z_1$ will have the generating function

$$f^i(s_1, \ldots, s_k) = \sum_{r_1, \ldots, r_k = 0}^\infty \hat{p}^i(r_1, \ldots, r_k) s_1^{r_1} \ldots s_k^{r_k}, \quad |s_1|, \ldots, |s_k| \leq 1, \quad (2.1)$$

where $\hat{p}^i(r_1, \ldots, r_k)$ is the probability that an object of type $i$ has $r_1$ children of type $1, \ldots, r_k$ of type $k$. In general, if $Z_n = (r_1, \ldots, r_k) \in T$, then $Z_{n+1}$ is the sum of $r_1 + \cdots + r_k$ independent random vectors, $r_1$ having the generating function $f^1$, $r_k$ having the generating function $f^k$. If $Z_n = 0$, then $Z_{n+1} = 0$.

Probabilities and expected values for the process will be designated by $P$ and $E$. When necessary to specify the starting vector, say $Z_0 = z$, we shall use the notation of conditional probabilities, e.g., $P(\cdot | Z_0 = z)$.

Definition 2.3. The generating function of $Z_n$, when $Z_0 = e_i$, will be denoted by $f_n^i(s_1, \ldots, s_k) = f_n^i(s)$, $n = 0, 1, \ldots; i = 1, \ldots, k$. Then $f_n^i$ is the function $f^i$ introduced in (2.1). The vector $(f^1(s), \ldots, f^k(s))$ will sometimes be written as $f(s)$.

3. The basic result for generating functions

We now state the generalization of the basic theorem of WATSON given in the preceding chapter.

Theorem 3.1. The generating functions $f_n^i$ are functional iterates, being connected by the relations

$$\begin{align*}
    f_{n+1}^i(s) &= f_i^i[f_n^1(s), \ldots, f_n^k(s)], \quad n = 0, 1, \ldots; \\
    f_0^i(s) &= s_i, \quad i = 1, 2, \ldots, k.
\end{align*} \tag{3.1}$$

The proof of Theorem 3.1 is a straightforward generalization of that of Theorem I.4.1, and is omitted.

Similarly we have, in vector form,

$$f_{n+N}(s) = f_n[f_N(s)], \quad n, N = 0, 1, 2, \ldots. \tag{3.2}$$

4. First and second moments; basic assumption

Definition 4.1. Let $M = (m_{ij})$ be the matrix of first moments,

$$m_{ij} = E(Z_i | Z_0 = e_i) = \frac{\partial f^i(1, \ldots, 1)}{\partial s_j}, \quad i, j = 1, \ldots, k.$$
Basic assumption. We assume throughout the remainder of the chapter that all the first moments \( m_i \) are finite and that they are not all 0.

By a straightforward generalization to vectors of the argument leading to formula (I. 8.2), we obtain the relations

\[ \mathcal{E}(Z_{n+N}|Z_N) = Z_N M^n, \quad n, N = 0, 1, 2, \ldots. \tag{4.1} \]

**Remark.** The reader can show that if \( Z_N \) is given, then the conditional distribution of \( Z_{n+N} \) is that of a sum of \( Z_N^1 + \cdots + Z_N^k \) independent random vectors, of which \( Z_N^i \) have the generating function \( f_n^i \), \( i = 1, \ldots, k \).

**Definitions 4.2.** If \( X \) is a random vector whose components have finite second moments, then the **variance** (here used synonymously with **covariance matrix**), \( \text{Var} X \), is the matrix \( \sigma X^i X^j - \sigma X^j X^i \). Let \( V_i \) denote \( \text{Var} Z_i \), calculated for \( Z_0 = e_i \), and let \( C_n \) denote the matrix \( \sigma Z_n^i Z_n^j \), calculated for whatever initial vector \( Z_0 \) is being used.

**Assumption 4.1.** The variances \( V_i \) are finite, \( i = 1, \ldots, k \).

If Assumption 4.1 holds, the reader can verify, by considering the conditional expectations \( \mathcal{E}(Z_{n+1}^i|Z_n^1, \ldots, Z_n^k) \), that we obtain

\[ C_{n+1} = M'C_n M + \sum_{i=1}^k V_i \mathcal{E}(Z_n^i), \quad n = 0, 1, \ldots. \tag{4.2} \]

where \( M' \) is the transpose of \( M \). Applying (4.2) repeatedly with \( n = 0, 1, \ldots \), we obtain

\[ C_n = M^n C_0 M^n + \sum_{j=1}^n M^{n-j} \left( \sum_{i=1}^k V_i \mathcal{E}(Z_{j-1}^i) \right) M^{n-j}, \quad n = 1, 2, \ldots. \tag{4.3} \]

From (4.1) and (4.3) we see that the behavior of the mean and variance of \( Z_n \) for large \( n \) depends on the behavior of \( M^n \), which we now examine.

5. **Positivity properties**

**Definitions 5.1.** We shall call a vector or matrix **positive**, **nonnegative**, or 0 if all its components have those properties. If \( u \) and \( v \) are vectors or matrices, then \( u > v \ (u \geq v) \) means that \( u - v \) is positive (nonnegative). We use absolute value signs enclosing a vector or matrix to denote the sum of the absolute values of the elements; thus \( |Z_n| = \sum_i |Z_n^i| \).

We shall use the following basic results from the theory of matrices\(^1\).

**Theorem 5.1.** Let \( M \) be a nonnegative matrix of order \( k \), such that \( M^N \) is positive for some positive integer \( N \). Then \( M \) has a positive characteristic

\(^1\) PERRON (1907a, b), FROBENIUS (1908, 1909, 1912), and the general theory of matrices. See also Birkhoff and Varga (1958) for a discussion of more general results. For a textbook treatment, see Chapter 13, Volume 2, of GANTMACHER (1959).
root \( \rho \) that is simple and greater in absolute value than any other characteristic root; \( \rho \) corresponds to positive right and left eigenvectors \( \mu = (\mu_i) \) and \( \nu = (\nu_i), i = 1, 2, \ldots, k, \) which are the only nonnegative eigenvectors. Moreover, we have

\[
M^n = \rho^n M_1 + M_2^n, \quad n = 1, 2, \ldots, 
\]

(5.1)

where \( M_1 = (\mu_i \nu^i), \) with the normalization \( \sum \mu_i \nu^i = 1. \) Hence \( M_1 M_1 = M_1. \) Furthermore, (a) \( M_1 M_2 = M_2 M_1 = 0; \) (b) \( |M_2^n| = O(\alpha^n) \) for some \( \alpha, 0 < \alpha < \rho; \) (c) for each \( r, \ 1 \leq r \leq k, \) we have \( \min_{1 \leq i \leq r} \sum_{j=1}^r m_{ij} \leq \rho; \) (d) if \( j \) is a positive integer then \( \rho^j \) corresponds to \( M_j \) just as \( \rho \) does to \( M. \)

**Definition 5.2.** A multitype Galton-Watson process is called **positively regular** if \( M^N \) is positive for some positive integer \( N. \)

**6. Transience of the nonzero states**

The state \( z \) is said to be **transient** if \( P(Z_n = z) \) for some \( n = 1, 2, \ldots, \) \( |Z_0 = z| < 1, \) or equivalently if \( P(Z_n = z) \) infinitely often \( |Z_0 = z| = 0; \) the latter probability is known to be either 0 or 1 in any Markov chain and hence will be known to be 0 as soon as we prove it to be less than 1. (See Feller (1957, Chapter 15).)

We shall show that, barring one complication, all states in a positively regular process, other than the state 0, are transient; that is, no state except 0 can occur infinitely often.

**Definition 6.1.** Let \( S \) be the set of types \( i \) such that

\[
P(Z_n = 0 | Z_0 = e_i) = 0, \quad n = 1, 2, \ldots.
\]

We suppose that the types in \( S, \) if it is not empty, are numbered \( 1, 2, \ldots, r. \)

If \( i \) is not in \( S, \) then obviously \( P(Z_n = 0 | Z_0 = e_i) \) is positive for all sufficiently large \( n. \)

We shall need the following lemma. (Positive regularity is not required in the lemma.)

**Lemma 6.1.** If \( S \) is not empty, then

\[
P(Z_{n+1} + \cdots + Z_{n+r} = Z_0^1 + \cdots + Z_0^r) = 1, \quad n = 0, 1, \ldots
\]

**Proof.** Suppose \( z \in T \) and \( z^1 + \cdots + z^r = 0. \) From the definition of \( S \) and the remark following formula (4.1), it follows that

\[
P(Z_n = 0 | Z_0 = z) > 0
\]

for all sufficiently large \( n. \) Now if \( i \in S, \) then

\[
0 = P(Z_{n+1} = 0 | Z_0 = e_i)
\]

\[
\geq P(Z_{n+1} = 0 | Z_1 = z) P(Z_1 = z | Z_0 = e_i).
\]

(6.1)
Since \( P(Z_{n+1}=0|Z_1=z) \) is positive for \( n \) sufficiently large, it follows that \( P(Z_i=z|Z_0=e_i)=0, \ i \in S. \) Hence
\[
P(Z_1^1 + \cdots + Z_1^i \geq 1|Z_0=e_i) = 1, \quad i \in S. \tag{6.2}
\]
From (6.2) and the definition of the process, we then see that
\[
P(Z_1^1 + \cdots + Z_1^i \geq Z_0^1 + \cdots + Z_0^i) = 1.
\]
Lemma 6.1 is now a consequence of the temporal homogeneity of the process. □

**Definition 6.2.** A multitype Galton-Watson process will be called **singular** if the generating functions \( f^1(s_1, \ldots, s_k), f^2(s_1, \ldots, s_k), \ldots, f^k(s_1, \ldots, s_k) \) are all linear in \( s_1, \ldots, s_k, \) with no constant terms; i.e., each object has exactly one child.

**Theorem 6.1.** Suppose the process is positively regular and not singular, and suppose \( z \in T, \ z \neq 0. \) Then \( P(Z_n = z \text{ infinitely often}) = 0. \) (See Def. 2.1 for \( T. \))

**Proof.** We distinguish two cases. The vector \( z \) will remain fixed throughout.

**Case 1.** \( S \) is empty. Then for each \( i \) the probability \( P(Z_n = 0|Z_0 = e_i) \) will be positive for some \( n, \) and hence for all sufficiently large \( n. \) From the definition of the process it follows that \( P(Z_n = 0|Z_0 = z) \) is positive for some \( n. \) Hence \( z \) is transient, since the state \( z \) cannot occur after 0 occurs.

**Case 2.** \( S \) is not empty. We first carry out the proof on the assumption that \( M \) is positive.

As before, let \( 1, 2, \ldots, r \leq k \) be the integers corresponding to types in \( S. \) For any vector \( w \) let \( \zeta(w) \) be the sum of the first \( r \) components of \( w. \) We shall show that for some integer \( n_0 \) we have
\[
P(\zeta(Z_{n_0}) > \zeta(z) | Z_0 = z) > 0. \tag{6.3}
\]
Equation (6.3), together with Lemma 6.1, implies that \( z \) is a transient state for the following reason: If \( n > n_0, \) Lemma 6.1 implies that the conditional probability that \( Z_{n_0} = z, \) given \( \zeta(Z_{n_0}) > \zeta(z), \) is 0.

To proceed with the proof, if \( r = k, \) then at least one of the probabilities \( P(\zeta(Z_1) > 1|Z_0 = e_i), \ i = 1, \ldots, k, \) is positive; otherwise, from Lemma 6.1, the process would be singular. Let \( j \) be a value of \( i \) for which this probability is positive. If \( z_1 \) is a vector in \( T \) such that \( z_1 \geq 1, \) then from the definition of the process we see that \( P(\zeta(Z_1) > \zeta(z_i)|Z_1 = z_1) > 0. \) From the positivity of \( M, \) there is a positive probability that \( Z_1 \geq 1. \) Moreover, Lemma 6.1 implies that \( \zeta(Z_1) \geq \zeta(Z_0) \) with probability 1. Hence (6.3) holds with \( n_0 = 2. \)
Now suppose $1 \leq r < k$. If we are given $Z = z_1$, where $z_1$ is an arbitrary vector in $T$, then $Z_2$ is a sum of independent vectors $Z_2' + Z_2''$, the children of the first $r$ and last $k-r$ components of $z_1$, respectively. Now $\zeta(Z_2) \geq \zeta(z_1)$ with probability 1, from Lemma 6.1, and similarly $Z_1$ takes only values $z_1$ such that $\zeta(z_1) \geq \zeta(z)$. From the positivity of $M$, it follows that $Z_1' + 1$ has a positive probability of being positive and hence $\zeta(Z_2')$ has a positive probability of being positive. Since $\zeta(Z_2) = \zeta(Z_2') + \zeta(Z_2'')$, (6.3) holds with $n_0 = 2$. This completes the proof when $M$ is positive.

Finally, suppose that $M^N$ is positive for some integer $N$. From the remark following formula (4.1), we see that the random vectors $Z_0, Z_N, Z_{2N}, \ldots$ are a Galton-Watson process (we call it the "N-process") with moment matrix $M^N$. The N-process is nonsingular. This can be seen as follows. If the N-process were singular, then we would have $f_n(0, 0, \ldots, 0) = 0$, $i = 1, \ldots, k$. This in turn implies $f(0, 0, \ldots, 0) = 0$, $i = 1, \ldots, k$, since $f_n(0, 0, \ldots, 0)$ is nondecreasing as $n$ increases. Then, since the original process is nonsingular, one of the $f$ must be nonlinear. Suppose it is $f$. Then $f_n = f(l^1, \ldots, l^k)$ must be nonlinear, since the $l^i$ have no constant terms, and by induction $f_n$ is nonlinear for each $n$. This is a contradiction.

We are still considering the case in which $S$ is not empty; moreover, the N-process has exactly the same set $S$ as the original one. Hence, arguing for the N-process as we did before for the original process, we see that (6.3) must hold with $n_0$ equal to some multiple of $N$. But this implies the truth of the theorem for the original process. □

**Remark 1.** Theorem 6.1 is true even if some of the first moments $m_{ij}$ are infinite, provided we define the process to be positively regular if some power of the matrix $(m_{ij}')$ is positive, where $m_{ij}' = m_{ij}$ if $m_{ij} < \infty$ and $m_{ij}' = 1$ if $m_{ij} = \infty$. This is obvious, since the argument in Theorem 6.1 did not depend on the finiteness of the $m_{ij}$.

**Remark 2.** The following example shows that recurrent (non-transient) states other than 0 exist in some nonsingular processes. Take $f(1, 1) = 1$, then the state $(1, 1)$ is not transient; in fact, $P(Z_n = (1, 1) | Z_0 = (1, 1)) = 1$.

Theorem 6.1 implies that if $z = 0$, then (under the conditions of the theorem) $\lim_{n \to \infty} P(Z_n = z) = 0$ for any initial vector $Z_0$. This was proved by Everett and Ulam (1948a).

### 7. Extinction Probability

As we should expect, the eigenvalue $\theta$ plays a role similar to that of the expectation $m$ of Chapter I in determining whether extinction occurs. (See Theorem 5.1 and Def. 5.1.)
Definitions 7.1. Let $q^i$ be the extinction probability if initially there is one object of type $i$, $i=1, 2, \ldots, k$. That is, $q^i = P(Z_n = 0)$ for some $n | Z_0 = e_i$. The vector $(q^1, \ldots, q^k)$ is denoted by $q$. Let $1$ denote the vector $(1, 1, \ldots, 1)$.

Theorem 7.1. Suppose the process is positively regular and not singular. If $q \leq 1$, then $q = 1$. If $q > 1$, then $0 \leq q < 1$, and $q$ satisfies the equation

$$q = f(q).$$

(7.1)

Remark 1. We leave it to the reader to formulate the analogous result if some of the $m_{ij}$ are infinite.

Remark 2. If the process is singular, then $M$ is a Markov matrix, $q = 1$, and it is clear that $q = 0$.

Proof of Theorem 7.1. From Theorem 6.1 it follows that if $N$ is any positive number then $P(0 < |Z_n| < N$ for infinitely many values of $n) = 0$. Hence $P(|Z_n| \to 0) + P(|Z_n| \to \infty) = 1$. Now from (4.1), Theorem 5.1, and the assumption $q \leq 1$ it follows that $f_n$ is a bounded function of $n$. Hence $P(|Z_n| \to \infty) = 0$ and thus $P(|Z_n| \to 0) = 1$, proving the theorem in case $q \leq 1$.

Next suppose $q > 1$. We have

$$f_{n+N}(0) = f_n[f_N(0)], \quad n, N = 0, 1, \ldots.$$  

(7.2)

Moreover, just as in the simpler case of Chapter I, we see that $f_n(0)$ is nondecreasing in $n$ and approaches $q^i$, $i = 1, \ldots, k$, as $n \to \infty$. Putting $n = 1$ in (7.2) and letting $N \to \infty$, we see that equation (7.1) is satisfied.

Furthermore, the assumption of positive regularity implies that $f_n(0) < 1$, $i = 1, \ldots, k$, $n = 1, 2, \ldots$. For suppose $f_n(0) = 1$; then $M^n$ would have zeros in the $i$-th row for all $n \geq N$, which is impossible.

Next, suppose that $s$ is nonnegative and that $|1 - s_i| \leq 1$, $i = 1, \ldots, k$. Using Taylor's theorem with the remainder, we have for any positive integer $n$

$$f_n(1 - s) = 1 - M^n s + o(|s|), \quad |s| \to 0,$$

(7.3)

where the magnitude of $o(|s|)$ may depend on $n$. From Theorem 5.1 it follows that there is a positive integer $n_0$ such that for any nonnegative vector $s, s \geq 0$, we have $|M^n s| > 2|s|$. By (7.3) we can then choose an $\varepsilon > 0$ such that if $s \geq 0, s \neq 0$, and $|s| < \varepsilon$, then

$$|1 - f_{n_0}(1 - s)| > |s|.$$

(7.4)

1 This theorem is actually a special case of a more general result due to Levasty Yanov (1948), given in Sec. 10. The present theorem was also given by Everett and Ulam (1948a). The proof given here is somewhat different from those cited.
We next show that \( q \neq 1 \). For if \( q = 1 \), we could pick \( N \) sufficiently large so that \(|1 - f_N(0)| < \varepsilon\). Then from (7.4), we would have
\[
|1 - f_{n+N}(0)| = |1 - f_n[f_N(0)]| > |1 - f_N(0)|,
\]
which contradicts the fact that \(|q - f_N(0)| \to 0\) monotonically as \( N \to \infty \). Hence \( q \neq 1 \).

We complete the proof by showing that under the hypotheses of the theorem it is impossible that some of the \( q^i \) are 1 and some < 1. Suppose, e.g., that \( q^1 = \ldots = q^t = 1 \), where \( t < k \), and \( q^{t+1} < 1, \ldots, q^k < 1 \). The first \( t \) equations of (7.1) become
\[
1 = f^i(1, \ldots, 1, q^{i+1}, \ldots, q^k), \quad i = 1, \ldots, t.
\]
Equations (7.5) imply that the functions \( f^i(s_1, \ldots, s_k), i = 1, \ldots, t \), are independent of \( s_{t+1}, \ldots, s_k \); that is, \( m_{ij} = 0 \) for \( i = 1, \ldots, t \) and \( j = t + 1, \ldots, k \). But this is impossible, since it implies that no positive integral power of \( M \) is positive. \( \square \)

The next result is of practical importance in that it insures that we can obtain a solution of (7.1) by using successive approximations, using any initial vector in the unit cube other than 1. As a byproduct, we assure the uniqueness of the solution among such vectors.

**Theorem 7.2.** Under the assumptions of Theorem 7.1, if \( q_1 \) is any vector in the unit cube other than 1, then \( \lim_{n \to \infty} f_n(q_1) = q \).

**Corollary 1.** The only solutions of equation (7.1) in the unit cube are \( q \) and 1.

**Corollary 2.** Let \( q_1 \) and \( q_2 \) be vectors in the unit cube, \( q_1 \) being different from 1. If \( 0 \leq q_1 \leq f(q_1) \leq 1 \), then \( q_1 \leq q \). If \( 0 \leq f(q_2) \leq q_2 \leq 1 \), then \( q_2 \geq q \).

**Proof of Theorem 7.2.** First suppose \( 0 \leq q^1_i < 1, i = 1, 2, \ldots, k \). If \( N \) is a positive integer, then
\[
f_n(q_1) = P(Z_n = 0|Z_0 = e_i) \\
+ \sum_{0 < |z| \leq N} P(Z_n = z|Z_0 = e_i) (q_1^1 z^1 \ldots q_1^k z^k) \\
+ \sum_{|z| > N} P(Z_n = z|Z_0 = e_i) (q_1^1 z^1 \ldots q_1^k z^k)
\]
(7.6)
The last sum on the right in (7.6) is bounded by \((\max_i q_1^i)^N P(|Z_n| > N)\); the preceding sum goes to 0 as \( n \to \infty \), since \(|Z_n|\) goes to 0 or \( \infty \) (see the proof of Theorem 7.1). Moreover, the first term on the right approaches \( q^i \). Since \( N \) is arbitrary, the theorem is proved whenever \( \max_i q_1^i < 1 \).

\[\text{--- Everett and Ulam (1948a). The uniqueness property is contained in the results of Sevast'yanov (1951).} \text{---}\]
8. A numerical example

If some but not all the $q_i^j$ are 1, let $n$ be an integer such that $M^n$ is positive. Then for each $i=1, \ldots, k$, the function $f^n_s(s_1, \ldots, s_k)$ must involve all the variables $s_1, \ldots, s_k$ explicitly. Hence we must have $f^n_s(q_1^1, \ldots, q_k^1) < 1$, $i=1, \ldots, k$. Since whenever $N \geq n$ the relations $f^n_s(q_1) = f^n_{s-s}[f_n(q_s)]$ hold, $i=1, \ldots, k$, the argument of the preceding paragraph shows that $\lim_{n \to \infty} f^n_s(q_1) = q^i$, $i=1, \ldots, k$.

Corollary 1 now follows readily, since if $q_1 = 1$ is a solution of (7.1) in the unit cube, then $q_1 = f^n_s(q_1) = \lim_{n \to \infty} f^n_s(q_1)$, but we have just seen that $f^n_s(q_1) \to q$ if $q_1 = 1$.

We leave the proof of Corollary 2 to the reader. It is a convenient way of setting bounds on $q$, since if we can find a pair of such vectors $q_1$ and $q_2$, then $q_1 \leq q \leq q_2$.

8. A numerical example

Consider a process with three types, designated by integers 1, 2, and 3. Let the generating functions have the form

$$
\begin{align*}
    f^1 &= \frac{4}{7}s_1^3 + \frac{3}{7}s_2, \\
    f^2 &= \frac{1}{35}s_1^2s_3^2 + \frac{18}{35}s_1s_3^2, \\
    f^3 &= \frac{3}{7}s_2 + \frac{4}{7}s_3^2.
\end{align*}
$$

(8.1)

The expectation matrix $M$ has the form

$$
M = \begin{pmatrix}
\frac{8}{7} & \frac{3}{7} & 0 \\
\frac{18}{35} & \frac{36}{35} & \frac{16}{35} \\
0 & \frac{3}{7} & \frac{8}{7}
\end{pmatrix}.
$$

It can be verified that $M^2$ is positive and that the eigenvalue $q$ is $\frac{12}{7}$ corresponding to the positive left eigenvector $(4, 5, 4)$. (In Sec. 11 we shall consider a class of matrices of which this is one, where $q$ can be found explicitly.)

Starting with the trial values $s_1 = s_2 = 0.03$, $s_2 = 0.015$ — which were suggested by the course of several previous iterations of (8.1), beginning with the values $s_1 = s_2 = s_3 = \frac{1}{2}$ — we arrive at the bounds

$$
\begin{align*}
0.0125 < q^1 \leq q^2 < 0.0126, \\
0.0290 < q^2 < 0.0291.
\end{align*}
$$

(8.2)

We can be sure of the bounds in (8.2) because by substitution in (8.1) we obtain

$$
\begin{align*}
    f^1(0.0126, 0.0291, 0.0126) &= f^2 < 0.0126, \\
    f^2(0.0126, 0.0291, 0.0126) &= f^3 < 0.0291,
\end{align*}
$$

(8.3)

and the inequalities are reversed if we replace 0.0126 by 0.0125 and 0.0291 by 0.0290 on both sides of (8.3). (See Corollary 2 to Theorem 7.2.)
9. Asymptotic results for large $n$

9.1. Results when $\rho < 1$. In this case, provided the process is positively regular with finite second moments, Jiřina (1957) has obtained the following analogue of the theorem of Yaglom (Theorem I.9.1). We omit the proof.

**Theorem 9.1.** Suppose $\rho < 1$, the process is positively regular, and the second moments $\mathbb{E}(Z_i^r | Z_0 = e_i)$ are finite, $i, j, r = 1, \ldots, k$. Then, if $Z_0 = e_i$, the conditional probability distribution of $Z_n$, given $Z_0 = 0$, approaches a limiting probability distribution, $i = 1, \ldots, k$. If $g^i(s_1, \ldots, s_k)$ is the limiting generating function when $Z_0 = e_i$, then

$$g^i[p(s), \ldots, p^k(s)] = \rho g^i(s) + 1 - \rho, \quad i = 1, \ldots, k. \quad (9.1)$$

The first moments of the limiting distributions are given by

$$\partial g^i(1, \ldots, 1)/\partial s_j = \mu^j\nu^j/K_i,$$

where $\mu$ and $\nu$ are the positive right and left eigenvectors of $M$, normalized so that $\sum \mu^j\nu^j = 1$, and

$$K_i = \lim_{n \to \infty} [1 - f_n(0, \ldots, 0)]q^n, \quad i = 1, \ldots, k.$$

9.2. The case $\rho = 1$. T. W. Mullikin (1963) has shown that an analogue of the theorem of Yaglom in Sec. I.10 holds. That is, the conditional distribution of $Z_n/n$, given $Z_0 = 0$, approaches the distribution of a vector having the fixed direction $\nu$, while any one of the components has an exponential distribution. For continuous time Yaglom’s result has been generalized by Sevast’yanov (1959) and Čizyakov (1961).

9.3. Results when $\rho > 1$. In this case the vector random variables $Z_n/q^n$ converge with probability 1 to a vector random variable $W$. The length of $W$ is truly random (except in special cases to be noted below), but its direction, in case $W \neq 0$, is fixed and in fact is the direction of the positive left eigenvector $\nu$ of the matrix $M$. For example, if we are dealing with a mathematical model for a biological population, where the $k$ types represent $k$ age groups, then the total population size, divided by $q^n$, converges to a random variable, but the relative proportions of the various age groups approach fixed limits.

**Theorem 9.2.** Under the conditions of Theorem 9.1, except that $\rho > 1$, the random vectors $Z_n/q^n$ converge with probability 1 to a random vector $W$. With probability 1 the direction of $W$, if $W \neq 0$, coincides with that of $\nu$, the positive left eigenvector of $M$.

Everett and Ulam (1948c) proved that the direction of $Z_n/q^n$ converges to $\nu$ if $Z_n$ does not go to 0. The rest of the theorem was given by Harris (1951), where a proof may be found. The proof depends on the second moments and may be sketched very briefly as follows. (If $X$ is a vector $(X_1, \ldots, X_k)$, the matrix $(X_i X_j)$ will be denoted by $X'X$.)
Using (4.3) and Theorem 5.1, we have
\[ \varrho^{-2n} C_n = C + O(\varrho^4), \quad 0 < \varrho < 1, \] (9.2)
where
\[ C = M_1 C_0 M_1 + \varrho^{-2} M_1 \left( \sum_{i=1}^{k} \delta^i V_i \right) M_1. \] (9.3)
Here \( \delta^i \) is the \( i \)-th component of the vector \( Z_0 (I - \varrho^{-2} M)^{-1} \) and \( I \) is the identity matrix. Note that
\[ CM^\varrho = M^\varrho C, \quad \varrho = 0, 1, \ldots \] (9.4)
Putting \( W_n = \varrho^{-n} Z_n \), we deduce from (4.1) and (9.2) — (9.4) that \( \varrho W_n W_n + \varrho \) and \( \varrho W_n W_n + \varrho \) each differs from \( C \) by a matrix that is \( O(\varrho^2) \), \( 0 < \varrho < 1 \), independently of the value of \( \varrho = 0, 1, 2, \ldots \). It follows from this that \( \varrho (W_n + \varrho) (W_n + \varrho) \) is \( O(\varrho) \). From this we deduce, much as in Sec. I.8, that the sequence \( \{W_n\} \) converges with probability 1 to a vector random variable \( W \), with \( \varrho W = \left( \sum_{i=1}^{k} Z_{0i}^i \right) v \) and \( \varrho W \varrho W = C \). From the definition of \( C \) we see that it must have the form \( c(v^i v^j) \), where \( c \) is a scalar, and hence \( \varrho (v^i W^j - v^j W^i)^2 = 0, i, j = 1, 2, \ldots, k \). That is, if \( W \neq 0 \), then \( W \) has the same direction as \( v \).

The variance of \( W \) is the second term on the right side of (9.3). The reader can verify that if any one element of any of the matrices \( V_1, \ldots, V_k \) is positive, and if \( Z_0 = 0 \), then each element of the matrix \( \text{Var} W \) is positive. Hence except in the trivial cases where all the \( V_i \) are 0 or where \( Z_0 = 0 \), the vector \( W \) has a nonzero variance.

The moment-generating functions \( \varphi^i(s) = \varrho(e^{-s} W|Z_0 = e_i) \) satisfy a set of equations analogous to equation (I.8.7), namely\(^1\)
\[ \begin{align*}
\varphi^i(s) &= \varphi^i(s), \quad \varphi^j(s), \quad Re(s) \geq 0, \quad i = 1, 2, \ldots, k, \\
\varphi^i(0) &= 1, \\
\frac{d\varphi^i(0+)}{ds} &= -\mu^i(v^1 + \cdots + v^k).
\end{align*} \] (9.5)

10. Processes that are not positively regular

In dealing with processes that are not positively regular, complications arise similar to those encountered in the theory of Markov chains with decomposable matrices. A detailed treatment of the non-positively-regular cases has been given by Sevast'yano\(v\) (1951).\(^1\)

Non-positively-regular processes can often be studied conveniently by applying results for positively regular processes. For example, consider the process with two types, with generating functions \( f^1(s_1, s_2) = \frac{1}{2} + \frac{1}{2} s_1^2, f^2(s_1, s_2) = \frac{1}{2} + \frac{1}{2} s_2^2 \). The matrix \( M \) has the form

\(^1\)See Harris (1951).
$M = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$, with powers $M^n = \begin{pmatrix} 1 & n \\ 0 & 1 \end{pmatrix}$, $n = 1, 2, \ldots$. Thus,

$$\lim_{n \to \infty} E(\mid Z_n \mid \mid Z_0 = e_i) = \infty.$$ 

Nevertheless we have $q^1 = q^2 = 1$. The fact that $q^2 = 1$ is obvious, since objects of type 2 produce only objects of type 2, and an object of type 2 thus initiates a process with one type and expected number 1 in every generation. Moreover, an initial object of type 1 gives rise to a finite total number of objects of type 1 in all generations. With each such object there is produced exactly one object of type 2, which then has a finite number of descendants. Thus $q^1 = 1$ also. In order to make such considerations rigorous, it is convenient to be able to apply probabilistic arguments based on family trees, which we shall not consider until Chapter VI.

We shall give two results for the general case, due to Sevast'yanov (1948) and Kolmogorov and Sevast'yanov (1947). The proofs, which are quite complicated, are not given here, but may be found in the paper of Sevast'yanov (1951). We must first give some definitions.

**Definitions 10.1.** Let $m_{ij}^{(n)}$ be the element in the $i$-th row and $j$-th column of $M^n$. The types $i$ and $j$ communicate if there is a positive integer $n$ such that $m_{ij}^{(n)} > 0$, and a positive integer $n'$ such that $m_{ij}^{(n')} > 0$; ($i$ and $j$ may be the same). A type that communicates with some other type obviously communicates with itself; a type that communicates neither with itself nor with any other type is called singular. The types thus fall uniquely into singular types and mutually exclusive classes; we define a class as a set of types, each pair of which communicate, that is not contained in any larger set having this property. A class may consist of only one type that communicates with itself. A final class $C$ is a class having the property that any object whose type is in $C$ has probability 1 of producing in the next generation exactly one object whose type is in $C$ (objects whose types are not in $C$ may also be produced).

**Theorem 10.1.** In order that the probability of extinction be 1 for every $Z_0 \in T$, it is necessary and sufficient that (a) $q \leq 1$ and (b) there are no final classes.

**Definitions 10.2.** A final group is a final class whose types cannot produce any types outside the class. If the sequence $Z_1, Z_2, \ldots$ is such that for some (random) integer $N$ all nonzero components of $Z_N$ correspond to types in final groups, the process is said to reach completion in this instance.

---

1 Sevast'yanov (1948). When this result was quoted by Harris (1951), the word "groups" was erroneously substituted for "classes".
Next suppose that $H_1, \ldots, H_d$ are the final groups for a process, if there are any. Let $q^i(r_1, \ldots, r_d)$ be the probability that the process reaches completion with $r_i$ objects in $H_1, \ldots, r_d$ objects in $H_d$, if $Z_0 = e_i$. Define

$$\psi^i(s_1, \ldots, s_d) = \sum_{r_1, \ldots, r_d = 0}^{\infty} q^i(r_1, \ldots, r_d) s_1^{r_1} \cdots s_d^{r_d}, \quad |s_j| \leq 1, \quad j = 1, \ldots, d; \quad i = 1, 2, \ldots, k. \tag{10.1}$$

In Theorem 10.2 below, we shall assume that $f^i(0) = 0, i = 1, \ldots, k$. However, this is not a real restriction, since we can always add a $(k+1)$-th type, assuming that each object of type $i, i = 1, \ldots, k$ produces one object of type $k + 1$ in addition to the other objects produced, and that each object of type $k + 1$ produces just one object of type $k + 1$ and no others. Thus a new final group is added.

**Theorem 10.2.** Suppose $f^i(0) = 0, i = 1, \ldots, k$. Then the functions $\psi^i$ are uniquely determined by the equations

$$\psi^i(s_1, \ldots, s_d) = f^i(\psi^1, \ldots, \psi^k), \quad i \in H_1 \cup \cdots \cup H_d,$$

$$\psi^i(s_1, \ldots, s_d) = s_i, \quad i \in H_j; \quad j = 1, 2, \ldots, d; \quad |s_1|, \ldots, |s_d| \leq 1. \tag{10.2}$$

**10.1. The total number of objects of various types.** Let there be $k$ types, as previously, and let $P_i(s_1, \ldots, s_k)$ be the generating function (we may have $P_i(1) < 1$) for the total numbers of the various types in all generations, starting with one object of type $i$. (The initial object is counted.) Then the $P_i$ satisfy the functional equations

$$P_i = s_i f^i(P_1, \ldots, P_k), \quad i = 1, \ldots, k. \tag{10.3}$$

The coefficients in the expansions of the functions $P_i$ can be obtained by a generalization of Lagrange's expansion due to Good (1960), provided each type of object has a positive probability of having no children. Equation (10.3) is valid whether or not the process is positively regular.

**11. An example from genetics**

The gene, at one time considered the basic unit of the inheritance process, seems in some instances actually to be composed of a number

---

1 Kolmogorov and Sevast'yanov (1947). The proof is due to Sevast'yanov (1951). The result is quoted in Harris (1951, p. 311) where, however, six lines above the statement of the theorem, "theorem 7" should read "theorem 6".

2 These equations were given by Everett and Ulam (1948b, p. 16) in a somewhat different form, for the case $q < 1$, and they apply equally when $q \geq 1$. The present form was given independently by Good (1955).

3 The material in this section was suggested by the treatment of Kimura (1957) except that, as explained below, we consider an increasing rather than a stationary population. In Kimura's discussion the chromosome on which the gene is situated has a multiple structure, which is shared by each gene on the chromosome. For our purpose it will suffice to talk about a gene at one location on the chromosome.
of subunits. When a cell containing the gene prepares to reproduce by splitting, each subunit doubles, and each of the two new cells receives a gene with half the subunits, i.e., with the same number as the original gene.

One or more subunits in a gene may be a mutant form. It is assumed that when doubling occurs, mutant or nonmutant subunits produce respectively mutant or nonmutant subunits. Moreover, the subunits are assumed to be divided between the two new genes randomly, mutants and nonmutants alike.

Consider a branching process where the multiplying objects are genes with \( k \) subunits, the type of a gene being the number of mutant subunits. According to the hypotheses given above, if an object is of type \( i \), \( 0 \leq i \leq k \), then either of its children has probability

\[
\binom{2i}{j} \binom{2k-2i}{k-j} \binom{2k}{k}
\]

(11.1)

of being an object of type \( j \), \( 0 \leq j \leq k \). (A binomial coefficient \( \binom{a}{b} \) is considered 0 if \( a < b \).) The types \( j = 1, \ldots, k-1 \) will be called mixed; types 0 and \( k \) will be called pure. Type \( k \) is sometimes of special interest in that a gene, all of whose subunits are mutant, may cause the death of its possessor, while type 0 is of interest in that it will produce no more of the mutant form.

It is customary, in genetical discussions, to treat the case of a stationary population, where just one of the children of a cell survives; from a different point of view, we may suppose that we are following a single line of descent. Thus in the treatment of Kimura (1957) a line of descent is treated as a Markov process whose state at time \( n \) (i.e., in the \( n \)-th generation) is the number of mutant subunits in the cell under consideration in that generation. The probability that the state is \( j \) in the \( (n+1) \)-th generation if it is \( i \) in the \( n \)-th generation is given by (11.1). The state will eventually reach 0 or \( k \) with probability 1; that is, the line will become pure. Kimura has studied the distribution of the number of generations required for this to happen.

Rather than dealing with a single line of descent, let us use a branching process as a model for a situation in which the environment allows continued doubling of the population. In this case, as we shall see, the mixed types have a positive probability of surviving indefinitely (more accurately, of surviving until limitations of the environment make it impossible for the population to continue doubling). It is sufficient to consider only the mixed types \( 1, 2, \ldots, k-1 \), regarding a gene of type 0 or \( k \) as dead.

The element \( m_{ij} \) of the expectation matrix \( M \) is now twice the value in formula (11.1), \( i, j = 1, \ldots, k-1 \). Each element that is on, just above,
or just below the main diagonal of $M$ is positive, and it is easy to verify from this that we have the positively regular case. The eigenvalues of $M$ are given by

$$
\varrho_k = 2^{k+2} \binom{2k-j-1}{k-j-1}/\binom{2k}{k}, \quad j=1, \ldots, k-1, \quad (11.2)
$$

and from (11.2) we see that $\varrho_1 > \varrho_2 > \cdots > \varrho_{k-1}$. Hence

$$
\varrho_1 = 4(k-1)/(2k-1)
$$

is the eigenvalue $\varrho$ of Theorem 5.1, and $1 < \varrho_1 < 2$ if $k \geq 2$. From Theorem 7.1 it follows that the extinction probabilities $\varrho^i$ are $<1$ and are determined by equation (7.1).

If we take $k=4$, we obtain the numerical example of Sec. 8, the probability of extinction of the mixed types being quite small in this example. The author does not know what should be considered a reasonable value for $k$.

12. Remarks

12.1. Martingales. Let $\mu$ be a nonnegative right eigenvector of $M$, corresponding to the eigenvalue $\varrho$. Then the random variables $\xi_n = \sum_{i=1}^k Z_{ni}^i \mu^i/\varrho^n$, $n = 0, 1, \ldots$, are a martingale. In Chapter VI we shall see that this relation (generalized) has an interesting interpretation for processes where the type of an object is its age.

12.2. The expectation process. We make the familiar observation that if $M$ has the positive right eigenvector $\mu$ corresponding to the eigenvalue $\varrho$, the matrix $(\varrho_{ij}) = (m^i_1 \mu_j/\varrho \mu^i)$ is a Markov transition matrix, corresponding to a Markov process that we shall call the expectation process. The elements of the $n$-th power of $(\varrho_{ij})$ are related to the elements of $M^n$ by the equations $\varrho_{ij}^n = m_{ij}^n \mu^j/\varrho^n \mu^i$. We shall find this remark useful in the more general context of Chapter III.

12.3. Fractional linear generating functions. Suppose that $k=2$ (a similar remark applies when $k$ is larger), and that $f^1$ and $f^2$ have the fractional linear forms

$$
\begin{align*}
  f^1(s_1, s_2) &= \frac{a + bs_1 + cs_2}{d + es_1 + fs_2}, \\
  f^2(s_1, s_2) &= \frac{g + ks_1 + is_2}{d + es_1 + fs_2}.
\end{align*} \quad (12.1)
$$

(Note that the denominators are the same.) Then it is found that the iterates $f^a_n$ and $f^b_n$, $n=1, 2, \ldots$ are all fractional linear. Thus at least one family of iterates can be calculated explicitly.

---

1 These were obtained by Kimura (1957), using a method due to Feller (1951). It is necessary to multiply Kimura’s values by 2, since our population doubles in each generation, and then to discard the two eigenvalues equal to 2, which disappear when we drop the types 0 and $k$. 
Chapter III

The general branching process

1. Introduction

In the branching processes of most interest in the physical and biological sciences an object is characterized by a parameter $x$, which describes its position, age, energy, or a combination of these or other factors. Thus in the mathematical models commonly used to describe biological populations the parameter $x$ represents age; in the case of nuclear fission $x$ may represent the position and velocity of a neutron; in the case of cosmic-ray showers $x$ may represent the energy of an electron or other particle.

In this chapter we shall give a systematic treatment of branching processes where the "type" of an object is described by a point $x$ in a Euclidean space. The objects in a single generation will be described by a random finite set of points $x_1, x_2, \ldots$ representing their types, i.e., a random point-distribution. Thus our processes are examples of the point stochastic processes studied by Wold (1949) and Bartlett (1954, 1955).

The first five sections of this chapter will provide some preliminary results concerning random point-distributions. For the most part these are known results about random set functions, put together in such a way as to be most directly applicable to branching processes. In Sec. 6 we define the general branching process as a generalized Markov process and then proceed to study its properties. Most of the results we obtain are analogues of those for a finite number of types, but the example of the nucleon cascade (see Sec. 8.1 and the end of Sec. 10, as well as Sec. 16) shows that fundamentally different situations can arise. We shall treat the case of a discrete time parameter except for a brief account in Sec. 17 of some results for continuous time. Chapters V—VII will deal with various special cases in continuous time.

J. E. Moyal (1961a, 1961b, 1962) has recently given an independent treatment of many of the problems treated in this chapter, as well as some more general ones; the author was privileged to see this work before its publication. Moyal considers the case in which the type of an object is a point in a not necessarily Euclidean space. This may be of interest if each object is some very complicated entity; e.g., an object may itself be a population. Much of Secs. 2—9 below, and parts of the remaining sections, are parallel to Moyal's work, although the approaches differ.

Additional treatments of various branching processes with general states and discrete or continuous time have been given by Bartlett
2. Point-distributions and set functions

(1960) on models for population growth and spread, Sevast'yanov (1958, 1961) on branching processes for diffusing objects, and Neyman and Scott (1957a, 1957b) on the spread of populations. Various papers on special cases will also be cited in Chapters VI and VII.

2. Point-distributions and set functions

We shall be concerned with sets of objects, each object being described by a quantity $x$, which we shall suppose is a point in a $d$-dimensional Euclidean space $R$. We shall refer to $x$ as the type of the object. In many cases $x$ will be naturally restricted to some part of $R$, which we shall denote by $X$. Thus if $x$ is age, then $R$ is the real line and $X$ is the nonnegative part of $R$. The space $R$ and the set $X$ (which may be all of $R$) will be supposed fixed in the subsequent discussion, and it is always understood that $x$ is in $X$.

We can describe a set of objects by specifying their $x$-values, allowing for the possibility of several objects of the same type.

**Definition 2.1.** A point-distribution $\omega$ on $X$, $\omega=(x_1, n_1; x_2, n_2; \ldots; x_k, n_k)$, is a finite set of distinct points $x_1, x_2, \ldots, x_k$ in $X$, with a positive integer “weight” $n_i$ attached to $x_i$, $i = 1, \ldots, k$; $k$ may be any nonnegative integer, including 0, which corresponds to the null point-distribution. The order in which the pairs $x_i, n_i$ appear is immaterial.

We shall interpret $\omega$ as a set of $n_1$ objects of type $x_1$, $\ldots$, $n_k$ of type $x_k$, and the null point-distribution corresponds to the absence of any objects.

**Definition 2.2.** Let $\Omega_X$ denote the set of all point-distributions. (We omit the phrase “on $X$” when no confusion arises.)

2.1. Set functions. A point-distribution $\omega$ determines in a natural way a set function $\tilde{\omega}$, defined for each subset $A$ of $X$; that is, if $A$ is a subset of $X$ then $\tilde{\omega}(A)$ is the total number of objects with type in $A$,

$$\tilde{\omega}(A) = \sum_{x_i \in A} n_i.$$  \hspace{1cm} (2.1)

If $\omega$ is null, we put $\tilde{\omega}(A) = 0$.

If $\omega$ is any point-distribution, then the corresponding set function $\tilde{\omega}$ is easily verified to have the following properties whenever $A, A_1, A_2, \ldots$ are sets in $X$:

(a) $\tilde{\omega}(A)$ is a nonnegative integer;

---

1 All the sets in $R$ to be introduced will, without further notice, be assumed to be Borel sets. All functions on $R$ that are introduced are assumed to be Borel measurable.

2 Moyal (1962) has treated also the case of distinguishable points; for example, if the $x$'s are ages, then $x_1$ might be the age of the oldest, $x_2$ the next oldest, etc.
(b) if \( A_1, A_2, \ldots, A_n \) are disjoint sets, then
\[
\bar{\omega}(A_1 \cup \cdots \cup A_n) = \bar{\omega}(A_1) + \cdots + \bar{\omega}(A_n);
\]

(c) if \( A_1 \supset A_2 \supset \cdots \) and \( \cap_i A_i = 0 \), then \( \bar{\omega}(A_i) \) is 0 for all sufficiently large \( i \).

Conversely, suppose that \( \bar{\omega} \) is a set function satisfying (a), (b), and (c). (We shall see, in Sec. 3, that we need only assume that (a), (b), and (c) are satisfied when the sets \( A, A_1, A_2, \ldots \) belong to a certain denumerable family of sets.) Then there is a unique point-distribution \( \omega \) that generates \( \bar{\omega} \) according to (2.1). The proof of this proposition is left to the reader.

Thus there is a one-to-one correspondence between point-distributions and set functions satisfying (a), (b), and (c). In view of this correspondence we shall use the same symbol \( \omega \) to denote a point-distribution and the set function that it generates. We shall find it convenient to think sometimes in terms of set functions, sometimes in terms of point-distributions.

Moyal (1961b) has discussed the correspondence between set functions and point-distributions when \( x \) is not in a Euclidean space. The discussion is more complicated than in the Euclidean case.

Examples can be given of set functions that are defined for every subset of a Euclidean space and that satisfy (a) and (b) above, but not (c). Such functions are complicated. (See, e.g., Sikorski (1960, p. 18).) There are quite simple functions, however, that satisfy (a) and (b) but not (c), if we require that they be defined only for certain classes of sets, e.g., unions of a finite number of intervals. Since we are not concerned with such functions, we leave the construction of one to the interested reader.

3. Probabilities for point-distributions

The set of all point-distributions do not comprise a finite-dimensional space, since there is no upper limit to the integer \( k \) that appears in Def. 2.1. Thus we have to do with probabilities in an infinite-dimensional space.

If we are to define probabilities for point-distributions we must at least be able to define such probabilities as
\[
\text{Prob}\{\omega(A_1) = r_1, \omega(A_2) = r_2, \ldots, \omega(A_n) = r_n\}, \tag{3.1}
\]
where \( r_1, \ldots, r_n \) are nonnegative integers. Accordingly, we assume that we have a set of functions \( \hat{\omega}(A_1, \ldots, A_n; r_1, \ldots, r_n) \) defined for each positive integer \( n \), each set of \( n \) nonnegative integers \( r_1, \ldots, r_n \), and each set of \( n \) sets \( A_1, \ldots, A_n \). The form of the functions \( \hat{\omega} \) will be suggested by the problem at hand and they will be interpreted as the probabilities indicated in (3.1).
The functions \( \hat{p} \) must satisfy certain relations of consistency required in the case of any stochastic process and must also express the properties (a), (b), and (c) of point-distributions given in Sec. 2.1. We are thus led to Conditions 3.1 and the explanation following them.

**Conditions 3.1.** (\( n \) is any positive integer; \( A_1, A_2, \ldots \) are subsets of \( X \); and \( r_1, \ldots, r_n \) are any nonnegative integers.)

1. \( \hat{p}(A_1, A_2, \ldots, A_n; r_1, r_2, \ldots, r_n) \) is a probability distribution on \( n \)-tuples of nonnegative integers \( r_1, r_2, \ldots, r_n \). If the \( A \)'s and \( r \)'s undergo the same permutation, the value of \( \hat{p} \) is not changed. Thus

\[
\hat{p}(A_1, A_2; r_1, r_2) = \hat{p}(A_2, A_1; r_2, r_1).
\]

2. The functions \( \hat{p} \) are "consistent". For example,

\[
\sum_{r_n=0}^{\infty} \hat{p}(A_1, A_2; r_1, r_2) = \hat{p}(A_1, r_1).
\]

3. If \( A_1, A_2, \ldots, A_n \) are disjoint sets and \( A = A_1 \cup A_2 \cup \cdots \cup A_n \), then

\[
\hat{p}(A, A_1, \ldots, A_n; r_r, r_1, \ldots, r_n) = 0 \quad \text{unless} \quad r = r_1 + \cdots + r_n,
\]

and

\[
\hat{p}(A, A_1, \ldots, A_n; r_1 + \cdots + r_n, r_1, \ldots, r_n) = \hat{p}(A_1, \ldots, A_n; r_1, \ldots, r_n).
\]

4. If \( A_1 > A_2 > A_3 > \cdots \) and \( \cap_i A_i = 0 \), then

\[
\lim_{i \to \infty} \hat{p}(A_i; 0) = 1.
\]

**Explanation.** We are dealing here with a random function \( \omega \), which is a function not of a time parameter \( t \), as is more usually the case, but of a set \( A \). Conditions (1) and (2) are simply conditions required of any family of distributions in order that they should define a physically meaningful random function (see Kolmogorov (1933, p. 27)). Condition (3) expresses the set-function nature of \( \omega \) and means that

\[
\text{Prob}\{\omega(A) = \omega(A_1) + \cdots + \omega(A_n)\} = 1;
\]

it corresponds to (b) of Sec. 2.1. Condition (4) means that

\[
\lim_{i \to \infty} \text{Prob}\{\omega(A_i) = 0\} = 1.
\]

This condition is suggested by (c) of Sec. 2.1.

**Remark.** It is sometimes convenient to be able to define the functions \( \hat{p} \) by prescribing their values only when the sets \( A_1, A_2, \ldots, A_n \) are disjoint. Suppose we have a set of functions \( \hat{p}_0(A_1, \ldots, A_n; r_1, \ldots, r_n) \) defined whenever the \( A \)'s are disjoint. We can regard the functions \( \hat{p}_0 \) as defining a joint distribution for random variables \( \omega(A_1), \ldots, \omega(A_n) \) whenever the \( A \)'s are disjoint. Suppose that Conditions 3.1 (1) and 3.1 (2) are satisfied whenever the \( A_i \) are disjoint, and suppose Condition 3.1 (4) is satisfied. Suppose further that if \( A_1, A_2, \ldots, A_n \) are any disjoint sets, each being a union of a finite number of disjoint
sets, $A_i = A_{i1} \cup A_{i2} \cup \ldots$, then the joint distribution of $\omega(A_1), \omega(A_2), \ldots, \omega(A_n)$ is the same as the joint distribution of $\sum_{i} \omega(A_{i1}), \sum_{i} \omega(A_{i2}), \ldots, \sum_{i} \omega(A_{ni})$. (For example, if $A$, $B$, and $C$ are disjoint sets, we require $p_0(A, B \cup C; r_1, r_2) = \sum_{i} p_0(A, B, C; r_1, r_3, r_4).$) Then the functions $p_0$ can be extended in a unique way to functions $\hat{p}$ that satisfy Conditions 3.1 and agree with $p_0$ when the $A_i$'s are disjoint. The proof will now be sketched.

Let $A_1, A_2, \ldots$ be a finite collection of sets, not necessarily disjoint. We can always express them in the form $A_i = \sum_{j} a_{ij}B_j$, where the $B_i$ are some finite collection of disjoint sets and the $a_{ij}$ are 0 or 1; the notation means a union where $B_j$ is included if and only if $a_{ij} = 1$. We can then define the joint distribution of $\omega(A_1), \omega(A_2), \ldots$ to be that of $\sum_{i} a_{ij}\omega(B_j), \sum_{i} a_{ij}\omega(B_j), \ldots$. Suppose further that the $B_i$ can be expressed in terms of a finite collection of disjoint sets $C_1, C_2, \ldots$ as $B_i = \sum_{k} b_{ijk}C_k$. The expression for the $A_i$ in terms of the $C_k$ is then $A_i = \sum_{k} \gamma_{ik} C_k$, where $\gamma_{ik} = \sum_{j} a_{ij}b_{ijk}$ and $\gamma_{ik} = 0$ or 1. Our hypothesis implies that the joint distribution of $\sum_{k} \gamma_{1k}\omega(C_k), \sum_{k} \gamma_{2k}\omega(C_k), \ldots$ is the same as that of $\sum_{i} a_{1j}\omega(B_j), \sum_{i} a_{2j}\omega(B_j), \ldots$, since $\omega(B_1), \omega(B_2), \ldots$ are jointly distributed like $\sum_{k} b_{1k}\omega(C_k), \sum_{k} b_{2k}\omega(C_k), \ldots$. Now if we also express the $A_i$ in terms of different disjoint sets $B'_i$, we can find disjoint sets $C'_k$ such that both the $B_i$ and the $B'_i$ have expressions in terms of the $C'_k$.

$$B_i = \sum_{k} b_{ijk} C_k, \quad B'_i = \sum_{k} b'_{ijk} C'_k.$$ Since the expression for the $A_i$ in terms of the $C_k$ is unique, the above argument shows that our definition is independent of the particular sets $B_j$ that are used. It can then be verified that the extended function $\hat{p}$ so defined satisfies Conditions 3.1 (1)–(4).

**Example.** Let $X$ be the interval $(0,1)$ on the real line and let $\lambda$ be a positive number. If $A_1, \ldots, A_n$ are disjoint sets on $(0,1)$, then, putting $q_i = $ one-dimensional measure of $A_i$, define

$$p(A_1, \ldots, A_n; r_1, \ldots, r_n) = e^{-\lambda(q_1 + \ldots + q_n)} \frac{(\lambda q_1)^{r_1}}{r_1!} \frac{(\lambda q_2)^{r_2}}{r_2!} \ldots \frac{(\lambda q_n)^{r_n}}{r_n!}. \quad (3.2)$$

We leave it to the reader to verify that Conditions 3.1 are satisfied. (Use the preceding remark.)

The rest of Sec. 3 describes just how the functions $p$ determine a probability measure $P$ on the point-distributions.
3. Probabilities for point-distributions

3.1. Rational intervals, basic sets, cylinder sets. The measure-theoretic treatment is simplified if we can base everything on a denumerable number of sets $A$. Accordingly, we define a denumerable family of basic sets that generate the Borel sets in $X$.

We introduce a set of Cartesian coordinates $(\xi_1, \xi_2, \ldots, \xi_d)$ in $R$.

**Definition 3.1.** A rational interval is the intersection of $X$ with a point set of the form $a_i < \xi_i \leq b_i$, $i = 1, \ldots, d$, where the $a_i$ and $b_i$ are rational. We also allow $a_i = -\infty$ or $b_i = \infty$, or both; if $b_i = \infty$, we replace $\leq$ by $<$.

**Definition 3.2.** A basic set is a finite union of rational intervals, or the empty set.

Notice that if $A$ and $B$ are basic sets, then $A - B$, $A \cup B$, and $A \cap B$ are basic sets; also every basic set is the union of a finite number of disjoint rational intervals.

Let $\omega$ be a set function satisfying (a), (b), and (c) of Sec. 2.1 whenever the sets $A, A_1, \ldots$ are basic sets. Then (see Halmos (1950, p. 54)) $\omega$ can be extended in a unique manner to a set function satisfying (b) and (c) whenever $A_1, A_2, \ldots$ are Borel sets. Since for any Borel set $A$ we can find a basic set $A'$ such that $|\omega(A) - \omega(A')|$ is arbitrarily small, the extended $\omega$ must also satisfy (a) for any Borel set $A$. The extended $\omega$ is generated by a unique point-distribution, which we identify with $\omega$.

We recall from Def. 2.2 that $\Omega_X$ is the set of all point-distributions on $X$.

**Definitions 3.3.** If $A_1, \ldots, A_n$ are any basic sets, then a set of point-distributions determined by conditions on $\omega(A_1), \ldots, \omega(A_n)$ is a cylinder set in $\Omega_X$. Let $C$ be the family of cylinder sets and let $C^*$ be the Borel extension of $C$. The sets in $C^*$ will be the measurable sets in $\Omega_X$.

3.2. Definition of a probability measure on the point-distributions.

**Theorem 3.1.** Let functions $\mathcal{P}(A_1, \ldots, A_n; r_1, \ldots, r_n)$ be given, defined whenever $A_1, \ldots, A_n$ are basic sets and satisfying Conditions 3.1 when the sets involved are basic sets. Then there is a unique probability measure $P$ defined on $C^*$ satisfying

$$
\begin{align*}
P \{ \omega(A_1) = r_1, \ldots, \omega(A_n) = r_n \} &= \mathcal{P}(A_1, \ldots, A_n; r_1, \ldots, r_n), \\
r_1, \ldots, r_n &= 0, 1, \ldots
\end{align*}
$$

whenever the $A_i$'s are basic sets.

Theorem 3.1 is proved in Appendix 1 to this chapter.

In the subsequent treatment, any set in $\Omega_X$ that is introduced is assumed to belong to $C^*$. The sets that arise in the treatment will all belong to $C^*$. (See Appendix 2.)
4. Random integrals

Suppose \( \omega \) is the point-distribution \((x_1, n_1; x_2, n_2; \ldots; x_k, n_k)\). If \( h(x) \) is a function of \( x \), then we define the integral \( \int h \, d\omega \) to be 0 if \( \omega \) is null, and otherwise

\[
\int h \, d\omega = \int h(x) \, d\omega (x) = n_1 h(x_1) + n_2 h(x_2) + \ldots + n_k h(x_k). \tag{4.1}
\]

We shall sometimes omit the range of integration and write simply \( \int h \, d\omega \).

Since \( \omega \) is random, according to the probability measure \( P \) determined in Sec. 3, the expression (4.1), which is a function of \( \omega \), defines a random variable. (See Appendix 2 concerning the measurability of the integral. We remind the reader that \( \omega \), and any other functions introduced, are assumed to be Borel measurable.)

Note that if \( h(x) \) is the function defined to be 1 when \( x \) belongs to \( A \) and 0 otherwise, then \( \int h(x) \, d\omega (x) = \omega (A) \).

5. Moment-generating functionals

The usefulness of the moment-generating function in treating scalar and vector random variables suggests finding an analogous device for dealing with random point-distributions. We shall define a moment-generating functional, which we shall sometimes abbreviate by MGF (as opposed to mgf for moment-generating function).

The MGF is a modification of the characteristic functional introduced by LeCam (1947) for random point functions and by Bochner (1947, 1955) for random set functions. Bartlett and Kendall (1951) demonstrated the importance of such functionals in applications; see also Bartlett (1955), where a number of applications are discussed. Bochner (1955) applies the term generating functional to what we shall call the MGF. Bochner gives a general treatment of characteristic functionals but the treatment to be given here seems best suited for our needs.\(^1\)

In Sec. 3 we defined a probability measure \( P \) on the set \( \Omega_X \) of point-distributions. We shall use the symbol \( \mathcal{E} \) to denote an expectation calculated with \( P \).

If \( s(x) \) is a nonnegative function defined on \( X \), then \( e^{-s d\omega} \) is a random variable that from (4.1) is positive and not greater than 1. Hence the functional \( \Phi \) defined by

\[
\Phi (s) = \mathcal{E} e^{-s d\omega} = \int_{\Omega_X} \{ e^{-s d\omega} \} \, dP \tag{5.1}
\]

\(^1\) Added in proof: According to Prohorov (1961), the characteristic functional was employed by Kolmogorov (1935) for distributions in a Banach space.
is positive and does not exceed 1 when $s \geq 0$. We call $\Phi$ the \textit{moment-generating functional} (MGF) associated with the probability measure $P$, and we shall say that $\Phi$ is the MGF of a random point-distribution.

If $X$ is a finite set, consisting of say $k$ distinct points, then a function $s$ on $X$ is simply a vector with $k$ components; a point-distribution $\omega$ is then simply a random vector $(\omega_1, \ldots, \omega_k)$ with nonnegative integer components. Hence in this case $\int s \, d\omega = s_1 \omega_1 + \cdots + s_k \omega_k$, and $\Phi$ coincides with the ordinary mgf.

Before giving another example of an MGF, we introduce the following notation.

\textbf{Definition 5.1.} If $A$ is a set of points in $X$, the \textit{indicator function} of $A$, denoted by $s_A$, is defined by $s_A(x) = 1$ if $x$ belongs to $A$, $s_A(x) = 0$ otherwise.

Suppose $s_A$ is the indicator function of a set $A$ and $t$ is a nonnegative number. Then $\Phi(t s_A) = \mathcal{E} e^{-t s_A} d\omega = \mathcal{E} e^{-t \omega(A)}$. Hence $\Phi(t s_A)$, considered as a function of $t$, is the ordinary moment-generating function of the random variable $\omega(A)$. Thus we can obtain moments of $\omega(A)$ by differentiating $\Phi(t s_A)$ at $t = 0$.

\textbf{Example of an MGF.} Suppose $P$ is the probability measure determined by the functions $\rho$ in the example of Sec. 3, formula (3.2). First suppose that $s(x) = c_1 s_1(x) + \cdots + c_n s_n(x)$, where $c_1, c_2, \ldots$ are positive constants and $s_1, s_2, \ldots$ are the indicator functions of disjoint sets $A_1, A_2, \ldots$. We again let $q_i$ be the measure of $A_i$ and set $q_0$ equal to $1 - q_1 - q_2 - \cdots - q_n$. Then $\int s \, d\omega = c_1 \omega(A_1) + \cdots + c_n \omega(A_n)$, and from (3.2) we find

$$
\mathcal{E} e^{-s \omega} = e^{-\lambda (q_1 + \cdots + q_n)} \sum_{r_1, r_2, \ldots} \frac{(\lambda q_1)^{r_1}}{r_1!} \frac{(\lambda q_2)^{r_2}}{r_2!} \cdots e^{-c_1 r_1 - c_2 r_2 - \cdots} = \exp \left\{ -\lambda (q_1 + \cdots + q_n) + \lambda q_1 e^{-c_1} + \lambda q_2 e^{-c_2} + \cdots \right\} \quad (5.2)
$$

Thus $\Phi$ is defined by the last line of (5.2) whenever $s$ has the special form above. It will follow from Theorem 5.1 (c) that $\Phi$ has this form for all $s$.

\textbf{5.1. Properties of the MGF of a random point-distribution.} We continue to use the abbreviations MGF and mgf for moment-generating functional (moment-generating function).

We shall next list several properties possessed by the MGF of a random point-distribution.

\textbf{Theorem 5.1.} Suppose $P$ is a probability measure on the point-distributions, defined as in Sec. 3 through a set of functions $\rho$ satisfying
Conditions 3.1. Then the MGF \( \Phi \) defined by (5.1) has the following properties:

(a) If \( s \) is a nonnegative function on \( X \), then \( 0 < \Phi(s) \leq 1 \).

(b) If \( A_1, \ldots, A_n \) are sets in \( X \) and \( s_{A_1}, \ldots, s_{A_n} \) are their indicator functions (Def. 5.1), then the function of nonnegative numbers \( t_1, \ldots, t_n \) defined by

\[
\varphi(A_1, \ldots, A_n; t_1, \ldots, t_n) = \Phi(t_1 s_{A_1} + \cdots + t_n s_{A_n})
\]  

(5.3)

is the mgf of an \( n \)-dimensional random vector whose components are nonnegative integers. This random vector has the probability function \( p(A_1, \ldots, A_n; r_1, \ldots, r_n) \) of Sec. 3.

(c) If \( s, s_1, s_2, \ldots \) are nonnegative functions such that \( \lim_{n \to \infty} s_n(x) = s(x) \) for each \( x \) in \( X \), then \( \lim_{n \to \infty} \Phi(s_n) = \Phi(s) \). (That is, \( \Phi \) is continuous.)

Proof. Statement (a) is obvious from (5.1). Next, from the definitions of \( \varphi \) and \( \Phi \), we have

\[
\varphi(A_1, \ldots, A_n; t_1, \ldots, t_n) = \mathbb{E} e^{-t_1 \omega(A_1) - \cdots - t_n \omega(A_n)}.
\]

From (3.3), this expectation is given by

\[
\sum_{r_1, \ldots, r_n = 0}^{\infty} e^{-t_1 r_1 - \cdots - t_n r_n} p(A_1, \ldots, A_n; r_1, \ldots, r_n),
\]

which proves (b). Finally, suppose \( s_n(x) \to s(x) \) for each \( x \). Then from the definition of a random integral we see that \( \int s_n d\omega \to \int s d\omega \) for each \( \omega \). Since the random variables \( e^{-\int s_n d\omega} \) are bounded by 1, the Lebesgue bounded convergence theorem (HALMOS (1950), p. 110)) implies that \( \mathbb{E} e^{-\int s_n d\omega} \to \mathbb{E} e^{-\int s d\omega} \). \( \Box \)

It may appear that we did not use Condition 3.1 (4). However, without this we could not have constructed a probability measure on the point-distributions, as we did in Sec. 3.2.

From the definition of \( \varphi \) in (5.3) we see that it satisfies permutation and consistency conditions analogous to those in Conditions 3.1 (1) and (2); e.g., \( \varphi(A_1, A_2; t_1, t_2) = \varphi(A_2, A_1; t_2, t_1) \), and \( \varphi(A_1, A_2; t_1, 0) = \varphi(A_1; t_1) \). Moreover, from the way in which \( \varphi \) is defined in (5.3) we see that if \( A_1, A_2, \ldots, A_n \) are disjoint sets whose union is \( A \), then \( \varphi(A, A_1, A_2, \ldots, A_n; t, t_1, t_2, \ldots, t_n) = \varphi(A_1, A_2, \ldots, A_n; t + t_1, t + t_2, \ldots, t + t_n) \). This is equivalent to Condition 3.1 (3).

Suppose now that we are given some functional \( \Phi(s) \). When can we say that \( \Phi \) is the MGF of a random point-distribution? The answer is given by the following theorem, whose proof is left to the reader. (Use the remark in Sec. 3.)

Theorem 5.2. Let \( \Phi(s) \) be a functional defined whenever \( s \) is a function of the form \( \sum t_i s_{A_i} \), where the \( t_i \) are nonnegative and \( s_{A_i} \) is the indicator
of the set \( A_i \). Suppose that whenever \( A_1, A_2, \ldots, A_n \) are disjoint sets, then 
\( \Phi(t_1s_{A_1} + t_2s_{A_2} + \cdots + t_ns_{A_n}) \) is the mgf of an \( n \)-dimensional random vector whose components are nonnegative integers. We denote the probability function of this vector by \( p_0(A_1, \ldots, A_n; r_1, \ldots, r_n) \). Suppose further that 
if \( A_1 \supset A_2 \supset \cdots \) and \( \cap A_i = 0 \) then \( \Phi(t s_{A_i}) \to 1 \) for each \( t \geq 0 \). Then the functions \( p_0 \) can be extended in a unique manner to functions \( p \), defined whether or not the sets \( A_i \) are disjoint. The functions \( p \) satisfy Conditions 3.1 and hence define a random point-distribution whose MGF has the same value as \( \Phi \) for any function \( s \) of the above form.

We can then define \( \Phi \) for an arbitrary Borel-measurable function \( s \) by a limiting process.

At first sight it might appear that additional conditions on \( \Phi \) should be given in Theorem 5.2 to insure that Condition 3.1 (3) will hold, but this is not so.

We can use Theorem 5.2 to obtain the following result, whose detailed proof is again left to the reader.

**Theorem 5.3.** Let \( \Phi_1, \Phi_2, \ldots, \Phi_n \) be MGF's of random point-distributions. Then the functional given by the product \( \Phi(s) = \Phi_1(s) \Phi_2(s) \cdots \Phi_n(s) \) is the MGF of a random point-distribution.

If we define the sum of a finite number of point-distributions as the point-distribution corresponding to the sum of their corresponding set functions, then we can think of \( \Phi \) as the MGF of a sum of independent random point-distributions whose MGF's are \( \Phi_1, \Phi_2, \ldots, \Phi_n \).

### 5.2. Alternative formulation.

Suppose, following Moyal (1961b), that we choose to specify probabilities on the point-distributions by a sequence \( f_n(x_1, \ldots, x_n) \ dx_1 \cdots dx_n \), representing the probability that there are \( n \) objects of which the first is in the interval \((x_1, x_1 + dx_1)\), the second in \((x_2, x_2 + dx_2)\), etc. (For simplicity we consider here the special case in which \( X \) is one dimensional, the probability distributions have densities, and we can distinguish a "first object", "second object", etc. For example, the first might be the largest, oldest, etc. Moyal treats the general case.) Let \( f_0 \) be the probability of no objects. Then the MGF \( \Phi(s) \) is given by

\[
\Phi(s) = f_0 + \sum_{n=1}^{\infty} s^n \int f_n(x_1, \ldots, x_n) e^{-s(x_1) - \cdots - s(x_n)} \ dx_1 \cdots dx_n. \tag{5.4}
\]

It can be verified that \( \Phi \) as defined by (5.4) satisfies the criteria of Theorem 5.2.

### 6. Definition of the general branching process

The development of a family will be described by a sequence of point-distributions \( Z_0, Z_1, \ldots \), where \( Z_n \) represents the objects in the
n-th generation (each object being described perhaps by the value of \( x \) that it has at its time of birth), or alternatively \( Z_n \) might represent the objects present at the \( n \)-th of a sequence of points in time. We shall denote by \( Z_n(A) \) the number of objects with types in \( A \).

We shall suppose that (a) the quantity \( x \) is a complete enough description of an object so that if we know the point-distribution \( Z_n \), then knowledge of previous generations adds nothing to our ability to predict the future; and (b) the ability of an object to procreate is unaffected by the presence of other objects.

The supposition (a) corresponds to the mathematical assumption that the sequence \( Z_0, Z_1, \ldots \) is a generalized Markov process whose states are not numbers but point-distributions. The supposition (b) corresponds to the special assumption that makes our Markov process a branching process. We shall suppose that the law relating one generation to the next does not change with \( n \), although the basic formulas of Secs. 7 and 9 can easily be modified to fit the contrary case.

We prescribe a generalized Markov process, just as in the simple case, by means of an initial distribution for \( Z_0 \) and a transition probability function

\[
P^{(1)}(\omega, B) = \text{Prob} [Z_{n+1} \in B | Z_n = \omega].
\]

Then, just as in the simple case, we have the recurrence relation

\[
P^{(m+n)}(\omega, B) = \int_{Q_X} P^{(m)}(\omega', B) d\omega'.
\]

where \( P^{(n)}(\omega, B) \) is the \( n \)-step transition function. This is almost all that we shall require of the theory of generalized Markov processes, some of which is described in Doob (1953).

### 6.1. Definition of the transition function.

Suppose that for each \( x \) in \( X \) there is defined a family \( \hat{p}_x \) of probabilities \( \hat{p}_x(A_1, r_1), \hat{p}_x(A_1, A_2, r_1, r_2), \ldots \), where \( \hat{p}_x(A_1, \ldots, A_n; r_1, \ldots, r_n) \) is interpreted as the probability that an object of type \( x \) has \( r_1 \) children with types in the set \( A_1, \ldots \), and \( r_n \) children with types in the set \( A_n \). The form of the functions \( \hat{p}_x \) will be determined by the particular problem; we shall consider some examples later. We shall assume that for each \( x \) the functions \( \hat{p}_x \) satisfy Conditions 3.1. The only additional assumption is that if the arguments \( A_1, \ldots, A_n, r_1, \ldots, r_n \) are fixed, then \( \hat{p}_x \) is a Borel-measurable function of \( x \).

By Theorem 3.1, \( \hat{p}_x \) determines for each \( x \) a probability measure \( P_x^{(1)} \) on the set \( Q_X \) of point-distributions, and \( P_x^{(1)} \) determines in turn an MGF \( \Phi_x^{(1)} \). Next, if \( \omega \) is a point-distribution, \( \omega = (x_1, n_1; \ldots, x_k, n_k) \) (see Def. 2.1), we put

\[
\Phi(\omega, s) = [\Phi_x^{(1)}(s)]^{n_1} \cdots [\Phi_x^{(1)}(s)]^{n_k}.
\]
If \( \omega \) is null, we put \( \Phi(\omega, s) = 1 \), all \( s \). The functional \( \Phi \) defined by (6.3) is, for each \( \omega \), the MGF of a point-distribution (Theorem 5.3), and is interpreted as the MGF for the children of \( n_1 \) objects of type \( x_1 \), \ldots, and \( n_k \) objects of type \( x_k \). For each \( \omega \) the MGF \( \Phi \) corresponds to a probability measure \( P^{(\omega)}(B) \) on sets \( B \) of point-distributions. We take \( P^{(\omega)} \) to be the transition probability function for our process. (See the first sentence of Appendix 2 to this chapter.)

Having defined \( P^{(\omega)} \), we can in principle define \( P^{(3)}, P^{(3)}, \ldots \) by means of (6.2), although the explicit calculation would in general be difficult.

We shall always suppose that the initial point-distribution \( Z_0 \) is nonrandom. The results we obtain can easily be modified in the contrary case.

6.2. Notation. We shall use the symbols \( P_x \) and \( \mathcal{E}_x \) to denote probabilities and expectations for our process, if initially there is one object of type \( x \), i.e., if \( Z_0 = (x, 1) \). We shall write \( \int s(y) dZ_n(y) = \int s dZ_n \) for the random integral \( \int s d\omega \) in case the measure on the point-distributions \( \omega \) is the one defined for \( Z_n \) in our Markov process. We denote the MGF of \( Z_n \), if initially there is one object of type \( x \), by \( \Phi^{(n)}_x(s) = \mathcal{E}_x e^{-\int s dZ_n} \). Then \( \Phi^{(0)}_x(s) = e^{-s(x)} \).

If \( g \) is a measurable function on \( \Omega_x \), then the conditional expectation \( \mathcal{E}[g(Z_{n+m}) | Z_n] \) is evaluated by taking \( \mathcal{E}[g(Z_{n+m}) | Z_n = \omega] = \int g(\omega') d\omega' \mathcal{P}^{(m)}(\omega, \omega') \).

7. Recurrence relation for the moment-generating functionals

In the recurrence relation \( f_{n+1}(s) = f[f_n(s)] \) of Chapter 1, replace \( s \) by \( e^{-s} \), and put \( \varphi_n(s) = f_n(e^{-s}) \) and \( \psi(s) = f(e^{-s}) \). We then obtain for the mgf's \( \varphi_n \) the relation \( \varphi_{n+1}(s) = \varphi(-\log \varphi_n(s)) \), which we now wish to generalize.

When it is necessary to distinguish a function on \( X \) from its value at a particular point, we shall use a dot; thus \( f(\cdot) \) is the function whose value at \( x \) is \( f(x) \), etc.

**Theorem 7.1**

If \( \omega = (x_1, n_1; \ldots; x_k, n_k) \), then

\[
\mathcal{E} \left\{ e^{-\int dZ_{n+m}} | Z_n = \omega \right\} = \left[ \Phi^{(m)}_{x_1}(s) \right]^{n_1} \cdots \left[ \Phi^{(m)}_{x_k}(s) \right]^{n_k} = e^{\int \log \Phi^{(m)}_x(s) d\omega(s)} , \quad n, m = 0, 1, \ldots.
\] (7.1)

Furthermore,

\[
\Phi^{(m+n)}_x(s) = \Phi^{(m)}_x(-\log \Phi^{(m)}_x(s)) , \quad n, m = 0, 1, \ldots.
\] (7.2)

---

1 Moyal (1962); formula (7.2), with \( n=1 \), appears in Harris (1959a, abstract)
Proof. Since our Markov process is temporally homogeneous, we have, using (6.3),

\[
\mathcal{E} \{ e^{-f_s dZ} | Z_0 = \omega \} = \mathcal{E} \{ e^{-f_s d\omega'} \} d\omega' P^{(1)} (\omega, \omega') = \Phi (\omega, s) = [\Phi_{x_1}^{(1)}(s)]^{x_1} \cdots [\Phi_{x_k}^{(1)}(s)]^{x_k}.
\]

(7.3)

This proves (7.1) for \( m = 1 \). Taking expectations \( \mathcal{E}_x \) of both sides of (7.3), we obtain

\[
\Phi^{(n+1)}_x(s) = \mathcal{E}_x \left[ \prod_{i=1}^{n+1} \Phi_{x_i}^{(1)}(s) \right] = \mathcal{E}_x e^{\log \Phi^{(1)}_x(s) dZ_n(s)} = \Phi^{(n)}_x (-\log \Phi^{(1)}_x(s)),
\]

(7.4)

which proves (7.2) when \( m = 1 \). From (7.4) we obtain, e.g.,

\[
\Phi^{(3)}_x(s) = \Phi^{(2)}_x (-\log \Phi^{(1)}_x(s)) = \Phi^{(1)}_x (-\log \Phi^{(1)}_x (-\log \Phi^{(1)}_x(s))) = \Phi^{(1)}_x (-\log \Phi^{(2)}_x(s)).
\]

Proceeding in this way, taking \( n \) successively equal to 3, 4, ..., we obtain (7.2) for all \( m, n = 0, 1, \ldots \).

Next we have

\[
\mathcal{E} \{ e^{-f_s dZ} | Z_0 = \omega \} = \mathcal{E} \{ e^{-f_s d\omega'} | Z_0 = \omega \} = \int e^{\log \Phi^{(1)}_x(s) d\omega'(s)} d\omega' P^{(1)} (\omega, \omega') = \Phi (\omega, -\log \Phi^{(1)}_x(s)) = e^{\log \Phi^{(2)}_x(-\log \Phi^{(1)}(s)) d\omega(s)} = e^{\log \Phi^{(2)}_x(s) d\omega(s)}.
\]

Because of temporal homogeneity, this proves (7.1) for any \( n \) when \( m = 2 \), and a similar procedure proves (7.1) for any \( m \) and \( n \).

8. Examples

8.1. The nucleon cascade and related processes. In an important class of branching processes a particle is transformed into two or more new particles that share some element of the original one, for example, its energy or mass. The most familiar example is the nucleon cascade occurring in cosmic-ray showers. (The word nucleon means either a proton or a neutron.) A similar problem was treated by Kolmogorov (1941) in connection with the grinding of particles. This work has been generalized by Filippov (1961). See also Sec. 16 below.

For a detailed discussion of nucleon cascades we refer the reader to the paper by Messel in the collection of Wilson (1954). Here we formulate the model used by Messel, except that we consider only the successive generations, not the development as a function of depth or time. We shall take up the latter sort of treatment in connection with another type of cosmic-ray shower in Chapter VII.
A very energetic nucleon (the primary) enters the atmosphere from outer space. Eventually it will suffer a collision in which it detaches another nucleon (the secondary) from an atomic nucleus. The secondary, whose energy was previously negligible compared to that of the primary, now has an appreciable portion of the energy of the primary, which likewise loses energy by other mechanisms whose nature need not concern us. Both the primary and the secondary are now able to detach further nucleons, and a branching process proceeds until the energies of the nucleons become too small to maintain it.

Let \( E \) be the energy of the primary before its first collision. We assume that after the collision the primary has the energy \( U_1 E \) and the secondary has \( U_2 E, 0 \leq U_1, U_2; U_1 + U_2 \leq 1 \), where \( U_1 \) and \( U_2 \) have the continuous probability density \( f(u_1, u_2) \), which is symmetric in \( u_1 \) and \( u_2 \) and does not depend on \( E \). The primary and the secondary form the first generation, and so on.

We define a branching process where \( x \) is the energy of a nucleon and \( X \) is the set of positive numbers. From (5.4) the appropriate form for \( \Phi^{(1)}(s) \), the MGF for the nucleons produced in one generation by a nucleon of energy \( x \), is

\[
\Phi^{(1)}(s) = \int \int e^{-s(u_1 + u_2)} f(u_1, u_2) \, du_1 \, du_2.
\]

(8.1)

Putting \( n = 1 \) and replacing \( m \) by \( n \) in formula (7.2), we obtain

\[
\Phi^{(n+1)}(s) = \int \int \Phi^{(n)}(s_{u_1}) \Phi^{(n)}(s_{u_2}) f(u_1, u_2) \, du_1 \, du_2, \quad n = 0, 1, \ldots
\]

(8.2)

From (8.1) and (8.2) we see by induction that \( \Phi^{(n)}(s) = \Phi_1^{(n)}(s^{(x)}) \), where

\[
s^{(x)}(y) = s(x, y), \quad n = 1, 2, \ldots
\]

Let \( q^{(n)}(t, y) \) be the mgf of the number of nucleons in the \( n \)-th generation with energy \( \leq y \), starting with one of energy \( 1 \); that is, \( q^{(n)}(t, y) = \Phi^{(n)}(t s_y) \), where \( s_y(u) = 1 \) if \( 0 < u \leq y \) and 0 otherwise. Then \( q^{(0)}(t, y) = 1 \) if \( y < 1 \) and \( q^{(0)}(t, y) = e^{-t} \) if \( y \geq 1 \). From (8.2) we then have the recurrence relation

\[
q^{(n+1)}(t, y) = \int \int q^{(n)} \left( t, \frac{y}{u_1} \right) q^{(n)} \left( t, \frac{y}{u_2} \right) f(u_1, u_2) \, du_1 \, du_2, \quad n = 0, 1, \ldots; t \geq 0, y > 0.
\]

(8.3)

8.2. A one-dimensional neutron model. The following one-dimensional model for neutron multiplication has many features of more complicated models; we shall discuss a variation of it in Sec. 10 of Chapter IV. Such a model appears to have been first used by Fermi

---

1 See also Bellman, Kalaba, and Wing (1958); Harris (1960).
(1936, pp. 23 ff.), who considered collisions and absorption of neutrons without fission; see also Amaldi (1959, pp. 557–562).

Neutrons can move backward and forward in a "rod" of length $L$ and can be lost at the ends. We take the space $X$ to be the interval $(0, L)$, and $x$ represents the position of a neutron at birth. A neutron born at $x$ goes right or left with probability $\frac{1}{2}$ each. In any interval of length $dx$ in the rod it has a probability $ax \, dx$ of being transformed into two neutrons, each having probability $\frac{1}{2}$ of going right or left, independently of the other. A neutron leaving the end of the rod does not return. Since $e^{-ax}$ is the probability of traveling a distance $x$ in the rod without a collision, the appropriate MGF for the first generation is then

$$
\Phi^{(1)}_x(s) = \frac{1}{2} (e^{-ax} + e^{-a(L-x)}) + \frac{1}{2} \int_0^L e^{-a[y-x]} e^{-2s(y)} \, dy.
$$

9. First moments

If $s_t$ is the indicator of the set $A$ in $X$, then $\Phi^{(1)}_x(t s_t)$ is the mgf of the random variable $Z_1(A)$, if there is one initial object of type $x$, and hence

$$
\mathcal{E}_x Z_1(A) = -\left. \frac{\partial \Phi^{(1)}_x(t s_t)}{\partial t} \right|_{t=0}
$$

(9.1)

**Definition 9.1.** Let $M(x, A) = \mathcal{E}_x Z_1(A)$.

If $A_1, A_2, \ldots$ are disjoint sets, then

$$
Z_1(A_1 \cup A_2 \cup \cdots) = Z_1(A_1) + Z_1(A_2) + \cdots.
$$

Taking expectations $\mathcal{E}_x$ of both sides of this equality, we see that

$$
M(x, A_1 \cup A_2 \cup \cdots) = M(x, A_1) + M(x, A_2) + \cdots.
$$

That is, $M$ is, for each fixed $x$, a countably additive measure.

*In the rest of this chapter we make the following assumption about $M$.

**Condition 9.1.** The first moment $M(x, X)$ is a bounded function of $x$.

We must now define the iterates of $M$, which, as we shall see, will correspond to the first moments of the successive generations. *When symbols such as $dM(x, y)$ are used, the differential will always be with respect to the second variable.*

**Definition 9.2.** Let $M_1(x, A) = M(x, A)$, and let

$$
M_{n+1}(x, A) = \int_X M_n(y, A) \, dM(x, y) = \int_X M(y, A) \, dM_n(x, y), \quad n=1, 2, \ldots
$$

We also put $M_0(x, A) = 1$ if $x$ is in $A$ and 0 otherwise.

---

1 The material of this section was given essentially by Moyal (1961a, 1961b, 1962).
Remark. Condition 9.1 insures that $M_n(x, X)$ is, for each $n=1, 2, \ldots$, a bounded function of $x$, and in fact, if $M \leq c$, then

$$M_n(x, X) = \int M(y, X) \, dM_{n-1}(x, y) \leq cM_{n-1}(x, X) \leq \cdots \leq c^n. \quad (9.2)$$

Moreover, it follows by induction that $M_n$ is for each $x$ a countably additive measure. See also the first sentence of Appendix 2 to this chapter.

9.1. Expectations of random integrals. We shall sometimes write $\int h \, dZ_n$ for the random integral defined in Sec. 4 if the point-distribution $\omega$ corresponds to the $n$-th generation in a branching process. If $s_A$ is the indicator function of the set $A$, then $\mathcal{E}_x \int s_A \, dZ_1 = \mathcal{E}_x Z_1(A) = M(x, A)$.

Hence the relation

$$\mathcal{E}_x \int s(y) \, dZ_1(y) = \int s(y) \, dM(x, y) \quad (9.3)$$

holds whenever $s$ is an indicator function. It likewise holds when $s$ is a finite linear combination of indicator functions. Hence, by the usual limiting arguments of the theory of integration, it follows that (9.3) is true whenever the integral on the right side is defined.

9.2. First moment of $Z_n$. The next step is to identify the iterates of $M$ with the successive first moments of $Z_1, Z_2, \ldots$. In formula (7.1) put $m=1$ and $s = ts_A$, $t \geq 0$, where $s_A$ is the indicator function of $A$. Then (7.1) becomes

$$\mathcal{E}\{e^{-iZ_{n+1}(A)}|Z_n=\omega\} = [\Phi^{(1)}_{x_i}(ts_A)]^{n_1} \cdots [\Phi^{(1)}_{x_k}(ts_A)]^{n_k}, \quad (9.4)$$

where $\omega=(x_1, n_1; \ldots; x_k, n_k)$. The left side of (9.4) is $\Phi(\omega, ts_A)$ and the $t$-derivative of the left side at $t=0$ is $-\mathcal{E}\{Z_{n+1}(A)|Z_n=\omega\}$. Equating derivatives of the two sides of (9.4) we obtain

$$\mathcal{E}\{Z_{n+1}(A)|Z_n=\omega\} = \sum_i n_i M(x_i, A) = \int M(y, A) \, d\omega(y). \quad (9.5)$$

Now put $n=1$ in (9.5) and take expectations of both sides. We obtain, using (9.3) and Def. 9.2,

$$\mathcal{E}_x Z_2(A) = \int M(y, A) \, dM(x, y) = M_2(x, A). \quad (9.6)$$

Proceeding by induction on $n$ we thus obtain the following result.

Theorem 9.1. The functions $M_n$ of Definitions 9.1 and 9.2 are the first moments: $\mathcal{E}_x Z_n(A) = M_n(x, A), n=1, 2, \ldots$. Furthermore,

$$\mathcal{E}\{Z_{n+m}(A)|Z_n=\omega\} = \int M_m(y, A) \, d\omega(y), \quad m, n = 0, 1, \ldots. \quad (9.7)$$
Example 1. The nucleon cascade (Sec. 8.1).

Let \( g(u) \) be the marginal probability density for the energy of the primary nucleon after a collision, if its prior energy is \( 1 \); i.e., \( g(u) = \int_0^1 f(u, u_2) \, du_2 \), \( 0 < u < 1 \); \( g = 0 \) otherwise.

Then from (8.1) and (9.4), \( M(x, A) = \int_A (2|x) \, g(y|x) \, dy \).

Example 2. The one-dimensional neutron model (Sec. 8.2).

In this case \( M(x, A) = \int_A x e^{-x|y-x|} \, dy \), provided \( 0 < x < L \) and \( A \) is in the interval \( (0, L) \).

10. Existence of eigenfunctions for \( M \)

For studying the asymptotic behavior of a general branching process, it is important to know whether the expectation operator \( M \) has eigenfunctions and eigenvalues analogous to those of the matrix \( M \) of Chapter II. Various generalizations are known of the results of Frobenius and Perron in the preceding chapter. Of these, the earliest seems to be that of Jentzsch (1912) for integral operators with a positive kernel. More recently, numerous results have been given by Krein and Rutman (1948, 1950)\(^1\), and we refer also to the papers of Birkhoff (1957) and Karlin (1959).

Here we shall give results sufficient for many applications, although they are not the most general known.

At this point we must introduce a "volume" element \( dV \) in \( X \); i.e., \( V \) will be a measure on \( X \). If \( X \) has coordinates \( (x_1, \ldots, x_d) \) and is finite in extent, then in many cases the choice \( dV = dx_1 \, dx_2 \, \ldots \, dx_d \) will be suitable, e.g., in the example of Sec. 8.2. More generally we may have \( dV = v(x_1, \ldots, x_d) \, dx_1 \, \ldots \, dx_d \), where \( v \) is a positive function on \( X \). In the case of a finite number of types we may suppose that \( V \) assigns measure 1 to each type.

Definition 10.1. Let \( V \) be a measure on \( X \) with \( 0 < V(X) < \infty \).

Remark. If we make a statement such as "the function \( f \) is positive", where \( f \) is a function of \( x \), we shall mean positive everywhere on \( X \); we shall not mean "positive except for a set of points \( x \) of \( V \)-measure zero", unless this is explicitly stated. A similar remark applies to equalities.

Definition 10.2. A function \( f \) on \( X \) is uniformly positive if there is a positive constant \( c \) such that \( f(x) \geq c \) for each \( x \). A similar statement applies for a function \( f(x, y) \) of the pair \( (x, y) \).

\(^1\) For corrections to the work of Krein and Rutman, see Silverman and Tien yen (1959).
Definition 10.3. We say that $M_n$ has a density if there is a nonnegative function $m_n(x, y)$ such that for each $x$ in $X$

$$M_n(x, A) = \int_A m_n(x, y) \, dV(y).$$

(10.1)

If $M_n$ has a density, then $M_{n+1}$ likewise has a density given by

$$m_{n+1}(x, y) = \int m_n(z, y) \, dM(x, z).$$

(10.2)

On the other hand, $M_{n+1}$ may have a density even though $M_n$ does not.

10.1. Eigenfunctions and eigenvalues. Suppose $M$ has a density $m$. We shall say that the function $\mu$, not identically 0, is a right eigenfunction of $M$, corresponding to the eigenvalue $\lambda$, if for each $x$ we have

$$\lambda \mu(x) = \int m(x, y) \mu(y) \, dV(y).$$

(10.3)

Similarly $v$ is a left eigenfunction if it is not identically 0 and if for each $y$ we have

$$\gamma v(y) = \int v(x) m(x, y) \, dV(x).$$

(10.4)

In case $M$ does not have a density, we could define appropriate analogues of (10.3) and (10.4).

We shall next state a condition, by no means the most general possible, which implies an analogue for $M$ of the matrix results of Chapter II.

Condition 10.1. $M(x, X)$ is a bounded function of $x$. $M$ has a density $m$ and there is an integer $n_0$ such that the density $m_{n_0}(x, y)$ is a uniformly positive bounded function, $0 < a \leq m_{n_0}(x, y) \leq b < \infty$.

It is not difficult to treat the case in which $M$ does not have a density provided $M_n$ does.

We do not exclude the possibility that $m$ itself is unbounded. In three-dimensional neutron models (Chapter IV), $m$ is unbounded but $m_4$ is bounded.

From (9.2) and Condition 10.1 it follows that $M(x, X)$ is uniformly positive. It can then be seen from (10.2) that $m_n$ is, for each $n \geq n_0$, bounded above and below by positive constants that may depend on $n$.

Theorem 10.1. If Condition 10.1 is satisfied then $M$ has a positive eigenvalue $\lambda$, larger in magnitude than any other eigenvalue, and corresponding to right and left eigenfunctions $\mu$ and $v$ that are bounded and uniformly positive. Moreover, $\mu$ and $v$ are the only nonnegative right and left eigenfunctions (bounded or not). Furthermore, if we normalize $\mu$ and $v$ so that $\int \mu(x) v(x) \, dV(x) = 1$, which will henceforth be assumed, then

$$m_n(x, y) = \gamma^n \mu(x) v(y) [1 + O(\Delta^n)], \quad 0 < \Delta < 1, \, n \to \infty,$$

(10.5)

where the bound $\Delta$ can be taken independently of $x$ and $y$.

A proof of Theorem 10.1 is given in Appendix 3 to this chapter.
Examples. In the one-dimensional neutron model of Sec. 8.2 the conditions of Theorem 10.1 are satisfied if we take \( dV = dx \). Following Kac (1945), we find that \( q = 2/(1 + \beta^2) \), where, if \( L = x/c \), \( \beta \) is the smallest positive number satisfying the equation \( \tan(\pi L) = -2\beta/(1 - \beta^2) \). If \( L = x/c \), then \( \beta = 1 \). The eigenfunctions \( \mu \) and \( \nu \) are both proportional (normalizing factors would be required) to the function \( \sin(\beta x y) + \beta \cos(\beta x y) \), \( 0 \leq y \leq L \).

The situation is quite different for the nucleon cascade. Let us restrict \( X \) to be the interval \((0, 1)\) and take \( dV = dx \). Then \( m(x, y) = (2/x)g(y/x) \). For each \( \gamma > 0 \) the function \( \mu(y) = y^\gamma \) is a right eigenfunction corresponding to the eigenvalue \( q_\gamma = 2 \int_0^1 u^{\gamma} g(u) du \). Since there are infinitely many such eigenfunctions, Conditions 10.1 cannot hold if \( dV = dx \). Actually, \( m_n \) in this case does not have the form (10.5), so that no choice of \( V \) would make Conditions 10.1 hold.

11. Transience of \( Z_n \)

In Theorem 11.2 below we establish an analogue of Theorem II.6.1 regarding the transience of \( Z_n \). We need a preliminary result on the behavior of the extinction probabilities. (See Sec. 6.2.)

Definitions 11.1. Let \( q_n(x) = P_x[Z_n(X) = 0], \ n = 0, 1, \ldots \). Let \( q(x) = \lim_{n \to \infty} q_n(x) = P_x[Z_n(X) = 0 \text{ for some } n] \).

The double definition of \( q \) is justified just as in (I.6.1), and \( q_n \) must be a nondecreasing function of \( n \).

Theorem 11.1. Suppose that Condition 10.1 holds, and that there is a positive integer \( N \) such that \( q_N(x) > 0 \) for each \( x \) in \( X \). Then \( q_{n+N}(x) \) is a uniformly positive function of \( x \) (Def. 10.2).

Proof. We shall give the proof for the case in which \( n_0 = N = 1 \), since the general argument is almost the same. In (7.2) take \( m = n = 1 \), take \( s = t = X \), where \( X = 1 \), and let \( t \to \infty \). Since \( \Phi_x(m, s, x) \to P_x[Z_n(X) = 0] \), we obtain

\[
q_2(x) = \Phi_x^{(1)}(-\log q_1) = \mathcal{E}_x e^{-\log q_1(y)dz_1(y)}
\]

where \( Z_1 \) is the point-distribution \((x_1, n_1; \ldots; x_k, n_k)\), as in Sec. 2, and the quantity \( \{ \} \) is taken as 1 if \( Z_1(X) = 0 \).

For each \( \varepsilon > 0 \) let \( A_\varepsilon \) be the set of points \( x \) such that \( q_1(x) < \varepsilon \). From Condition 10.1, with \( n_0 = 1 \), and the fact that \( q_1 \) is positive, we see that we can find a sufficiently small positive \( \varepsilon \), with \( \varepsilon < 1 \), so that for each \( x \) we have \( M(x, A_\varepsilon) < \frac{1}{2} \), and since \( M(x, A_\varepsilon) \geq 1 - P_x[Z_1(A) = 0] \), this implies

\[
P_x[Z_1(A) = 0] \geq \frac{1}{2}.
\]
For such an $\varepsilon$ put $A_\varepsilon = A$. Then from (11.4),
\begin{align*}
q_2(x) & = \int \left\{ q_1(x_1)^{n_1} \cdots q_1(x_k)^{n_k} \right\} dP_x \\
& \geq \int_{Z_1(A) = 0} \left\{ \right\} dP_x \geq \int_{Z_1(A) = 0} \varepsilon^2 \left( X - A \right) dP_x. \quad (11.3)
\end{align*}

From the inequality between the arithmetic and geometric means (essentially HARDY, LITTLEWOOD, and PÓLYA (1952, p. 137)) the last term in (11.3) is bounded below by
\begin{equation}
P_x(B) \varepsilon^{Z_1(X-A)} \frac{dP_x dP_y}{dP_x(B)}, \quad (11.4)
\end{equation}
where $B$ is the event $\{ Z_1(A) = 0 \}$. Now
\begin{equation}
\int_B Z_1(X-A) \frac{dP_x}{\text{all } Z_1} \leq \int Z_1(X-A) dP_x = M(x, X-A),
\end{equation}
and $P_x(B) \geq \frac{1}{2}$ from (11.2). Hence from (11.3) and (11.4) we have $q_2(x) \geq \frac{1}{2} \varepsilon^{2M(x, X-A)}$. Since $M$ is bounded, the result is proved. \[ \square \]

**Theorem 11.2.** Suppose that the conditions of Theorem 11.1 hold. Then for each $x$ in $X$ and each $K > 0$ we have
\begin{equation}
P_x \{ 0 < Z_n(X) \leq K \text{ infinitely often} \} = 0. \quad (11.5)
\end{equation}

**Proof.** From Theorem 11.1 we know that $q_n$ is uniformly positive for some $n$. We shall suppose $q_1(x) > c > 0$, since only slight changes are needed in the general case.

Put $s = t s_x$ as in the proof of Theorem 11.1. Putting $m = 1$ in (7.1) and letting $t \to \infty$ we have
\begin{equation}
P \left\{ Z_{n+1}(X) = 0 \big| Z_n = \omega \right\} = q_1(x_1)^{n_1} \cdots q_1(x_k)^{n_k}. \quad (11.6)
\end{equation}
If $0 < \omega(X) \leq K$, the right side of (11.6) is $\geq c^K$. Thus whenever $0 < Z_n(X) \leq K$, the probability is $\geq c^K$ that $Z_{n+1}(X) = 0$. This makes it intuitively obvious that if the event $\{ 0 < Z_n(X) \leq K \}$ occurs often enough, then $Z_n(X) = 0$ must occur eventually, and hence $\{ 0 < Z_n(X) \leq K \}$ cannot occur subsequently (DÖEBLIN (1940, p. 72)). A more complete proof follows. (This general proposition about Markov processes is also proved by CHUNG (1951, Proposition 8).)

Let $\Omega_0 = \{ \omega : 0 < \omega(X) \leq K \}$. If $B$ is a subset of $\Omega_0$ let $Q(\omega, B)$ be the probability, if $Z_0 = \omega$, that at least one of the point-distributions $Z_1, Z_2, \ldots$ belongs to $\Omega_0$ and that the first such belongs to $B$. Let
\begin{equation}
R(\omega) = P \{ Z_n \in \Omega_0 \text{ infinitely often} \big| Z_0 = \omega \}.
\end{equation}
Then
\begin{equation}
R(\omega) = \int R(\omega') d\omega' Q(\omega, \omega'), \quad \omega \in \Omega_X. \quad (11.7)
\end{equation}

Put $R_1 = \sup_{\omega \in \Omega_0} R(\omega)$. Then from (11.7)
\begin{equation}
R_1 \leq R_1 \sup_{\omega \in \Omega_0} Q(\omega, \Omega_0) \leq R_1 (1 - c^K). \quad (11.8)
\end{equation}
Hence \( R_1 = 0 \), and from (11.7) it follows that \( R(\omega) = 0 \) for each \( \omega \) in \( \Omega_X \). This proves the theorem. \( \Box \)

12. The case \( \rho \leq 1 \)

**Theorem 12.1** Suppose Condition 10.1 holds, the eigenvalue \( \eta \) is \( \leq 1 \), and there is a positive integer \( N \) such that for each \( x \)

\[ q_N(x) > 0. \]  

(12.1)

Then \( q(x) = 1 \). (See Def. 11.1.)

**Proof.** From Theorem 10.1 we see that \( \delta_x Z_n(X) \) is a bounded function of \( n \) and \( x \) when \( \eta \leq 1 \), and accordingly \( P_x[Z_n(X) \to \infty] = 0 \) for each \( x \). Using Theorem 11.2 we see then that \( P_x[Z_n(X) \to 0] = 1 \). \( \Box \)

12.1. Limit theorems when \( \rho \leq 1 \). If \( \eta \) is \( < 1 \), then presumably an analogue exists to the theorem of YAGLOM, Sec. I.9, and its generalization for a finite number of types given in Sec. II.9.1, although such a result has not yet been proved. T. W. MULLIKIN (1963) has shown that if \( \eta = 1 \), then there is a limiting exponential distribution, generalizing the results of Sec. II.9.2, provided certain positivity and compactness conditions hold.

If \( q(x) = 1 \), then the total number of objects is finite, and we may want to study its probability distribution. If \( f(x, t) \) is the generating function of the total number of objects in all generations (including the initial object) if there is initially one object of type \( x \), then the methods we have used previously lead to the functional equation

\[ f(x, t) = t \Phi_x^{(1)} [-\log f(\cdot, t)]. \]

Here \( t \) is a complex variable. In the next chapter we shall give a result due to SEVAST'YANOV (1958) enabling us to study \( f \) in certain cases.

13. Second moments

In the rest of Chapter III we shall impose the following condition, which, as we shall see, insures the finiteness of all the second moments to be considered.

**Condition 13.1.** The second moment \( \delta_x(Z_1(X))^2 \) is a bounded function of \( x \).

**Definitions 13.1.** If \( A \) and \( B \) are subsets of \( X \), define

\[ M_n^{(2)}(x, A, B) = \delta_x\{Z_n(A)Z_n(B)\}, \quad n = 0, 1, \ldots \quad \}

\[ v(x, A, B) = M_n^{(2)}(x, A, B) - M(x, A)M(x, B). \]  

(13.1)

---

\(^1\) Given by HARRIS (1959a) for the case \( N = 1 \). MOYAL (1962) gave results that are weaker than Theorem 12.1 but apply to cases where \( X \) is not necessarily Euclidean. SEVAST'YANOV (1958) gave a related result for certain processes.
Before proceeding, we shall introduce some terminology that is not quite standard but is convenient here.

**Definitions 13.2.** A function $F(A, B)$, where $A$ and $B$ are subsets of $X$, will be called a bivariate measure if (1) $F$ is finite and nonnegative; (2) $F(A_1 \cup A_2 \cup \ldots, B) = F(A_1, B) + F(A_2, B) + \ldots$ whenever the $A$'s are disjoint, and similarly for $F(A, B_1 \cup B_2 \cup \ldots)$. A function $F$ will be called a signed bivariate measure if $F = F_1 - F_2$, where $F_1$ and $F_2$ are bivariate measures.

Since $\mathcal{E}_x[Z_1(A_1 \cup A_2 \cup \ldots)Z_1(B)] = \sum_{i} \mathcal{E}_i[Z(A_i)Z(B)]$ if the $A$'s are disjoint, and similarly for $A$ and $B_1, B_2, \ldots$, we see that $M_1^{(2)}(x, A, B)$ is, for each $x$, a bivariate measure. Since $M(x, A)M(x, B)$ is likewise a bivariate measure, $v(x, A, B)$ is a signed bivariate measure.

A bivariate measure $F$ determines a measure on $X \times X$, the product space of pairs $(\zeta, \eta)$ where $\zeta$ and $\eta$ are points of $X$, since $F(A, B)$ may be interpreted as the measure of the "rectangle" $A \times B$ of points $(\zeta, \eta)$ such that $\zeta \in A$ and $\eta \in B$. Hence we may define integrals $\iint f(\zeta, \eta) \, d\zeta \, d\eta \, F(\zeta, \eta)$; if $F$ is a signed bivariate measure, the integral may be defined in an obvious manner as a difference.

**13.1. Expectations of random double integrals.** Suppose $f(\zeta, \eta)$ is a function defined on $X \times X$. By analogy with Sec. 4, we define a random double integral by

$$\iint_{XX} f(\zeta, \eta) \, dZ(\zeta) \, dZ(\eta) = \sum_{i,j} n_i n_j f(x_i, x_j),$$

where $Z_1$ is the point-distribution $(x_1, n_1; x_2, n_2; \ldots)$. By an argument similar to that of Sec. 9.1, we then conclude that

$$\mathcal{E}_x \iint_{XX} f(\zeta, \eta) \, dZ(\zeta) \, dZ(\eta) = \iint_{XX} f(\zeta, \eta) \, d\zeta \, \eta \, M_1^{(2)}(x, \zeta, \eta),$$

wherever the integral on the right side of (13.2) is defined.

**13.2. Recurrence relation for the second moments.** In order to relate $M_{n+1}^{(2)}$ to $M_n^{(2)}$ we first define a transformation $T$ that transforms any signed bivariate measure $F$ into another one defined by

$$TF(A, B) = \iint_{XX} M(\zeta, A)M(\eta, B) \, d\zeta \, \eta \, F(\zeta, \eta).$$

The desired recurrence relation is then

$$M_{n+1}^{(2)}(x, A, B) = TM_n^{(2)}(x, A, B) + \int_X v(y, A, B) \, d_y M_n(x, y),$$

$$n = 0, 1, \ldots$$

We can establish (13.3) in essentially the same way as (II.4.2). We see by induction from (13.3) that $M_n^{(2)}(x, X, X)$ is, for each $n$, a bounded function of $x$. 


We observe that the iterates of $T$ have the simple form

$$T^n F(A, B) = \int \int M_n(\xi, A) M_n(\eta, B) d\xi d\eta F(\xi, \eta).$$  \hspace{1cm} (13.4)

13.3. Asymptotic form of the second moment when $p > 1$. If $p > 1$ and if Conditions 10.1 and 13.1 hold, then we may evaluate $M_n^{(2)}$ by repeated application of (13.3), using Theorem 10.1 to estimate $T^n$. The procedure is essentially the same as in the similar step for the matrix case of Chapter II. We then obtain the asymptotic formula

$$M_n^{(2)}(x, A, B) = e^{2n} \left[ U(x) \int_A r(x) dV(x) \int_B r(x) dV(x) + O(A_n^2) \right]_{n \to \infty},$$ \hspace{1cm} (13.5)

where $0 < A_1 < 1$, $A_1$ is independent of $x$, $A$, and $B$, and

$$U(x) = (\mu(x))^2 + \sum_{k=1}^{\infty} e^{-2k} \int_{x} \int_{x'} \left\{ \int \mu(y_1) \mu(y_2) d_{x_1} d_{x_2} v(z, y_1, y_2) \right\} d_x M_{k-1}(x, \xi).$$ \hspace{1cm} (13.6)

The notation is that of Secs. 9 and 10 and formula (13.1).

13.4. Second-order product densities. Just as there is sometimes a density $m(x, y)$ such that $\tilde{\mathcal{C}}_x(Z_1(A)) = \int_A m(x, y) dV(y)$, so there may be a second-order density $m^{(2)}(x, y, y')$ such that $\tilde{\mathcal{C}}_x(Z_1(A))^2 = \int_A m^{(2)}(x, y, y') dV(y) + \int_A m^{(2)}(x, y, y') dV(y) dV(y')$. The function $m^{(2)}$ is typically discontinuous at the "line" $y = y'$, and in fact $m^{(2)}(x, y, y)$ will ordinarily be identical with $m(x, y)$ if $Z_1$ cannot have points of weight greater than 1.

We shall not make use of the second-order density. Product densities seem to have been introduced as tools for treating random processes independently by Bhabha (1950) and Ramakrishnan (1950).

14. Convergence of $Z_n / p^n$ when $p > 1$

The asymptotic behavior of $Z_n$ when $p > 1$ is essentially the same as in the matrix case and is proved in a similar manner. Note that the result, which is given without proof in Theorem 14.1, corresponds to one initial object of type $x$.

Theorem 14.1.\footnote{Harris (1959a). The corollary is related to a weaker result of Moval (1962), which, however, applies in more general spaces. It is also related to a result of Sevast'yanov (1958).} Suppose that Conditions 10.1 and 13.1 hold, and $p > 1$. For each subset $A$ of $X$ put $W_n(A) = Z_n(A) / p^n$, $n = 0, 1, \ldots$. Then for each $x$ we have

$$P_x\left\{ \lim_{n \to \infty} W_n(A) = W(A) \right\} = 1,$$ \hspace{1cm} (14.1)
where $W(A)$ is a random variable such that

$$
\mathcal{E}_x(W(A)) = \mu(x) \int_A v(y) \, dV(y),
$$

(14.2)

$$
\mathcal{E}_x(W(A))^2 = U(x) \left( \int_A v(y) \, dV(y) \right)^2,
$$

(14.3)

and $U$ is defined by (13.6). If $A$ and $B$ are subsets of $X$ such that $V(A)$ and $V(B)$ are positive, then the correlation between $W(A)$ and $W(B)$ is 1; i.e., the relation

$$
W(B) = \frac{\int_B v(y) \, dV(y)}{\int_A v(y) \, dV(y)} \cdot W(A)
$$

holds with probability 1.

From (14.2) we see that $W(X)$ has a positive probability of being positive. Hence if $q > 1$ there is a positive probability of survival. Presumably, one could prove that the conditional probability that $W(X) = 0$, given $Z_n(X) \to \infty$, is 0 (see Sec. I.8.1, Remark 1). Assuming this, we arrive at the result that $Z_n(X) \sim q^n W(X)$, where $W(X)$ is random, while the proportions of the various types, when $Z_n(X)$ does not go to 0, approach nonrandom limits.

**Corollary to Theorem 14.1.** If $q > 1$ and the conditions of Theorem 14.1 hold, then the probability of extinction $q(x)$ is, for each $x$, less than 1.

### 15. Determination of the extinction probability when $\rho > 1$

We next give a result insuring that the extinction probability can be determined by an iterative process, starting with any of a wide class of trial functions. We shall illustrate the use of such an iterative process by a numerical example in the next chapter.

We recall the definitions $q_n(x) = P_x[Z_n(X) = 0], n = 0, 1, \ldots$, and $q(x) = \lim q_n(x)$.

**Theorem 15.1.** Suppose that the conditions of Theorem 14.1 hold and that there is a positive integer $N$ such that $q_N(x) > 0$ for each $x$. Then (a) $q$ is uniformly positive and uniformly less than 1; (b) $q$ is the only function that is positive, uniformly less than 1, and satisfies the functional equation

$$
q(x) = \Phi_x^{(1)} (- \log q);
$$

(15.1)

(c) if $q^{(0)}$ is any function that is positive and uniformly less than 1, and if we define the sequence $q^{(1)}, q^{(2)}, \ldots$ by

$$
q^{(n+1)}(x) = \Phi_x^{(1)} (- \log q^{(n)}) = \Phi_x^{(n+1)} (- \log q^{(0)}),
$$

(15.2)

then $\lim_{n \to \infty} q^{(n)}(x) = q(x), x \in X$.

---

1 Harris (1959a); Moyal (1962).
Proof. Using (7.2) and the notation of Theorem 11.1, we have, for \( m \geq N \),
\[
q_{m+1}(x) = \lim_{t \to \infty} \Phi^{(m+1)}_x(t_0 x) \\
= \lim_{t \to \infty} \Phi^{(1)}_x[- \log \Phi^{(m)}(t_0 x)] = \Phi^{(1)}_x(- \log q_m).
\]
(15.3)

We then obtain (15.1) by letting \( m \to \infty \) in (15.3).

To see that \( q \) is uniformly less than 1, we consider the random variable \( W(X) \) (see Theorem 14.1). Using the Schwarz inequality conditional to the hypothesis \( W(X) > 0 \), we have, putting \( W(X) = W \),
\[
\mathcal{E}_x [W^2 | W > 0] \geq [\mathcal{E}_x (W | W > 0)]^2,
\]
or, since \( \mathcal{E}_x W^n = P_x (W > 0) \mathcal{E}_x (W^n | W > 0) \), \( n = 1, 2 \), we have
\[
P_x (W > 0) \geq \frac{\mathcal{E}_x W^2}{\mathcal{E}_x W^2}.
\]
(15.4)

From (14.2), (14.3), and (15.4) we see that \( P_x (W > 0) \) is uniformly positive, which proves that \( q \) is uniformly < 1. The uniform positivity of \( q \) follows from Theorem 11.1, since \( q_n(x) \) is a nondecreasing function of \( n \). To prove (b) and (c), we use essentially the same argument used to demonstrate the analogous results in Theorem II.7.2, making use of Theorem 11.2. \( \square \)

The assumptions of Theorem 15.1 could perhaps be weakened.

16. Another kind of limit theorem

The preceding limit theorems, which are natural generalizations of those for a finite number of types, do not exhaust all possibilities. We shall next give an example of a process with quite a different kind of behavior.

Let \( X \) be the real line. An object at \( x \) has probability \( \pi_n \) of having \( n \) children; assume that each child, independently of the others, has a probability density \( f(y) \) for being at \( x+y \).

Let \( Z_n(x) \) be the number of objects whose positions are \( \leq x \) in the \( n \)-th generation, let \( Z_n \) be the total number in the \( n \)-th generation, and put \( a_n(x) = \mathcal{E} Z_n(x), b_n(x) = \mathcal{E} (Z_n(x))^2, m = \sum n \pi_n, \beta = \sum n^2 \pi_n - m \). Then, using the methods described earlier in this chapter, we obtain, if there is one initial object at 0,

\[
a_{n+1}(x) = m \int_{-\infty}^{\infty} a_n(x-y) f(y) dy, \\
b_{n+1}(x) = m \int_{-\infty}^{\infty} b_n(x-y) f(y) dy + \beta \left( m \int_{-\infty}^{\infty} a_n(x-y) f(y) dy \right)^2
\]
(16.1)
\[
= m \int_{-\infty}^{\infty} b_n(x-y) f(y) dy + \frac{\beta}{m^2} (a_{n+1}(x))^2.
\]
From (16.1) we see that $a_n(x) = m^n F_n(x)$, where $F_n$ is the cumulative distribution of the $n$-th convolution of $f$. Thus if $f$ has mean $\mu$ and standard deviation $\sigma$, then the central limit theorem implies that $m^{-n} a_n(n \mu + x \sigma / n) \to H(x)$, where $H$ is the Gaussian cumulative distribution.

We conjecture, subject to possible additional assumptions:

**Proposition A.** If $m > 1$, then for each $x$ the sequence of random variables $Z_n(n \mu + x \sigma / n) / m^n$ converges in probability to $H(x)W$, where $W$ is a random variable independent of $x$.

If Proposition A is true, then the ratio

$$
\frac{Z_n(n \mu + x_1 \sigma / n)}{Z_n(n \mu + x_2 \sigma / n)}
$$

should approach $H(x_1) / H(x_2)$ if $W \neq 0$. A result related to Proposition A has been given by Bartlett (1960, p. 78), and (16.2) is closely related to a result announced by Kolmogorov (1941), although only part of the proof is given in that paper. The process treated by Kolmogorov was a generalization of the nucleon cascade discussed earlier in this chapter. However, the application that Kolmogorov had in mind was the grinding of particles; in that case it is the mass, rather than the energy, of a particle that is shared by its children. In such applications, if one considers the logarithms of the masses (or energies), one obtains a process that appears to be similar in nature to the process we have discussed above, although not identical with it. Kolmogorov's work has recently been extended by Filippov (1961), who considers, however, the random integral $\int_{-\infty}^{\infty} y dZ(y)$ rather than $Z(x)$. Peter Ney (1961) has also studied similar processes.

If the expectation density $m(x, y)$ has a positive right eigenfunction $\mu$ (whether or not Condition 10.1 holds), then we should expect the asymptotic behavior of a branching process to be closely related to that of the Markov process whose transition probability density is $\phi(x, y) = m(x, y)\mu(y) / q\mu(x)$. If the iterated transition $\phi_n(x, y)$ approaches a probability density $\pi(y)$, we can anticipate limit theorems similar to those of the cases with a finite number of types. If $\phi_n(x, y)$ goes to 0, then other situations, such as that of this section, may arise.

### 17. Processes with a continuous time parameter

Moyal (1961a) has given a treatment of a general class of branching processes with a continuous time parameter. A simple example showing the type of functional equation considered is the following. Let $X$ be the real line and let $\phi_t(x, y)$ be the transition density of a temporally...
homogeneous Markov process. Suppose each object wanders according to this process. However, an object at \( x \) at time \( t \) has a probability \( \lambda \pi_n \, dt \) of being replaced, at the same location, by \( n \) objects in the interval \((t, t + \, dt)\). We suppose \( \lambda \) to be independent of \( x \) and \( t \). We suppose \( \sum_{n=0}^{\infty} \pi_n = 1 \) and \( \pi_1 = 0 \), and we put \( \pi(s) = \sum \pi_i s^i \).

Let \( \Phi_x(s, t) \) be the moment-generating functional at time \( t \), if initially there is one object at \( x \). The probability that no transformation occurs between times 0 and \( t \) is \( e^{-\lambda t} \), in which case the MGF is \( \int e^{-s(y)} p_t(x, y) \, dy \). If the initial object is transformed at time \( \tau \), at the point \( y \), the MGF at time \( t \) will be \( \pi[\Phi_y(s, t - \tau)] \). Hence we have the integral equation

\[
\Phi_x(s, t) = e^{-\lambda t} \int_{-\infty}^{\infty} e^{-s(y)} p_t(x, y) \, dy \\
+ \lambda \int_{0}^{t} e^{-\lambda \tau} \int_{-\infty}^{\infty} p_\tau(x, y) \pi[\Phi_y(s, t - \tau)] \, dy \, d\tau. \tag{17.1}
\]

For further treatment and more complicated cases the reader is referred to MOYAL's paper. See also the last paragraph of Sec. 1.

NEYMAN and SCOTT (1957a) have treated populations of multiplying and migrating objects, emphasizing biological applications.

**Appendix 1**

**Proof of Theorem 3.1.** We use the following terminology, besides that of Secs. 2 and 3. Let \( \mathcal{A} \) be the collection of basic sets. Let \( \Omega' \) be the collection of all non-negative integer-valued set functions \( \omega(A) \) defined for \( A \in \mathcal{A} \). Let \( \Omega'' \) and \( \Omega''' \) be respectively those set functions in \( \Omega' \) that, when the sets involved are all basic, satisfy (b) of Sec. 2 or both (b) and (c). Let \( C(\Omega') \) and \( C^*(\Omega') \) be respectively the family of cylinder sets in \( \Omega' \) and their Borel extension, and similarly for \( \Omega'' \) and \( \Omega''' \).

Because of the relation between point-distributions and set functions (see Sec. 2.1), it will be sufficient to show that the functions \( \rho \) determine uniquely a probability measure on \( C^*(\Omega''') \).

The basic theorem of Kolmogorov (1933, p. 27) implies that the probabilities \( \rho \) determine a unique probability measure \( \rho_1 \) on \( C^*(\Omega') \). Our main task is to show that \( \Omega''' \in C^*(\Omega') \) and that \( \rho_1(\Omega''') = 1 \).

**Lemma 1.** \( \Omega'' \in C^*(\Omega') \) and \( \rho_1(\Omega''') = 1 \).

**Proof.** \( \Omega'' \) consists of those \( \omega \) satisfying all relations \( \omega(A_1 \cup \cdots \cup A_k) = \omega(A_1) + \cdots + \omega(A_k) \) when the \( A_i \)'s are disjoint and basic. Each such relation has \( \rho_1 \)-measure 1, and there are only denumerably many of them. Hence \( \Omega'' \in C^*(\Omega') \) and \( \rho_1(\Omega''') = 1 \).

**Lemma 2.** Suppose \( \omega \in \Omega'' \) and suppose \( A_1, A_2, \ldots \) are basic sets such that \( A_1 > A_2 > \ldots, \omega(A_1) \geq 1, i = 1, 2, \ldots \). Then there is a sequence of rational intervals \( I_1 > I_2 > \ldots, I_i < A_i \), with \( \omega(I_i) \geq 1, i = 1, 2, \ldots \).
The proof is left to the reader.

We now consider the following case.

Case 1. \( X \) is the real line. Define the following subsets of \( \Omega'' \):

\[
\Omega_{-\infty} = \{ \omega: \omega \in \Omega'', \omega((-\infty, i]) \geq 1, \quad i = -1, -2, \ldots \};
\]

\[
\Omega_{\infty} = \{ \omega: \omega \in \Omega'', \omega((i, \infty]) \geq 1, \quad i = 1, 2, \ldots \};
\]

\[
\Omega_x (x \text{ rational}) = \{ \omega: \omega \in \Omega'', \omega((x, x+2^{-i}]) \geq 1, \quad i = 1, 2, \ldots \}. 
\]

Let \( \Omega_0 \) be the union of \( \Omega_{-\infty}, \Omega_{\infty}, \) and \( \Omega_x \) for all rational \( x \).

**Lemma 3.** If \( \omega \in \Omega'' \) and does not satisfy (c) of Sec. 2, then \( \omega \in \Omega_0 \). (If \( \omega \in \Omega_0 \) it obviously does not satisfy (c).)

**Proof.** From Lemma 2 there must be a sequence of rational intervals \( I_1 \supset I_2 \supset \ldots \) such that \( \bigcap_i I_i = \emptyset \) and \( \omega(I_i) \geq 1 \). Suppose that one of the intervals, say \( I_1 \), is finite, the argument being similar in the contrary case. Recalling that the \( I_i \) are open on the left and closed on the right, we see from elementary properties of closed sets that there must be a \( j \) such that all the \( I_i \), for \( i \geq j \), have the same left-hand endpoint, say \( x_0 \); otherwise the \( I_j \) would have a point in common. But then \( \omega \in \Omega_{x_0} \) and hence \( \omega \in \Omega_0 \). \( \square \)

From Lemma 3 we see that \( \Omega''' = \Omega'' \setminus \Omega_0 \). However, Condition 3.1 (4) implies that \( P_1(\Omega_0) = 0 \). Since \( \Omega_0 \) obviously belongs to \( C^*(\Omega') \), we see that \( \Omega''' \subset C^*(\Omega') \) and \( P_1(\Omega''') = 1 \). A cylinder set in \( \Omega''' \) is the intersection of \( \Omega'' \) with a cylinder set in \( \Omega' \). Hence \( B \in C^*(\Omega''') \) implies \( B = B_1 \cap \Omega''' \), where \( B_1 \in C^*(\Omega') \) (HALMOS (1950, p. 25)). Hence we may define a measure \( P \) on \( C^*(\Omega''') \) by putting \( P(B) = P_1(B_1) \) for \( B \in C^*(\Omega''') \). Notice also that if \( P \) is any probability measure on \( C^*(\Omega''') \), then we can define a probability measure \( P_1 \) on \( C^*(\Omega') \) by putting \( P_1(B) = P(B \cap \Omega''') \) for any \( B \in C^*(\Omega') \). If there were two different measures \( P \) determined by the functions \( p \), then there would be two such measures \( P_1 \) on \( C^*(\Omega') \), contrary to KOLMOGOROV's theorem. Hence our result is proved for Case 1.

The case where \( X \) is a \( d \)-dimensional Euclidean space is very similar, and the general case can be deduced from it. We shall not give the details.

**Appendix 2**

**Measurability of random integrals.** The argument for the measurability of the random integral (4.1) is typical of that used to prove measurability of other functions introduced in this chapter, being based on the idea of a monotone class of sets (HALMOS (1950, pp. 27–28)).

Let \( A_1 \) be a fixed subset of \( X \). If \( A_1 \) is a basic set, then \( \omega(A_1) \) is obviously a measurable function of \( \omega \), in view of the way we defined the measurable sets in \( \Omega_X \) (Sec. 3.1). Now let \( \mathcal{A} \) be the class of sets \( A \) such that \( \omega(A) \) is a measurable function of \( \omega \). Then \( \mathcal{A} \) includes the Borel sets on \( X \). The reader can deduce this by the following steps: (a) \( \mathcal{A} \) includes the basic sets as just indicated, (b) \( \mathcal{A} \) is a monotone class, and (c) hence \( \mathcal{A} \) includes the Borel sets (HALMOS (1950, p. 27, Theorem B)).

From (c) we see that the integral \( \int_X h \, d\omega \) is a measurable function of \( \omega \) whenever \( h \) is the indicator function of a Borel set in \( X \). From this, by a limiting process, it is easy to show that the integral is measurable whenever \( h \) is a Borel-measurable function on \( X \).
Appendix 3

Proof of Theorem 10.1. See the remark following Def. 10.1.

If \( f \) and \( g \) are functions on \( X \), the notation \( f \succeq g \) will mean \( f(x) \geq g(x), x \in X \), but \( f - g = 0 \).

Case 1. The integer \( n_0 \) of Condition 10.1 is 1. Define the operator \( T \) by

\[
Tf(x) = \int m_1(x, y) f(y) \, dV(y).
\]

Let \( S \) be the set consisting of every positive number \( \varrho' \) for which there is a bounded nonnegative function \( f \) such that

\[
Tf \succeq \varrho' f. \tag{1}
\]

Note that such an \( f \) must be positive on a set of positive \( V \)-measure.

From the conditions of the theorem, it can be seen that \( S \) is a nonempty interval and that it has a finite least upper bound \( \varrho \). Let \( \{f_n\} \) be a sequence of functions with \( f_n \geq 0 \), such that (1) is satisfied with \( f = f_n \) and \( \varrho' = \varrho_n > 0 \), where \( \varrho_n \to \varrho \), and such that

\[
\int f_n(x) \, dV(x) = 1, \quad n = 1, 2, \ldots. \tag{2}
\]

From (1), (2), and the boundedness of \( m_1 \), we see that the \( f_n \) are bounded uniformly in \( n \) and \( x \). It follows from a known theorem of analysis (see, e.g., Banach (1932, pp. 130–131)) that there is a subsequence \( \{f_{n_i}\} \) and a bounded function \( \mu \) such that

\[
\lim_{i \to \infty} \int f_{n_i}(x) g(x) \, dV(x) = \int \mu(x) g(x) \, dV(x) \tag{3}
\]

for every \( g \) such that \( \int |g(x)| \, dV(x) < \infty \). The function \( \mu \) is obviously nonnegative; putting \( \varrho = 1 \), we see from (2) and (3) that \( \int \mu(x) \, dV(x) = 1 \).

In (1) replace \( f \) by \( f_{n_i} \), \( \varrho' \) by \( \varrho_{n_i} \), multiply by any bounded nonnegative function \( g \), and integrate with respect to the differential \( dV(x) \). Then

\[
\int g(x) \left[ \int m_1(x, y) f_{n_i}(y) \, dV(y) \right] \, dV(x) \geq \varrho_{n_i} \int f_{n_i}(x) g(x) \, dV(x). \tag{4}
\]

The inner integral on the left side of (4) is bounded and approaches the limit \( \int m_1(x, y) \mu(y) \, dV(y) \). Hence we have

\[
\int g(x) \left[ \int m_1(x, y) \mu(y) \, dV(y) \right] \, dV(x) \geq \varrho \int \mu(x) g(x) \, dV(x). \tag{5}
\]

Since \( g \) is arbitrary, (5) implies

\[
\int m_1(x, y) \mu(y) \, dV(y) \geq \varrho \mu(x) \tag{6}
\]

for almost all \( x \) (\( V \)-measure). But the equality must hold in (6) for almost all \( x \). Otherwise, multiplying both sides of (6) by \( m_1(u, x) \, dV(x) \) and integrating on \( x \), we should have, from the strict positivity of \( m_1 \),

\[
\int m_1(u, x) \left[ \int m_1(x, y) \mu(y) \, dV(y) \right] \, dV(x) > \varrho \int m_1(u, x) \mu(x) \, dV(x) + \epsilon, \tag{7}
\]

where \( \epsilon \) is a positive constant independent of \( u \). But (7) would imply the existence of a \( \varrho' > \varrho \) for which (1) holds with \( f(x) = \int m_1(x, y) \mu(y) \, dV(y) \), and this is a contradiction. Hence the equality holds in (6) for almost all \( x \). We may then change

1 The proof is based on a characterization of \( g \) that seems to have occurred independently to a number of mathematicians, including F. Bohnenblust, who outlined a proof to the author about 1949, and H. Wielandt (1950). Birkhoff (1957) uses quite a different approach, and the approach of Krein and Rutman (1948) is again different.
\( \mu \), if necessary, at a set whose \( V \)-measure is 0, in order to have equality in (6) for every \( x \), and \( \mu \) is then a right eigenfunction. From the equalities
\[
\int m_1(x, y) \mu(y) \, dV(y) = q_\mu(x), \quad \int \mu(y) \, dV(y) = 1,
\]
we have \( q_\mu(x) \geq \inf m_1 \), whence \( \mu \) is uniformly positive.

At this point it is convenient to use probabilistic considerations suggested by the "expectation process" of Sec. II.12. Define
\[
\rho(x, y) = \frac{m_1(x, y) \mu(y)}{q_\mu(x)}.
\]
(8)

Then \( \rho \) is bounded and uniformly positive on \( X \) and can be considered as a Markov transition probability density, since \( \int \rho(x, y) \, dV(y) = 1 \). Moreover, the iterated densities have the form
\[
\rho_n(x, y) = \int \rho_{n-1}(x, u) \rho(u, y) \, dV(u) = \frac{m_n(x, y) \mu(y)}{\mu(x) q^n}, \quad n = 2, 3, \ldots,
\]
(9)
as can be verified directly.

It is known from probability theory\(^1\) that there is a function \( \pi \), the "stationary density", with \( \int \pi(y) \, dV(y) = 1 \), such that
\[
|\pi(y) - \rho_n(x, y)| \leq c A^n, \quad |A| < 1,
\]
(10)
where \( c \) and \( A \) are constants independent of \( x \), \( y \), and \( n \), and
\[
\pi(y) = \int \pi(x) \rho(x, y) \, dV(x).
\]
(11)
From (11) and the boundedness and uniform positivity of \( \rho \) we see that \( \pi \) is bounded and uniformly positive.

If we put \( \nu(y) = \pi(y) / \mu(y) \), then we see from (8) and (11) that \( \nu \) satisfies the equation \( \int \nu(x) m_1(x, y) \, dV(x) = \nu(y) \), and hence \( \nu \) is a left eigenfunction. From the definition of \( \nu \) and the fact that \( \pi \) is a probability density we have
\[
\int \mu(x) \nu(x) \, dV(x) = 1.
\]
From (9) and (10) the relation (10.5) follows immediately.

If \( f \) is any nonnegative right eigenfunction of \( m_1 \), corresponding to an eigenvalue \( \xi_1 \), then from (10.5) we have
\[
\xi_1 \nu(x) = \int m_1(x, y) \nu(y) \, dV(y) = \xi_1 \nu(x) \int \nu(y) \, dV(y) [1 + O(A^n)].
\]
(12)
Since \( \int \nu f \, dV > 0 \), we have \( \xi_1 = \rho \) and \( f = \text{constant} \times \mu \). A similar argument shows that \( \nu \) is the only nonnegative left eigenfunction. Moreover, it follows from (12) that no eigenvalue exceeds \( \rho \) in absolute value, no eigenvalue except \( \rho \) itself has absolute value \( \rho \), and \( \mu \) and \( \nu \) are the only eigenfunctions (nonnegative or not) corresponding to the eigenvalue \( \rho \).

**Case 2.** \( \eta_\mu > 1 \). Define the operator \( T \) as above. Let \( I \) denote the identity operator. From the arguments of Case 1 there is a bounded uniformly positive function \( \mu_1 \)

\(^1\) The relation (10) can be proved almost exactly as in the case of Markov chains with a finite number of states (see, e.g., Hostinsky (1934, pp. 15—17 and 44—45)). See also Doob (1953, Chapter V, particularly pp. 216—217).
corresponding to an eigenvalue of the operator $T^n$. Let $\rho > 0$ be an $n_0$-th root of this eigenvalue; we have $(T^n - \rho^n I)\mu_1 = 0$, or $(T - \rho I)(T^{n-1} + \rho T^{n-2} + \cdots + \rho^{n-1} I)\mu_1 = 0$. Hence the bounded uniformly positive function $\mu = (T^{n-1} + \cdots + \rho^{n-1} I)\mu_1$ is an eigenfunction of $T$, corresponding to $\rho$. We can then argue almost as in Case 1.

Chapter IV

**Neutron branching processes**

*(one-group theory, isotropic case)*

1. Introduction

Since the discovery of nuclear fission, there has been great interest in the mathematical study of the transport and multiplication of neutrons in matter. The reactions, which are described in detail in, for example, WEINBERG and WIGNER (1958), are very complicated, and the mathematical work has been based on more or less simplified models.

In this chapter we shall treat the so-called *one-group theory*, where all neutrons are supposed to have the same constant speed or energy. We consider only the *isotropic case*; that is, when a neutron is detached from a nucleus or is "scattered" (deflected), all directions are supposed to have equal probabilities. This model receives serious attention from physicists, although the cases in which it can give quantitatively good results are very limited. Simplified though it is, the model leads to difficult problems of both computing and analysis.

Nearly all the literature on neutron transport (we shall use the term to include multiplication) deals with expected values, not fluctuations. This is partly because in most cases of interest very large numbers of neutrons are involved and partly because the treatment of fluctuations is difficult. However, there are a few situations where fluctuations appear to be of some interest because small numbers of neutrons are involved. (See SEMAT (1946, p. 372); WEINBERG and WIGNER (1958, p. 221); FENYMAN, DE HOFFMAN, and SERBER (1956).)

In this chapter, after studying the expected numbers in successive generations, we calculate numerically the probability that a single neutron generates an infinite family in a supercritical sphere. This kind of calculation lies outside the scope of expected-value theories. We also give the asymptotic form of the probabilities for the size of a family in the case of a critical body. After a brief discussion of the case of a continuous time parameter, we discuss a quite different method (invariant imbedding), using the invariance principles developed by AMBARTSUMIAN, CHANDRASEKHAR, BELLMAN, KALABA, and WING. (See references in Secs. 8 and 9.)
A detailed discussion of various mathematical methods that have been used to treat expected values in neutron transport can be found in Weinberg and Wigner (1958), or Davison (1957). Interesting papers on the current state of mathematical theories are contained in the Symposium volume of Birkhoff and Wigner (1961).

The results of Chapter III can be applied to certain models with more complicated assumptions than those used in this chapter, but numerical results are increasingly difficult to obtain as the models become more complex. To obtain numerical results when very complicated assumptions are made, Monte Carlo (artificial sampling) procedures are often used.

2. Physical description

From the point of view of transport theory a neutron is characterized at any instant by its position, direction of motion, and energy. At any time it may collide with an atomic nucleus. When this happens it may be "scattered" (deflected), generally with a loss of energy, or it may be absorbed by the nucleus; in the latter case it may or may not cause the nucleus to break up or "fission". The fission process may result in the production of various particles that do not explicitly enter the calculations plus a random number of new neutrons (the average number is 2 to 3), whose energies and directions are random. The new neutrons undergo similar reactions. The probability laws for these events depend in a complicated manner on the energy of the neutrons, and also depend on the nature of the enveloping matter. Contrary to the case of the electron-photon cascade studied in Chapter VII, the energy of a child (i.e., a neutron produced by fission) may be greater than that of the parent (the neutron causing the fission).

We shall idealize the treatment by neglecting the effect of energy on the reactions (one-group theory) and by assuming that the direction of motion of a neutron just produced by fission, or of a neutron just after scattering, is independent of all past history and is distributed uniformly on the unit sphere (isotropy). According to physicists with whom the author has discussed the problem, one may base rough computations on these assumptions in a few cases, e.g., nuclear reactions in pure metallic plutonium (isotopic number 239) or uranium (isotopic number 235). Such reactions, to be sure, are of only limited interest in applications. However, the isotropic one-group case is still considered to be of basic importance.

3. Mathematical formulation of the process

We shall first treat successive generations of neutrons as a branching process of the sort discussed in Chapter III. This is physically less
interesting than studying the number of neutrons at a given time. However, it is adequate to answer such questions as whether a neutron born at a given point will have infinitely many descendants. Moreover, we shall see in Sec. 7 that the study of the process in time can be related to the study of the generations.

The family of neutrons develops inside a three-dimensional "body" $X$, which we shall assume to be convex in shape, of finite size, and homogeneous throughout. It is assumed that a neutron originating at a point $x$ in $X$ moves in a straight line, whose direction is uniformly distributed over the unit sphere. The movement continues until the neutron leaves the body or suffers a collision with an atomic nucleus in the body. The probability that the neutron has a collision in any interval of length $\Delta$ is $\alpha \Delta + o(\Delta)$, where under our assumptions $\alpha$ is independent of the location and energy of the neutron. Then the probability that a neutron travels a distance $>\ell$ in the body without a collision is $e^{-\alpha \ell}$.

If the neutron gets outside the body without a collision, it disappears from our consideration.

We call $\alpha$ the cross section and $1/\alpha$ the mean free path. As an example, $1/\alpha$ is about $2\frac{1}{2}$ cm. in Pu$^{239}$ for neutrons whose energy is about $\frac{1}{2}$ million electron volts. This is in the energy range of interest in some reactions.

When a neutron has a collision, say at the point $y$ in $X$, it is transformed into a random number of neutrons, each of which then moves away from $y$ with an isotropic choice of direction independently of past history. We adopt the convention that even if a collision results only in the scattering (deflection) of a neutron, the neutron after scattering is considered to be a new neutron originating at the point of scattering, the new direction being chosen isotropically.

### 3.1. Transformation probabilities

When a collision occurs, we assume that $p_0, p_1, \ldots$ are the probabilities that a neutron is transformed into $0, 1, \ldots$ neutrons. The numbers $p_r$ are assumed independent of position and past history. The probability $p_1$ may be large, since it includes the case of scattering without fission. We put

$$f(\ell) = \sum_{r=0}^{\infty} p_r \ell^r, \quad |\ell| \leq 1.$$  \hspace{1cm} (3.1)

### 3.2. The collision density

In what follows $x$ and $y$ are three-dimensional vectors, $x - y$ is their vector difference and $|x - y|$ is the distance between them. Since $y$ is three-dimensional, the transformation $y \rightarrow \alpha y$ entails the transformation of the differential volume $dy$ to $\alpha^3 dy$.

Let $x$ be a point in the interior of $X$, let $S$ be the surface of a sphere of radius $r$ centered at $x$, and let $dS$ be an element of area on $S$. Suppose that the element of volume whose base is $dS$ and whose height is $dr$
lies inside \( X \). The probability that a neutron born at \( x \) will move in a direction that will take it through \( dS \), if no collision is suffered, is \( dS/4\pi r^2 \). The probability that the first collision occurs at a distance from \( x \) between \( r \) and \( r + dr \) is \( \alpha e^{-\alpha r} dr \). Hence the probability that the neutron has a collision in the volume element \( dy \) at \( y \), and no collisions between \( x \) and \( y \), is \( \alpha e^{-\alpha |y-x|} dy/4\pi |y-x|^2 = R(\alpha(y-x)) \alpha^3 dy \), where

\[
R(y) = \frac{e^{-|y|}}{4\pi |y|^2}.
\] (3.2)

Since \( R \) is a probability density in infinite space and is everywhere positive, and since \( X \) is bounded, we see that \( \int_R \alpha(y-x) \alpha^3 dy < 1 \).

3.3. **Definition of the branching process.** We shall now define a general branching process of the sort discussed in Chapter III. The type \( x \) of a neutron is simply the point where it is born, where the "birth" of a neutron is either its detachment from a nucleus as a result of fission or its assumption of a new direction after scattering. Because of our assumption of isotropy we need not specify the direction at birth of a neutron as part of its type, provided we deal only with questions concerning the numbers of neutrons in various generations and not their directions.

Following the procedure and notation of Chapter III, we suppose that \( Z_0 \) represents the 0-th generation, a single neutron born at a point \( x \) in \( X \). The first-generation neutrons are then represented by a point-distribution \( Z_1 \), which puts \( n \) units of weight 1 at \( y \) if \( n \) first-generation neutrons are born at \( y \). Let \( \mathcal{E}_x \) denote an expected value when the initial neutron is at \( x \). If \( s(y) \) is a nonnegative function of \( y \), the moment-generating functional of \( Z_1 \) (see Sec. III.5) is then the functional of \( s \) defined by

\[
\Phi_x(s) = \mathcal{E}_x e^{-s(y) dZ_1(y)}
\]

The probability that the initial neutron has a collision at \( y \), followed by transformation into \( n \) neutrons, is \( \rho_n R(\alpha(y-x)) \alpha^3 dy \). The probability of leaving \( X \) without a collision is \( 1 - \int_X R(\alpha(y-x)) \alpha^3 dy \). Hence

\[
\Phi_x(s) = \left[ 1 - \int_X R(\alpha(y-x)) \alpha^3 dy \right] e^0 + \sum_{n=0}^{\infty} \rho_n \int_X R(\alpha(y-x)) e^{-ns(y)} \alpha^3 dy
\]

\[
= 1 - \int_X R(\alpha(y-x)) \alpha^3 dy + \int_X R(\alpha(y-x)) (e^{-s(y)}) \alpha^3 dy.
\] (3.3)

The moment-generating functional in (3.3) will then serve to define our branching process, as in Sec. III.6.
In case we wish to deal with the family of a neutron launched in some particular direction, we can begin with the children of the original neutron, since each one will be launched isotropically from its point of birth.

4. The first moment

We shall henceforth assume that \( f'(1) \) and \( f''(1) \) are finite and \( \phi_0 > 1 \).

As in Chapter III, let \( M(x, A) = \mathcal{E}_x Z_1(A) \) be the expected number of first-generation neutrons born in the region \( A \) of \( X \), if the initial neutron is at \( x \). Put \( s = \lambda s_d \) on the right side of (3.3), where \( s_d \) is the indicator function of \( A \) (see Def. III.5.4). Then

\[
M(x, A) = - \frac{\partial \Phi(x, s)}{\partial s} \bigg|_{s = 0} = f'(1) \int_A R(x(y - x)) \alpha^2 dy. \tag{4.1}
\]

Thus \( M \) has the density

\[
m_l(x, y) = f'(1) R(x(y - x)) \alpha^2 = f'(1) \alpha \frac{e^{-\alpha u}}{4\pi|y - x|^2}. \tag{4.2}
\]

Although \( R \) is an unbounded function, it is known (see Petrovski (1957, p. 29)) that the expectation density \( m_l(x, y) \) for the fourth generation is bounded and continuous. Moreover, \( m_l \) is uniformly positive (Def. III.10.2; recall that \( X \) is a bounded region), and hence from the relation \( m_{n+1}(x, y) = \int m_n(x, z) m_l(x, y) \, dz \), we see by induction that \( m_n \) is, for each \( n \), uniformly positive. Thus the conditions of Theorem III.10.1 are satisfied, and there exist a unique positive eigenfunction \( \mu \) (because of the symmetry of \( R \), it is both a left and right eigenfunction) and a positive number \( \phi \) satisfying

\[
\phi \mu(x) = \int_X m_l(x, y) \mu(y) \, dy. \tag{4.3}
\]

We shall use the notation \( \mu_{(a)} \) and \( \theta(a) \) when it is necessary to indicate the value of \( a \).

If \( f(y) \) is an arbitrary bounded positive function, then \( \int m_n(x, y) f(y) \, dy \) is approximately proportional to \( \phi^m \mu(x) \) if \( n \) is large, giving us a possible way to compute \( \phi \) and \( \mu \).

On the role of positivity in more general neutron problems, see Birkhoff (1961).

5. Criticality

The body \( X \) is said to be subcritical, critical, or supercritical according as \( \phi < 1 \), \( \phi = 1 \), or \( \phi > 1 \).

Theorem 5.1. If \( X \) is a fixed bounded convex body, then the eigenvalue \( \theta(a) \) is a strictly increasing continuous function of \( a \) that approaches 0 as \( a \to 0 \) and that approaches \( f'(1) \) as \( a \to \infty \).

Since changing \( a \) is equivalent to changing the scale of the body, we see that if \( f'(1) \leq 1 \), then every bounded convex body is subcritical, while if \( f'(1) > 1 \), it magnified \( a \) remains constant.

It would be difficult to determine \( \phi \) for slabs and spheroids by more general methods.

We shall not give lengthy. The intuitive probability is high having a collision; per generation, is \( \alpha \) a neutron will have very short distance number created per generation.

If \( \phi > 1 \), then there is a nonzero \( \phi \) that will grow in each injection simultaneously. The solution is very near from spontaneous neutrons may be suitable neutron will be finite.

If \( \phi = 1 \), then the family of each generation number of progeny distribution of the...
6. Fluctuations; probability of extinction; total number in the critical case

while if \( f'(t) > 1 \), then every such body is supercritical if sufficiently magnified (\( \alpha \) remaining fixed) and is subcritical if sufficiently shrunk.

It would be difficult to attribute this familiar result, which stems from results on integral equations. MULLIKEN (1951 a) has given a proof for slabs and spheres, based on positivity arguments, and hence applicable to more general kernels than the one considered here.

We shall not give a proof of Theorem 5.1, since it would be rather lengthy. The intuitive meaning is as follows. If \( \alpha \) is very small, the probability is high that a neutron will be lost from the body before having a collision; hence \( \theta_{(a)} \), which represents the multiplicative factor per generation, is very small. On the other hand, if \( \alpha \) is very large, then a neutron will have a very high probability of having a collision in a very short distance; hence the factor is almost \( f'(1) \), the expected number created per collision.

If \( q > 1 \), then the conditions of Theorem III.14.1 are satisfied, and there is a nonzero probability that a single neutron will initiate a family that will grow indefinitely, i.e., an explosion. If many neutrons are injected simultaneously into a body that is supercritical, then an explosion is very nearly certain to occur immediately. (The neutrons may come from spontaneous fission of atoms inside the body, or additional neutrons may be supplied from outside.) If \( q \leq 1 \), then the family of each neutron will be finite.

If \( q = 1 \), then the theory of Chapter III tells us that although the family of each neutron will eventually die out, the expected total number of progeny in all generations of the family is infinite. The distribution of the number in the family is considered in Sec. 6.3.

6. Fluctuations; probability of extinction; total number in the critical case

It is in principle possible to calculate the exact probability for any number of neutrons in the \( n \)-th generation, using the recurrence relations of Sec. III.7. However, this would not be a feasible computational procedure. One could also calculate the second moments using the formulas of Sec. III.13. Physicists have generally used differential equations to calculate fluctuations; see, e.g., COURANT and WALLACE (1947).

As an example of a calculation where probabilities rather than just expected values are involved, we observe that even if a body is supercritical, a single neutron may not generate an infinite family. The probability that it does not is simply the extinction probability \( q(x') \) of Chapter III. Thus from equations (III.15.1) and (3.3) we see that \( q \)
satisfies the functional equation
\[
q(x) = 1 - \int R(x(y - x)) x^2 dy + \int R(x(y - x)) f(q(y)) x^2 dy. \quad (6.1)
\]

An equation similar to (6.1) was given by Schrödinger (1945), except that Schrödinger begins with several neutrons at \(x\).

The function \(q\) can be calculated numerically by successive approximations, convergence being assured by the results of Sec. III.15. We shall next present the results of such a calculation for the case in which \(X\) is a sphere.

6.1. Numerical example. In case \(X\) is a sphere of radius \(D\), it is known (Davidson (1957, p. 96)) that the isotropic one-group theory of neutron multiplication can be reduced to a one-dimensional problem. A neutron born at a distance \(\xi < D\) from the center has the probability density \(R_1(\xi, \eta)\) for a collision at a distance \(\eta\) from the center, where

\[
R_1(\xi, \eta) = \frac{\eta}{2 \xi} [E_1(\xi - \eta) - E_1(\xi + \eta)], \quad \eta < D,
\]

\[
E_1(\xi) = \int_{\xi}^{\infty} e^{i t} dt, \quad \xi > 0,
\]

provided we take the constant \(\alpha\) equal to 1 (i.e., we take the "mean free path" as the unit of length). Let \(Q_D(\xi)\) be the extinction probability for a sphere of radius \(D\) when the initial neutron is a distance \(\xi\) from the center. Then equation (6.1) becomes

\[
Q_D(\xi) = 1 - \int_0^D R_1(\xi, \eta) d\eta + \int_0^D R_1(\xi, \eta) f[Q_D(\eta)] d\eta. \quad (6.2)
\]

For the generating function \(f\) of Sec. 3.1 take

\[
f(t) = 0.025 + 0.830 t + 0.070 t^2 + 0.050 t^3 + 0.025 t^4,
\]

\[f'(1) = 1.22 = \text{expected number per collision}. \quad (6.3)
\]

The numbers in (6.3) are discussed in Sec. 6.2 below.

For each of several values of \(D\) ranging from 3 to 10, equation (6.2) was solved numerically by successive approximations. Thus for each value of \(D\) the function \(Q_D(\xi)\) was available for numerous values of \(\xi\). We shall not tabulate all these values here, but instead tabulate, as a function of \(D\), the values of \(1 - Q_D(0)\), the probability that an initial neutron at the center of a sphere generates an infinite family, and \(1 - Q_D(D)\), the probability that an initial neutron at the surface generates an infinite family. If we double the latter values, we get the probability

\footnote{I am indebted to Alfred Nelson for the numerical analysis and programming of the computations, which were carried out on The Rand Corporation’s Johnniac digital computer.}
that a neutron impinging on the sphere (i.e., isotropic inward) generates an infinite family. The author thinks the numbers in Table 1 are correct to within 1 or 2 in the second decimal place (this statement refers to the numerical accuracy of the solution of the equation and has no bearing on the applicability of the results to real materials).

<table>
<thead>
<tr>
<th>Table 1. Probability of infinite family as function of radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
</tr>
<tr>
<td>(mean free paths)</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>$\infty$</td>
</tr>
</tbody>
</table>

The value 0.8414 is $1 - 0.1586$, the latter number being the positive root less than 1 of the equation $t=f(t)$. From the results of Chapter I, this root is the probability of extinction in an infinite medium.

A graph of $1 - Q_D(0)$ as a function of $D$ suggests that the critical radius is about 2.9 mean free paths. The function appears to be concave in $D$ and to meet the $D$-axis at a nonzero acute angle. In fact, T. W. Mulliken (1961a) has shown that for a wide class of models, including the present one, the angle is not zero, and can be evaluated if we have computed the eigenfunction corresponding to the eigenvalue $\varrho$.

6.2. Further discussion of the example. The numbers used in the above computation do not represent the best approximation that one could make for some real material. However, they are somewhat similar to what might be realized in the metal Pu$^{239}$, except that the mean number 1.22 produced per collision is too small; about 1.4 would be more realistic\(^1\).

A mass of Pu$^{239}$ that is critical or slightly larger will have a few hundred spontaneous fissions per second. Thus Table 1 suggests that if the radius is, say, 30 per cent larger than the critical radius, an explosion should occur very quickly, since the individual neutron reactions are very rapid. However, spontaneous fission is evidently not considered

\(^1\) When an atom of Pu$^{239}$ undergoes fission as a result of a collision, the mean number of neutrons produced is about 3, but since most collisions result in scattering or absorption without fission, the mean number per collision is about 1.4. The author used a lower value because of a misunderstanding, but it did not seem worth while to repeat the calculation.
to be an adequate source of neutrons for detonating an atomic bomb, since additional neutrons are supplied. (See the article "Atomic Bomb", McGraw-Hill Encyclopedia of Science and Technology (1960).)

6.3. Total number of neutrons in a family when the body is critical. If the body $X$ is critical, then, according to Theorem III.12.1, the family of a single neutron will die out with probability 1, although the expected value of the total number of its descendants in all generations is infinite. In the case in which the neutrons are assumed to move according to diffusion laws rather than according to the law postulated in Sec. 3 above (see also Sec. 8), SEVAST’YANOV (1958) has obtained an expression for the probability that there are altogether $n$ members of the family in all generations. If we apply the methods of SEVAST’YANOV to our case, we obtain the following result$^1$. Let $P_n(x)$ be the probability that there are altogether $n$ neutrons in all generations, if the original neutron is at $x$. Then if $X$ is critical we have

$$P_n(x) = c\mu(x) n^{-\frac{1}{2}} + O(n^{-\frac{3}{2}}), \quad n \to \infty,$$  \hspace{1cm} (6.4)

where $\mu(x)$ is the positive eigenfunction of Sec. 4 and

$$\epsilon = \sqrt{\frac{\int x \mu(x) dx}{2 \pi \int x^2 \mu^2(x) dx}}.$$

Formula (6.4) should be compared with equation (I.13.4), due to OTTER, in which we should put $a = 1$ to correspond to the critical case.

7. Continuous time parameter

Neutron branching processes with a continuous time parameter are often studied by means of the Boltzmann transport equation for the expected density of neutrons (see WEINBERG and WIGNER (1958, Chapter IX)). We shall not give the equation here, but only remark that it is an integro-differential equation corresponding to the forward differential equation in the theory of Markov processes. There is likewise a backward form, although the author has not seen it used.

Another approach is through an integral equation for the density. Since the equation is derived by tracing the neutrons existing at time $t$ back to their last preceding collision, it may be called a last-collision method. We shall not give this equation (see WEINBERG and WIGNER, p. 190), but shall give a rather similar one that might be called a first-collision equation. We have here an example of the point of regeneration.

$^1$ This result is obtained by formally applying to the present case the series solution used by SEVAST’YANOV for his problem. It seems certain that the result can be made rigorous. The error term $O(n^{-\frac{1}{2}})$ is presumably bounded independently of $x$.
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to be discussed in Chapter VI. Although either form of integral equation can be used to treat expectations, the first-collision method seems better suited to treat higher moments and probabilities.

7.1. Integral equation treatment. The following treatment is intended to be plausible rather than rigorous. It should be emphasized that a similar treatment can be used for higher moments or for the moment-generating functional. We continue to make the assumptions given in Secs. 2 and 3.

Let \( M(x, A, t) \) be the expected number of neutrons in the region \( A \) in \( X \) at time \( t \) if originally there is one neutron at \( x \), launched isotropically. We define \( M \) to be 0 if \( t \) is negative.

Since our equation will be hinged on the moment of first collision, when all subsequent directions will be equally probable, we need not treat directions explicitly. However, since the position of a neutron at an arbitrary time is an incomplete description of its state, the expectations \( M \) do not possess the semigroup property; that is, \( \int M(y, A, t_1) d_y \tag{6.4} \) is not identical with \( M(x, A, t_1 + t_2). \)

Choose the unit of distance so that the constant \( a \) of Sec. 3 is 1 and the unit of time so that the speed of a neutron is 1. Let \( S_t \) be the spherical surface of radius \( t \) centered at \( x \). The probability that the initial neutron has no collision between times 0 and \( t \) and passes through the surface element \( d\Sigma \) on \( S_t \) is \( R(t) d\Sigma \), where \( R \) is defined by (3.2). Hence the probability that the neutron is in \( A \) at \( t \) and has suffered no collisions is

\[
R(t) \int_{A^cS_t} d\Sigma = \int_{A^cS_t} R(y-x) d\Sigma. \tag{7.1}
\]

If the neutron suffers a collision at \( y \) before time \( t \), it is replaced by an average of \( f(t) \) neutrons, each of which acts like the original one. Since the time to reach \( y \) is \( |y-x| \), we have

\[
M(x, A, t) = \int_{A^cS_t} R(y-x) d\Sigma + \int_{x} f(t) R(y-x) M(y, A, t-|x-y|) dy. \tag{7.2}
\]

Equation (7.2) can be solved by iteration, with sufficient labor. Thus if we write (7.2) in the form \( M = M_0 + TM \), where \( M_0 \) is the first term on the right side of (7.2) and \( T \) is an integral operator, then iteration gives \( M = M_0 + TM_0 + T^2M_0 + \cdots \), where the successive terms are the expected numbers of neutrons in \( A \) at \( t \) that have suffered 0, 1, 2, \ldots collisions. This grouping by collisions is a familiar procedure in many problems in probability theory.

We are interested in the behavior of \( M \) when \( t \) is large. To study this we shall take the Laplace transform of both sides of (7.2), putting
\[ \tilde{M}(x, A, t) e^{-\alpha t} dt = \tilde{M}(x, A, \sigma); \] the integral will be defined when the real part of \( \sigma \) is sufficiently large.

If \( y \) is a point of \( S_t \), then \( e^{-\alpha t} R(y - x) d\Sigma dt = e^{-\sigma |y - x|} R(y - x) dy \), since \( d\Sigma dt \) is a volume element, and hence the Laplace transform of the first term on the right side of (7.2) is \( \int_A k(x, y, \sigma) dy \), where we have put \( k(x, y, \sigma) = R(y - x) e^{-\sigma |y - x|} \). As for the second term on the right side of (7.2), if we multiply by \( e^{-\alpha t} = e^{-\sigma (t - |y - x| - \sigma |y - x|)} \), integrate on \( t \), and observe that \( M(y, A, t - |y - x|) = 0 \) if \( t < |y - x| \), we obtain \[ f'(1) \int_A k(x, y, \sigma) \tilde{M}(y, A, \sigma) dy. \]

Hence we obtain the equation

\[ \tilde{M}(x, A, \sigma) = \int_A k(x, y, \sigma) dy + f'(1) \int_A k(x, y, \sigma) \tilde{M}(y, A, \sigma) dy. \quad (7.3) \]

Let us deduce from (7.3) the asymptotic behavior of \( M(x, A, t) \) as \( t \to \infty \). If \( \sigma \) is real, the kernel \( f'(1) k(x, y, \sigma) \) has a positive right eigenfunction\(^1 \) \( \mu_\sigma(x) \) corresponding to the positive eigenvalue \( \varrho_\sigma \). Presumably, \( \varrho_\sigma \) is a decreasing differentiable function of \( \sigma \), with \( \varrho_{-\infty} = \infty \) and \( \varrho_{+\infty} = 0 \). Let \( \sigma_0 \) be the root of the equation \( \varrho_\sigma = 1 \). Then if \( \sigma > \sigma_0 \), we can, from the theory of integral equations, write the solution of (7.3) as a Neumann series,

\[ \tilde{M}(x, A, \sigma) = \int \sum_{n=1}^{\infty} (f'(1))^{n-1} k_n(x, y, \sigma) dy, \quad (7.4) \]

where the iterated kernels \( k_n \) are defined by \( k_1(x, y, \sigma) = k(x, y, \sigma) \), \( k_{n+1}(x, y, \sigma) = \int k(x, z, \sigma) k_n(z, y, \sigma) dz \). From the results of Sec. III.10 we have \( (f'(1))^n k_n(x, y, \sigma) \sim (\varrho_\sigma)^n \mu_\sigma(x) \mu_\sigma(y) \), \( n \to \infty \), \( \sigma \) fixed, \( \sigma > \sigma_0 \), where we have normalized so that \( \int (\mu_\sigma(x))^2 dx = 1 \). Thus we should have, from (7.4),

\[ \tilde{M}(x, A, \sigma) \sim \left[ f'(1) (1 - \varrho_\sigma) \right]^{-1} \mu_\sigma(x) \int_A \mu_\sigma(y) dy, \quad \sigma \downarrow \sigma_0. \quad (7.5) \]

Near \( \sigma = \sigma_0 \) we have \( 1 - \varrho_\sigma \sim - (\sigma - \sigma_0) (d\varrho_\sigma/d\sigma)_{\sigma = \sigma_0} \). Hence (7.5) suggests the asymptotic form

\[ M(x, A, t) \sim \frac{\mu_\sigma(x) \int_A \mu_\sigma(y) dy}{f'(1) \left( 1 - \frac{d\varrho_\sigma}{d\sigma} \right)_{\sigma = \sigma_0} e^{\sigma_0 t}}, \quad t \to \infty. \quad (7.6) \]

As far as the author knows, no rigorous general proof of (7.6) exists, although it is related to the very general results of JÖRGENS (1958), and

\(^1 \) Notice the difference in the definitions of \( \mu_\sigma \) and \( \varrho_\sigma \) here, and \( \mu(\alpha) \) and \( \varrho(\alpha) \) in Sec. 4.
the exponential nature of the solution is commonly assumed. See also Lehner and Wing (1955, 1956) and Weinberg (1961, p. 5). A useful summary of the results of Lehner and Wing and of Jörgens is given in Wing (1961).

8. Other methods

Davison (1957), Weinberg and Wigner (1958), and the papers in the Symposium volume of Birkhoff and Wigner (1961) describe a number of other methods in neutron transport theory. Of these we mention only diffusion theory. Since the successive steps between collisions of a neutron comprise a random walk, we should expect the motion of a neutron to be similar to a diffusion process when the steps are small compared with the size of the body. In fact, the diffusion approximation is often used for the expected values, some ingenuity being required to choose suitable boundary conditions.

Sevast’yanov (1958, 1961) has discussed branching processes where particles undergo diffusion, and his results could be applied to treat fluctuation phenomena, if the diffusion approximation is to be used. (See also Sec. 6.3 above.)

9. Invariance principles

Stochastic processes are often studied by means of some kind of invariance principle. Roughly speaking, we find the answer to a particular problem by considering a family of problems in which the particular one is imbedded. Consideration of the relationship between different members of the family leads to some sort of functional equation whose solution gives the answer to the whole family of problems. Different members of the family are indexed by a parameter such as time, distance, etc.

A familiar example is the study of the fortune of a gambler who wins or loses one dollar at a time through the operation of a chance device. If we want to calculate $\rho(x)$, the probability that he loses all his money before he attains a fortune of $1,000 if his initial fortune is $x$, we relate $\rho(x)$ to $\rho(x-1)$ and $\rho(x+1)$ through a difference equation.

In the treatments of neutron multiplication discussed above, we have made use of functional equations in which position and time are variables, but we have always considered the body as unchanging. We arrive at new and different functional equations if we make use of invariance principles derived by considering the body as imbedded in a family of bodies. We then obtain equations in which some dimension of the body

---

1 This terminology follows Chandrasekhar (1950) and is not to be confused with another common use of the term having to do with limit theorems in the theory of probability.
10. One-dimensional neutron multiplication

Suppose $X$ is the one-dimensional interval $(0, T)$, $T > 0$. Assume that a neutron traversing an interval inside $X$ of length $Ax$ has a probability $\alpha Ax + o(Ax)$ of suffering a collision in the interval. When a collision occurs, two new neutrons are produced, one going to the right and one to the left. Each new neutron continues to move until it leaves $X$ or has a collision. We wish to calculate $\rho_r(T)$, the probability that a total of $r$ neutrons emerge from $X$ on the right, in all generations, if initially one neutron enters $X$ from the right.

Suppose the small additional interval $(T, T + \Delta)$ is added to $X$, where $\Delta > 0$. Then, neglecting powers of $\Delta$ higher than the first, a neutron entering at $T + \Delta$ can result in $r$ neutrons emerging at $T + \Delta$ in the following ways: (a) The initial neutron enters $(0, T)$ having had no collisions in $(T, T + \Delta)$. Then either (a1) $r$ neutrons emerge at the right from $(0, T)$ and all cross $(T, T + \Delta)$ with no further collisions; or (a2) $j \leq r$ neutrons emerge from $(0, T)$, of which one has a collision in $(T, T + \Delta)$. Of the two neutrons produced in this collision, one emerges on the right while the other enters $(0, T)$ and eventually causes $r-j$ neutrons to emerge on the right. (b) The initial neutron has a collision in $(T, T + \Delta)$. One of the resulting neutrons emerges on the right while the other enters $(0, T)$ and eventually causes $r-1$ neutrons to emerge on the right.

Taking account of these eventualities we obtain the equations

\[
\begin{align*}
p_r(T + \Delta) &= (1 - \alpha \Delta) \left( p_r(T) \left( 1 - r\alpha \Delta \right) + \sum_{j=1}^{r} \rho_j(T) (j\alpha \Delta) p_{r-j}(T) \right) \\
&\quad + \alpha \Delta \rho_{r-1}(T) + o(\Delta), \quad r = 0, 1, 2, \ldots; p_{-1}(T) = 0,
\end{align*}
\]

leading to the set of

\[
\frac{d\rho_r(T)}{dT} = a\rho_r,
\]

where $\rho_{-1} = 0$ and $\rho_0(0) = 1$, $\rho_r(0) = 0$, $\rho_r(T)$, $\rho_{r-1}(T)$, \ldots, is that linear in $\rho_r$. (When $T$ is less than 1 definition in Sec. 5) and sum from $r = \Sigma r\rho_r(T)$ the equat
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leading to the set of differential equations

$$\frac{d\rho_r(T)}{dT} = \alpha \rho_{r-1}(T) - \alpha (1+r) \rho_r(T) + \alpha \sum_{j=1}^r j \rho_j(T) \rho_{r-j}(T),$$

(10.1)

where $\rho_{-1} = 0$ and $\sum_{j=1}^r j$ is interpreted as 0. The initial conditions are $\rho_0(0) = 1, \rho_r(0) = 0, r > 0$. From (10.1) we can solve successively for $\rho_0(T), \rho_1(T), \ldots$, since for each value of $r$ we have a differential equation that is linear in $\rho_r(T)$.

When $T$ is less than the critical length (defined by analogy with the definition in Sec. 5), then $\sum \rho_r(T) = 1$. Multiply both sides of (10.1) by $r$ and sum from $r=1$ to $r=\infty$, obtaining for the expectation $U(T) = \sum r \rho_r(T)$ the equation, valid for $T$ subcritical,

$$\frac{dU}{dT} = \alpha(1+U^2), \quad U(0) = 0.$$

(10.2)

The solution of (10.2) is $U(T) = \tan(\alpha T)$. Thus the critical length is $T_c = \pi/2\alpha$. It is interesting to note that here the critical length appears as a singularity of the solution of a nonlinear functional equation — i.e., (10.2) — rather than as the value of $T$ that makes the eigenvalue of a linear integral operator equal to 1.

Whereas a treatment of this problem by means of the appropriate form of the Boltzmann equation leads to a two-point boundary value problem, the treatment by invariant imbedding leads instead to an initial-value condition. The analogue of this fact is important in the numerical solution of certain problems.

Bellman, Kalaba, and Prestrud (1962) have applied invariant imbedding to the problem of reflection from plane slabs and have calculated extensive tables.

For further treatment of one-dimensional neutron models, see Harris (1960b), and, for results about the asymptotic behavior in the case of more general one-dimensional kernels, Conner (1961).

Chapter V

Markov branching processes (continuous time)

1. Introduction

Many authors have used Markov processes as mathematical models for the growth of biological or physical populations. Among the pioneer works are papers by McKendrick (1914 and 1926) on the spread of epidemics, Yule (1924) on the evolution of new species, Furry (1937)
on showers of electrons, and Feller (1939) on "the struggle for existence". We should also note the works of Volterra (1931) and Lotka (1934) on the interaction of competing species, without the assumption of randomness.

For physical and biological applications, it is desirable to study a great variety of stochastic processes, including many Markovian ones. However, the treatment in this chapter will be limited almost exclusively to those Markov processes that are extensions to continuous time of the Galton-Watson process; we shall call them Markov branching processes, "continuous time" being understood in this chapter. Although special, they are of interest in that they lead to analytic results, concerning many special cases of the Galton-Watson process, that are more precise than have been obtained for the general case. Moreover, there is a connection with a problem that has interested mathematicians since the time of Abel: how to define the \( n \)-th iterate of a function when \( n \) is not an integer.

In spite of their simplicity, these processes have been instructive in applications, for example, in Arley's study of cosmic rays (1943), as well as in examples given in the other references cited here.

For discussion of applications of more general kinds of Markov processes, the reader is referred to the books of Bartlett (1955, 1960) for numerous biological applications; Neyman (1956, 1961) for papers on the struggle for existence, epidemics, carcinogenesis, and related topics; Bailey (1957) on epidemics; Blanc-Lapierre and Fortet (1953) for a variety of applications; and Bharucha-Reid (1960) for numerous applications in physics and biology. The book of D'Ancona (1954) discusses deterministic models of the struggle for existence. Other useful references are the Royal Statistical Society Symposium papers of J. E. Moyal, M. S. Bartlett, and D. G. Kendall (1949).

In this chapter our mathematical model for the growth of a population is simply a random function representing its size. Hence we have no explicit mathematical mechanism to represent the relationships among the various objects, although these relationships are in our minds when we formulate the model. For example, if a death occurs, we cannot ask to which object it happens, nor can we discuss the ages of objects. The necessary mechanism will be established in Chapter VI, for the class of age-dependent processes, of which temporally homogeneous Markov branching processes will then appear as a special case.

The first general formulation of Markov branching processes (continuous time) appears to have been given by Kolmogorov and Dmitriev (1947), who considered the case of several types of objects. Of course, special cases had been considered earlier. (See, e.g., Sec. 7.)
2. Markov branching processes

We assume the reader to be familiar with the elements of the theory of Markov processes whose states are integers (i.e., Markov chains; see, e.g., FELLER (1957, Chapter 17), for an introductory treatment).

In this chapter we study a random function $Z(t)$, taking nonnegative integer values, representing the size of a population. If the size of the population is known at any time, say $Z(t_i) = i$, then the subsequent history of the population is assumed to follow probability laws that depend on $i$ and perhaps on absolute time, but not on the ages of the objects present at $t_i$, nor on any other properties of the objects that might be revealed if we knew the history of the population before time $t_i$. Thus we postulate that $Z$ will be a Markov process. We also postulate that the families developing after time $t_i$ from the objects present at $t_i$ have no influence on one another. This is what singles out our processes from other Markov processes.

The assumption of age-independence seems a natural first step in introducing stochastic considerations into population theories, since age-dependence entails mathematical complications. The assumption seems unsuited to any kind of animal or plant (however, see Secs. 8 and 15.1), but appears to be acceptable in special cases for neutrons (Chapter IV) and electron-photon cascades (Chapter VII). As regards the independence of different objects, this is a valid assumption for the physical examples just cited, but would be of very limited usefulness for biological systems. On this point see Sec. I.7.3 and Sec. 8.

We shall study $Z(t)$ almost exclusively in terms of the transition probabilities $P_{ij}(\tau, t) = \text{Prob} \{Z(t) = j | Z(\tau) = i\}, 0 \leq \tau \leq t$. The transition probabilities will be studied by means of two systems of differential equations satisfied by them, the forward and the backward equations of KOLMOGOROV. The equations, in turn, can be written, once we have prescribed the form of certain functions $b_i(t)$ and $p_{ij}(t), i, j = 0, 1, 2, \ldots$. We interpret these functions as follows. If we are given $Z(t) = i$, then the probability of a change of state in the interval $(t, t+\Delta)$ is $b_i(t) \Delta + o(\Delta)$. If we know that a change occurs at $t$ when the state is $i$, then $p_{ij}(t)$ is the probability that the new state is $j$.

Let us suppose that an object existing at $t$ has a probability $b(t) \Delta + o(\Delta)$ of dying in the interval $(t, t+\Delta)$, where $b$ is a continuous nonnegative function. If it dies at any time $\tau$, the probabilities are $p_0(\tau), p_2(\tau), p_3(\tau), \ldots$ that it is replaced by $0, 2, 3, \ldots$ objects. We omit the possibility of a death followed by replacement by a single object; because of the lack of dependence on age, this represents no change in the situation. By the same token, the death of an object and its replacement by $n$ new ones, $n \geq 2$, is equivalent to the continuation of the object after giving birth to $n-1$ new ones.
Note that if an object is born at time \( t_1 \), then the probability density for a life-length \( \tau \) has the form
\[
b(t_1 + \tau) e^{-\int_{t_1}^{t_1+\tau} b(s) \, ds},
\]
which is an exponential function if \( b \) is constant.

If \( i \) independent objects are present at \( t \), then the probabilities of 0 deaths, 1 death, \( \geq 2 \) deaths in \( (t, t + \Delta) \) are, from the binomial theorem, 
\[
1 - i b(t) \Delta + o(\Delta), \quad i b(t) \Delta + o(\Delta), \quad o(\Delta).
\]
If one death occurs at \( \tau \), then the probability that the new population size is \( j \), if it was \( i \), is \( p_{j-i+1}(\tau) \). Thus we are motivated to take \( b_i(t) = i b(t) \) and \( p_{j}(t) = p_{j-i+1}(\tau) \). The appropriate forms of the forward and backward systems are then (3.3) and (3.4).

We now define a Markov branching process, but the definition should be considered in the light of the remarks that follow it.

**Definition 2.1.** A Markov branching process is a Markov chain whose states are nonnegative integers and whose transition probabilities are a solution to the forward equations (3.3). (See Def. 3.1.) The probabilities will then automatically be a solution to the backward equations (3.4), as we shall see. It is assumed that \( b \) is a continuous strictly positive function, that the \( p_i \) are continuous and nonnegative, that \( P_i(0) = 0 \), and that \( \sum_{i=0}^{\infty} p_i(\tau) = 1 \). If \( b \) and the \( p_i \) are independent of \( t \), we speak of the temporally homogeneous case.

**Remark 1.** We allow the possibility that \( \sum_{i=0}^{\infty} P_i(t, \tau) < 1 \) if \( \tau < t \), corresponding to a case in which \( Z \) may reach \( \infty \) in a finite period of time. In such cases, as we shall see, the backward equations have solutions that do not satisfy the forward equations and that lack the characteristic independence property of a true branching process. We shall see that the forward equations are satisfied by only one set of transition probabilities.

**Remark 2.** We have defined the process only in the sense that we have defined the transition probabilities \( P_i(t, \tau) \). The reader may think of the random function \( Z(t) \) as a step function whose value changes only when births or deaths occur. However, in order to validate this conception, some additional mathematical framework is required, such as that of Chapter VI. (See the discussion of separability in Doob (1953, Chapter 2).)

**Remark 3.** For convenience we have required \( b(t) > 0 \). However, there would seem to be no difficulty if we should allow \( b(t) \geq 0 \).

Let \( Z(t) \) be a 1

\[
P_i(\tau, t) = \text{Prob}(Z(t) = i | Z(0) = \tau) \text{Prob}(Z(t) = j | Z(0) = i)
\]

Because of the Markovian property,

\[
P_i(\tau, t) = \sum_{j=0}^{\infty} P_{ij}(t)
\]

We shall base \( P_i(\tau, t) \) on the following form appropriate to the case where \( i = k \) and 0 other than \( j = k \)

\[
\frac{\partial P_{ik}(\tau, t)}{\partial \tau} = i b(t)
\]

and the backward

\[
\frac{\partial P_{ik}(\tau, t)}{\partial \tau} = 0;
\]

**Definition 3.1.** Let \( P_i(\tau, t) \) be a 1

\[
P_i(\tau, t) = \text{Prob}(Z(t) = i | Z(0) = \tau)
\]

and 0 other than \( j = k \)

3.1. Existence of the transition probabilities. From the discussion of separability in Doob (1953, Chapter 2) that there is always a solution for the transition probabilities. The meaning of (3.1) is that objects at time \( \tau \), is starting with one object.

**Kolmogorov properties of Markov equation (5.4) and Sec. 15 below.) This**
3. Equations for the probabilities

Let \( Z(t) \) be a Markov branching process (Def. 2.1) with transition probabilities

\[
P_{ik}(t) = \text{Prob}(Z(t) = k | Z(t) = i), \quad i, k = 0, 1, 2, \ldots; \quad 0 \leq t \leq T. \tag{3.1}
\]

Because of the Markovian nature of the process, these probabilities satisfy the Chapman-Kolmogorov equations:

\[
P_{i1}(t,t_2) = \sum_{t_1} P_{i1}(t_1,t_2) P_{1j}(t_1,t_2), \quad i, k = 0, 1, \ldots; \quad 0 \leq t \leq t_1 \leq t_2. \tag{3.2}
\]

We shall base our study of the probabilities \( P_{ik} \) on the usual forward and backward differential equations for Markov processes, in the special form appropriate to Def. 2.1. The forward equations are (here \( \delta_{ik} = 1 \) if \( i = k \) and 0 otherwise)

\[
\frac{\partial P_{ik}(t)}{\partial t} = -b(t) P_{ik}(t) + b(t) \sum_{j=1}^{k+1} P_{ij}(t) \delta_{jk} - \frac{\partial}{\partial t} P_{ik}(t, \tau + 0) = \delta_{ik}, \tag{3.3}
\]

and the backward equations are

\[
\frac{\partial P_{ik}(\tau, t)}{\partial \tau} = i b(t) P_{ik}(\tau, t) - i b(\tau) \sum_{j=1}^{k+1} P_{ij}(\tau) \delta_{jk}, \quad i > 0;
\]

\[
\frac{\partial P_{ik}(t, \tau)}{\partial \tau} = 0; \quad P_{ik}(t, 0) = \delta_{ik}. \tag{3.4}
\]

**Definition 3.1.** We shall call a set of functions \( \{P_{ik}(\tau, t)\} \) a solution to (3.3) or (3.4) if they are nonnegative, absolutely continuous in \( \tau \) and \( t \) separately, satisfy (3.3) or (3.4), satisfy (3.2), and satisfy the inequalities

\[
\sum_{k} P_{ik}(\tau, t) \leq 1, \quad i = 0, 1, 2, \ldots. \tag{3.5}
\]

**3.1. Existence of solutions.** It follows from results of Feller (1940) that there is always a solution \( \{P_{ik}\} \) common to (3.3) and (3.4). We shall see in Sec. 4 that any solution of (3.3) has the property

\[
P_{ik}(\tau, t) = \sum_{r_1 + r_2 + \cdots + r_n = k} P_{r_1}(\tau, t) P_{r_2}(\tau, t) \cdots P_{r_n}(\tau, t). \tag{3.6}
\]

The meaning of (3.6) is that the population at time \( t \), starting with \( i \) objects at time \( \tau \), is distributed as the sum of \( i \) independent populations starting with one object.

Kolmogorov and Dmitriev (1947) began with (3.6) and the general properties of Markov processes as axioms and thence deduced the basic equation (5.1) and then (4.3) for the case of several types. (See also Sec. 15 below.) This route was also followed in the paper of Sevast’yanov (1951).
3.2. The question of uniqueness. The question of uniqueness of a solution of (3.4) is of particular interest since it is connected with the truth of (3.6) and with the question whether the equality holds in (3.5).

Feller (1940) studied chains where the inequality holds in (3.5) when \( t > \tau \). In our case this can happen if \( Z(t) \) can increase so rapidly that it reaches \( \infty \) in a finite period of time. Let us call this the explosive case. (This is not analogous to the supercritical case in nuclear fission.)

As shown by Doob (1945), if the inequality holds in (3.5), there is a whole family of processes satisfying the Kolmogorov backward equations ((3.4) in our case). We obtain such processes by letting \( Z(t) \) start anew with some finite value whenever it reaches \( \infty \). There are many ways in which the new start can be made. Thus if there are solutions for which \( \sum_k P_{1k} < 1 \), then (3.4) has many solutions, although (3.3) still has only one, as we shall see. In case the solution of (3.3) satisfies \( \sum_k P_{1k} = 1 \), then (3.4) has only one solution (Sec. 4).

However, there is always only one solution of (3.4) that satisfies (3.6), i.e., that has the characteristic property of a branching process. Let us now explain this situation (a proof will be given in Theorem 4.2).

Suppose we have the explosive case with \( Z(0) = 2 \) and let us extend the process (in one of many possible ways) by agreeing that whenever \( Z(t) \) reaches infinity it returns immediately to 2 and begins again.

The probabilities for this extended process satisfy the backward, but not the forward, equations.

Now in the extended process the relation (3.6) does not hold; i.e., different branches of the family do not act independently. It is true that starting with \( Z(0) = 2 \) is equivalent to starting with two independent families of size 1. However, as soon as either family reaches infinity, the rules require that the total population size returns to 2. Hence an explosion in one family affects the other one, and different objects are not independent.

3.3. A lemma. The following lemma will be useful. It can be proved by putting \( i = k = 1 \) in (3.3), obtaining the inequality \( \partial P_{11}/\partial t \geq -b(t) P_{11} \). We leave the details of the proof to the reader.

**Lemma 3.1.** If \( \{P_{1k}\} \) is a solution of (3.3) then

\[
P_{11}(\tau, t) \geq \exp \left[ - \int_t^\tau b(x) \, dx \right].
\]

We next introduce generating functions, which will be the main analytic tool in the rest of this chapter. They have long been used for differential-difference equations (see Bateman (1943)). The first use in connection with the differential-difference equations of continuous-time Markov chains may have been by C. Palm (see Arley and Borchsenius (1945)).
4. Generating functions

For the moment we shall suppose \( \{P_{i,k}(\tau, t)\} \) to be any solution of (3.3); a proof of uniqueness will come later.

**Definitions 4.1.** Let \( h(s, t) = \sum_{k=0}^{\infty} \phi_k(t) s^k, |s| \leq 1 \), where the \( \phi_i \) are the functions of Def. 2.1. Let

\[
F_i(s, \tau, t) = \sum_{k=0}^{\infty} P_{i,k}(\tau, t) s^k, \quad |s| \leq 1, \quad (4.1)
\]

where the functions \( P_{i,k} \) are a solution of (3.3). (See the definition of solution in the preceding section.) At this point we must admit the possibility that \( F_i(1, \tau, t) < 1 \) if \( \tau < t \), corresponding to the "explosive case" mentioned in the preceding section.

If we multiply both sides of (3.3) by \( s^k \) and sum on \( k \), we obtain formally the equations

\[
\begin{aligned}
\frac{\partial F_i(s, \tau, t)}{\partial t} &= b(t) [h(s, t) - s] \frac{\partial F_i(s, \tau, t)}{\partial s}, \\
i = 0, 1, 2, \ldots; F_i(s, \tau, \tau + 0) &= s^i. 
\end{aligned} \quad (4.2)
\]

We have the following result.

**Theorem 4.1.** There is just one solution \( \{P_{i,k}\} \) of (3.3). The generating functions \( F_i \) defined by (4.1) satisfy (4.2) for \( |s| < 1 \), and \( F_i = (F_i)^i \), \( i = 0, 1, 2, \ldots \). Accordingly, the branching-process property (3.6) is true.

The proof of Theorem 4.1 is given in Appendix 1 to this chapter.

From the results of Feller (1940) we know that the solution of (3.3), now known to be unique, must also satisfy (3.4). Put \( i=1 \) in (3.4), multiply both sides by \( s^k \), and sum on \( k \). Using the relation \( F_i = (F_i)^i \), we then obtain formally

\[
\frac{\partial F_i}{\partial \tau} = -b(\tau) [h(F_i, \tau) - F_i], \quad F_i(s, t-0, t) = s, \quad t > 0. \quad (4.3)
\]

We have the following result concerning equations (3.4).

**Theorem 4.2.** Equations (3.4) have just one solution satisfying the branching-process property (3.6), and this is the unique solution of (3.3). The generating function \( F_i \) defined by (4.1) with \( i=1 \) satisfies (4.3) for \( |s| \leq 1 \).

The proof is in Appendix 1.

The following property of \( F_i \) will be useful in the sequel. We assume

\[
|s| \leq 1.
\]

---

1. Apparently first given in this degree of generality by Bartlett (1949). Sevast'yanov (1951) gave the corresponding equations for the case of several types.
2. First given by Kolmogorov and Dmitriev (1947) for the more general case of several types.
Lemma 4.1. The generating function $F_i$ satisfies the inequality $|F_i(s, t, l)| \leq (1 - P_{i1}(s, t)) |1 - |s|| + |s|$. If $s$ and $t$ are confined to a finite interval, then there is a constant $0 < c < 1$, such that $|F_i(s, t, l)| \leq 1 - c(1 - |s|)$.

We leave the proof of this lemma (using Lemma 3.1) to the reader.

The differential equations for the generating function have been studied in the temporally homogeneous case from the point of view of semigroups by Bharucha-Reid and Rubin (1958) and Bharucha-Reid (1961).

4.1. Condition that the probabilities add to 1. The following simple condition insures that the unique solution of (3.3) satisfies $\sum \hat{P}_k(\tau, t) = 1$.

In this case the solution is the one and only solution of the system (3.4).

Condition 4.1. The series $\sum \hat{p}_k(t)$ converges uniformly on each finite $t$ interval. (The sum is then necessarily a continuous function of $t$.)

To prove that the probabilities add to 1, let $t$ be fixed and let $F_i(1, \tau, t) = G(\tau)$. Then $G$ satisfies the ordinary differential equation $dG/d\tau = -b(\tau)(hG, \tau - G)$ with $G(t - 0) = 1$, and $0 \leq G \leq 1$. The right side of the differential equation satisfies a Lipschitz condition in the region $-1 \leq G \leq 1$, $0 \leq \tau \leq 1$, by virtue of Condition 4.1 and the definition of $h$. Hence the solution is unique, and since 1 is a solution we must have $G(\tau) = 1$.

According to Feller (1940), the solution $\{P_\alpha\}$ of (3.3) is a minimal solution of (3.4), meaning that any other solution $\{P_\beta\}$ satisfies $\beta \geq P_\beta(\tau, t) \geq \sum \hat{P}_k(\tau, t) = 1$.

In Sec. 9 we shall give necessary and sufficient conditions for the probabilities to add to 1 in the temporally homogeneous case.

The imposition of Condition 4.1 is simply the most obvious way of preventing objects from multiplying so rapidly that the population size reaches infinity in a finite time interval.

5. Iterative property of $F_i$; the imbedded Galton-Watson process

The generating function $F_i$ has the following property.

Theorem 5.1. Let $F_i(s, t, l)$ be the generating function defined by (4.1) with $i = 1$. Then $F_i$ satisfies the functional relationship

$$F_i(s, t_1, t_2) = F_i[F_i(s, t_2, t_3), t_1, t_3], \quad 0 \leq t_1 \leq t_2 \leq t_3; |s| \leq 1. \quad (5.1)$$

We sketch the proof of differential equations.

Let $t_0$ be fixed as in (4.3) for $0 \leq \tau \leq t_0$.

Now $F_i(\sigma, \tau, t_0)$ is a finite fixed $s$ solution equal for $0 \leq \tau \leq t_0$, then follows from condit. 4.1.

5.1. Imbedded $G$
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We sketch the proof of this result, which is familiar from the theory of.
differential equations. See also the remarks following formula (3.6).

Let $t_2$ be fixed and suppose $|s| < 1$. Then $F_1(s, t_2)$ is a solution of

differential equation (4.3) for $0 \leq \tau \leq t_2$. Suppose $F_1(s, t_2, t_2) = \sigma$; then $|\sigma| < 1$ (Lemma 4.1). Now $F_1(\sigma, t_2, t_2)$ is a solution of the differential equation in (4.3), defined for $0 \leq \tau \leq t_2$, with the initial condition $F_1(\sigma, t_2, t_2) = \sigma = F_1(s, t_2, t_2)$.

Since both solutions are bounded by a constant $< 1$ (Lemma 4.1), the

uniqueness argument near the end of Appendix 1 shows that they are

equal for $0 \leq \tau \leq t_2$. This proves (5.1) when $|s| < 1$. The result for $|s| = 1$

then follows from continuity.

5.1. Imbedded Galton-Watson processes. Let us now assume that

Condition 4.1 holds, so that $F_1(s, t, \tau)$ is a probability generating function in the usual sense. For simplicity of exposition let us consider the temporally homogeneous case in which $F_1(s, t, \tau + \tau) = F_1(s, \tau)$. Let $A$ be a fixed positive number, and let $Z_n = Z(nA)$, $n = 0, 1, \ldots$, where $Z(t)$ is a Markov branching process corresponding to $F_1$, and $Z(0)$ is taken to be an arbitrary nonrandom integer. Using the temporal homogeneity of the process and the relation $F_1(s, \tau) = (F_1(s, \tau))^\tau$ (see Theorem 4.1) we have

$$
\mathbb{E}(X^2 + 1 | Z_n = i) = \mathbb{E}(X^2 | Z(0) = i) = F_i(s, t^\tau) = (F_i(s, t^\tau))^\tau.
$$

But (5.2) is the defining property of a Galton-Watson process, and we see that the sequence $\{Z(nA)\}$ is a Galton-Watson process. Thus the generating function $F_1(s, nA)$ is the $n$-th iterate of $F_1(s, A)$, a fact that we could also deduce from (5.1).

If the process is not temporally homogeneous, or if we consider a sequence $\{Z(t_i)\}$, where the $t_i$ are not equally spaced, analogous results hold except that we must consider Galton-Watson processes with variable generating functions (see Sec. I.13.5).

5.2. Fractional iteration. Consider the temporally homogeneous case in which $b(t) = b = $ constant, $b(s, \tau) = b(s)$, and $F_1(s, \tau, \tau) = F_1(s, t - \tau)$. In this case in place of (5.1) we have

$$
F_1(F_1(s, t_1), t_2) = F_1(s, t_1 + t_2), \quad t_1, t_2 \geq 0,
$$

and we have pointed out that $F_1(s, n)$ is the $n$-th iterate of $F_1(s, 1)$; let us denote the latter function by $f(s)$. Since (5.3) expresses the characteristic property of iteration when $t_1$ and $t_2$ are integers (compare (I.2.5)), we may consider $F_1(s, t)$ as a fractional iterate of $f$ even when $t$ is not an integer.

A classical problem of analysis is, given a function $f(s)$, to find a function $F(s, t)$, with $F(s, 1) = f(s)$, satisfying (5.3). If $f$ is analytic in the
neighborhood of a fixed point \( s_0 \), \( f(s_0) = s_0 \), and if \( 0 < |f'(s_0)| < 1 \), KOENIGS (1884) showed how the problem may be solved. The limit
\[
\lim_{n \to \infty} \frac{f_n(s_0) - s_0}{(f'(s_0))^n}
\]
can be shown to exist for \( s \) near \( s_0 \); call it \( A(s) \). Then \( A \) satisfies the functional equation \( A(f(s)) = f'(s_0)A(s) \), whence \( f(s) = A^{-1}[f'(s_0)A(s)] \) and \( f_n(s) = A^{-1}[(f'(s_0))^nA(s)] \). The latter expression then serves as a definition of \( f_n \) when \( n \) is not an integer. Another approach is via ABEL’s functional equation, described in ABEL (1881, posthumous). This is illustrated by using (I.11.4); if \( f \) is given and if \( \pi \) can be found satisfying (I.11.4), then we put \( F(s, t) = \pi^{-1}[t + \pi(s)] \). A résumé of some of the classical work on the problem may be found in HADAMARD (1944).

If \( f \) is a probability generating function, it is natural to ask whether we can find \( F(s, t) \) satisfying (5.3), such that \( F \) is a probability generating function for each \( t \). We also impose a regularity condition; we shall require that the limit
\[
\lim_{t \to 0} \frac{F(s, t) - s}{t} = \xi(s)
\]
exists uniformly for \( |s| \leq 1 \). If such a function \( F \) can be found, we shall say that \( f \) belongs to the Class \( C \).

If \( f \) belongs to the Class \( C \), and if \( f(s) \equiv s \), it can be shown that \( \xi(s) \) must be a power series of the form \( b(-s + \varphi_0 + \varphi_2s^2 + \varphi_3s^3 + \cdots) \), \( b > 0, \varphi_0 + \varphi_2 + \varphi_3 + \cdots = 1, \varphi_i \geq 0 \). Hence using (5.3) and (5.4) and letting \( t_1 \to 0 \) or \( t_2 \to 0 \) we obtain, respectively,
\[
\frac{\partial F(s, t)}{\partial t} = \xi(s) \frac{\partial F(s, t)}{\partial s}
\]
and
\[
\frac{\partial F(s, t)}{\partial t} = \xi[F(s, t)].
\]
These are the equations for the generating function of a Markov branching process in the temporally homogeneous case, and thus if \( f \) belongs to the Class \( C \), the Galton-Watson process corresponding to \( f \) can be imbedded in a Markov branching process.

If we put \( F(s, 1) = f(s) \) and equate the right sides of (5.5) and (5.6) we obtain the functional equation
\[
f'(s)\xi(s) = \xi[f(s)].
\]
If \( f \) belongs to the Class \( C \) (in which case it can be seen that \( f'(0) > 0 \)) and if \( f(0) = 0 \), then (5.7) shows that \( \varphi_0 = 0 \), and the coefficients \( \varphi_2, \varphi_3, \ldots \) can be determined by differentiating (5.7) repeatedly at \( s = 0 \).

It is obvious that many generating functions \( f \) do not belong to the Class \( C \); for example, polynomials of degree \( \geq 2 \) do not.
It can be shown that if \( f \) is a generating function with \( f(0) = 0 \) and \( 0 < f'(0) < 1 \), then a necessary and sufficient condition that \( f \) belongs to \( C \) is that the numbers \( \rho_2, \rho_3, \ldots \), determined by differentiating (5.7), are nonnegative; and furthermore that if \( f \) is entire and \( f(0) = 0 \), then \( f \) does not belong to \( C \) (Harris (1951)). However, the general problem of determining when a given \( f \) belongs to \( C \) is unsolved.

6. Moments\(^1\)

We define the \( k \)-th factorial moment of \( Z(t) \), \( k = 1, 2, \ldots \) by

\[
m_k(\tau, t) = \mathcal{E} \left[ Z(t) (Z(t) - 1) \ldots (Z(t) - k + 1) \mid Z(\tau) = 1 \right], \quad 0 \leq \tau \leq t.
\]

If the series \( \sum_{n=0}^{\infty} n^k \rho_n(t) \) converges uniformly on each finite \( t \) interval, then \( m_k(\tau, t) \) is finite and can be determined by differentiating (4.2) or (4.3) \( k \) times with respect to \( s \) at \( s = 1 \). (See Appendix 2.) For example, we have the following equation for \( m_1 \):

\[
\frac{\partial m_1(\tau, t)}{\partial \tau} = b(\tau) \left[ 1 - \frac{\partial h(1, \tau)}{\partial s} \right] m_1(\tau, t), \quad 0 \leq \tau \leq t; m_1(t-0, t) = 1. \quad (6.1)
\]

If \( k > 1 \), then \( m_k(t-0, t) = 0 \).

The solution of (6.1) is

\[
m_1(\tau, t) = \exp \left\{ \int_{t}^{\tau} b(u) \left( \sum_{j=1}^{\infty} j \rho_j(u) - 1 \right) du \right\}, \quad 0 \leq \tau \leq t. \quad (6.2)
\]

For convenience we give the first two moments in the temporally homogeneous case.

**Definition 6.1.** In the temporally homogeneous case, let \( a = b(h'(1) - 1) \).

**Theorem 6.1.** In the temporally homogeneous case, taking \( Z(0) = 1 \), we have

\[
\mathcal{E} Z(t) = e^{at}, \quad (6.3)
\]

\[
\text{Variance } Z(t) = \frac{h''(1) - h'(1) + 1}{h'(1) - 1} e^{at} (e^{at} - 1), \quad a \neq 0, \quad (6.4)
\]

\[
\text{Variance } Z(t) = h''(1) \, bt, \quad a = 0. \quad (6.5)
\]

7. Example: the birth-and-death process

The most familiar Markov branching process is the birth-and-death process, where it is supposed that any object existing at time \( t \) has a probability \( \mu(t) \, dt \) of dying in the time interval \( (t, t + dt) \) and a probability \( \lambda(t) \, dt \) of disappearing and being replaced by two new objects in the

\(^1\) The results of this section were given by Sevast'yanov (1951) and in part in earlier papers by a number of authors.
same time interval (the latter event is equivalent from our point of view
to remaining and giving birth to one additional object). In the notation
of preceding sections, a birth-and-death process has \( p_i(t) = 0 \) for \( i = 1 \)
or \( i > 2 \), \( p_2(t) = \mu(t)/(\lambda(t) + \mu(t)) \), \( p_2(t) = \lambda(t)/(\lambda(t) + \mu(t)) \), and \( b(t) = \lambda(t) + \mu(t) \).

We assume that \( b \) is always strictly positive, although the contrary
case can be treated. Equation (4.3) now becomes the Riccati-type equation
\[
\frac{\partial F(x, t)}{\partial t} = -(1 - F_1) [\mu(x) - \lambda(x) F_1]; \quad F_1(s, t-0, t) = s. \tag{7.1}
\]
The solution of (7.1) was given by D. G. Kendall (1948a). Putting
\[
\phi(x, t) = \int_{x}^{t} [\mu(x) - \lambda(x)] \, dx,
\]
\[
W(x, t) = e^{-t} \left[ 1 + \int_{x}^{t} e^{t-x} \mu(x) \, dx \right],
\]
\[
\xi = 1 - \frac{e^{-t}}{W}, \quad \eta = 1 - \frac{1}{W},
\]
Kendall shows that we can write the solution of (7.1) as
\[
F_1(s, t, t) = \frac{\xi + (1 - \xi - \eta) \xi}{1 - \eta}, \tag{7.2}
\]
leading to the following expressions for the probabilities:
\[
R_1(s, t) = \xi, \quad R_n = (1 - R_{n+1}) (1 - \eta) \eta^{n-1}, \quad n = 1, 2, \ldots. \tag{7.3}
\]

If \( Z(t) = 1 \), then the first moment is given by \( m_1(s, t) = e^{-t} \), and the variance is \( e^{-t} (2W - 1 - e^{-t}) \).

It follows from (7.3) and the definition of \( \xi \) that the probability of
extinction is 1 (i.e., \( \lim_{t \to \infty} P_1(s, t) = 1 \) for each \( s \geq 0 \)) if and only if
\[
\int_{0}^{\infty} \mu(t) e^{\eta(1)} \, dt = \infty.
\]

The first treatment of the birth-and-death process seems to have been
that by Yule (1924) in the special case \( \mu = 0 \), \( \lambda = \) constant. Yule's
application will be described below. Furry (1937) independently devised
this model as a simplified description of the multiplication of particles in
cosmic-ray showers. Feller (1939) treated the case in which \( \lambda \) and \( \mu \)
are nonzero constants, obtaining the first and second moments. Feller
proposed the model as an extension of deterministic models for the growth
of populations. According to Bartlett (1949), Palm first gave the
probabilities explicitly in the case \( \lambda \) constant, \( \mu \) constant \( \neq 0 \) (1943,
unpublished). Allee (1943, pp. 109ff.) treated the case \( \lambda = \) constant,

\( \mu = \) constant \times \( t \), as multiplication in \( cc \) presents the declining
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In the application of Yule (1924), \( Z(t) \) represents the number of species in some genus. It is assumed that if the number of species existing at time \( t \) is \( n \), then \( \lambda_i dt \) is the probability that a new species originates by a mutation in the time interval \( (t, t+dt) \). It is assumed that species do not die except as a result of catastrophes, which are not included in the model.

The creation of new species at a rate proportional to the number of existing species and independent of their ages may appear somewhat plausible if we suppose that (a) a species rather quickly reaches a maximum size determined by its environment and thereafter does not grow in size, and (b) different species interfere only slightly with one another. The second supposition appears in some cases to be supported by certain remarks of Darwin1 (Origin of Species, Sixth Edition, Chapter IV, section entitled "Divergence of Character"). Yule was properly cautious about his assumptions. Still, he found that the theory fit the observed data very well, "in fact better than one has any right to expect" (p. 27).

Yule supposes that the number of genera in a family of genera is the same kind of process as \( Z(t) \), except that \( \lambda \) is replaced by another constant \( g \). Thus the expected number of genera at time \( t \) is, say, \( N_t e^{\lambda t} \).

Yule used his model to estimate certain parameters that are impossible to determine by direct observation. As a simple example, let us estimate the ratio \( \lambda/g \). Since geological records are not adequate for measuring \( \lambda \) and \( g \) directly, we must estimate the ratio by observing presently existing genera.

From (7.3), the probability that there are \( n \) species in a genus at time \( t \), if there is 1 species at time 0, is

\[
R_n(t) = e^{-\lambda t} (1 - e^{-\lambda t})^{n-1}, \quad n = 1, 2, \ldots
\]

\(^1\) Yule does not adduce these remarks.
Since $gN_0e^{xt}dx$ is the expected number of new genera created in $(x, x+dx)$, the expected number of genera at time $t$ having $n$ species is

$$N_n^* = \int_{-\infty}^{t} gN_0e^{xt}P_n(t-x)dx,$$  

(8.2)

if we assume the process to have been active since $t=-\infty$. One can calculate the quantities $N_n^*$ explicitly. Here we point out only that the proportion of monotypes (i.e., of genera with one species) is given by

$$P^* = \frac{N_1^*}{\sum N_n^*} = \frac{g}{g+\lambda}.$$  

(8.3)

Suppose we observe a large family of genera and find that the observed proportion of monotypes is the number $\widehat{P}$. Then presumably $\widehat{P}$ is close to $P^*$, and hence we can estimate

$$\frac{\lambda}{g} \sim \frac{1}{\widehat{P}} - 1.$$  

One of Yule’s examples is a family of beetles with 627 genera comprising 9,997 species, 34.29% of the genera having one species. Hence we estimate $\lambda/g \sim 4.9$. Actually, Yule takes into account the fact that the time since the process began is not infinite and shows how to estimate this time; this refinement changes the estimate of $\lambda/g$ only slightly, however, in the example just cited.

9. The temporally homogeneous case

We treat only the temporally homogeneous case below (except Sec. 11.4). Hence $b$ and $h$ are independent of $t$; the probabilities $P_{ij}$ and generating function $F_i$ are functions of $t-\tau$; and $\frac{\partial F_i}{\partial \tau} = -\frac{\partial F_i}{\partial t}$. We write $F_i(s, t), h(s), t, s, \tau$, etc., in place of $F_i(s, \tau, t), h(s, t)$, etc.

Equation (4.3) now becomes

$$\frac{\partial F_i(s, t)}{\partial t} = b[h(F_i(s, t)) - F_i(s, t)], \quad F_i(s, 0) = s; \quad t \geq 0; \quad |s| \leq 1.$$  

(9.1)

If $-1 < s < 1$, then (9.1) yields the relation

$$\int_{-1}^{1} \frac{dx}{h(x)-x} = bt,$$  

(9.2)

provided $h(x) - x$ does not vanish for any $x$ between $s$ and $F(s, t)$ inclusive.

Let us now state a necessary and sufficient condition that the probabilities should add to 1. (See Sec. 4.1.)

**Theorem 9.1.** In the temporally homogeneous case, in order that the generating function $F_i$ should satisfy $F_i(1, t) = 1$, it is necessary and

---

1 This result appears without proof in Zolotarev (1957) and is attributed to E. B. Dynkin.
sufficient that for each \( \epsilon > 0 \) the integral

\[
\int_{1-\epsilon}^{1} \frac{du}{h(u) - u}
\]

should diverge. \( \text{(9.3)} \)

**Corollary.** If \( h'(1) < \infty \), then \( F_1(1, t) = 1 \).

**Proof.** Choose \( s_0, 0 < s_0 < 1 \), such that \( h(x) - x \) does not vanish for any \( x \) with \( s_0 \leq x < 1 \). Choose \( s_1 \) and \( t_1 \) so that \( s_0 < s_1 < 1, t_1 > 0 \), and \( s_1 - bt_1 > s_0 \). From (9.1) we see that \( |\partial F_1/\partial t| \leq b \) and hence \( F_1(s, t) \geq s - bt > s_0 \) for \( s_1 \leq s < 1, 0 \leq t \leq t_1 \). From Lemma 4.1 we see that \( |F_1(s, t)| < 1 \) for \( |s| < 1 \). Hence we can apply (9.2), obtaining

\[
\int_{s}^{F_1(s, t)} \frac{dx}{h(x) - x} = bt_1, \quad s_1 \leq s < 1.
\]

(9.4)

In order for the integral in (9.4) to retain the value \( bt_1 \) as \( s \to 1 \), we must have \( F_1(1, t_1) < 1 \) if the integral in (9.3) converges, since \( t_1 \) is positive; and we must have \( F_1(1, t_1) = 1 \) if the integral diverges, since \( t_1 \) is finite.

It is a consequence of a known result of the theory of Markov chains (and can also be shown from (5.1)) that either \( F_1(1, t) = 1 \) for all \( t \geq 0 \) or \( F_1(1, t) < 1 \) for all \( t > 0 \). Hence the result is proved. \( \square \)

The corollary follows from the theorem, since

\[
h(u) - u = (h'(1) - 1)(u - 1) + o(u - 1), \quad u \to 1.
\]

Assumption for the sequel. *In the remainder of this chapter we shall assume, unless the contrary is stated, that* \( h'(1) < \infty \).

**10. Extinction probability**

From (3.4) we see that \( P_{00}(t) \equiv 1 \). Using (3.2) we have

\[
P_{k0}(t) \geq P_{k0}(t_1) P_{00}(t_2) = P_{k0}(t_1).
\]

Hence \( P_{k0}(t) \) is a nondecreasing function of \( t \), \( k = 0, 1, 2, \ldots \). From the relation \( F_k(0, t) = F_1(0, t)^k \) (see Theorem 4.1) we have \( P_{k0}(t) = (P_{00}(t))^k \).

**Definition 10.1.** The *extinction probability* \( q \) is defined by \( q = \lim_{t \to \infty} P_{10}(t) \).

We interpret \( q \) as the probability that the family of a single object will eventually die out. We can deduce the value of \( q \) from the underlying conception of our Markov process as a branching process, as described at the beginning of Sec. 2. When a single object is transformed, the expected number of objects by which it is replaced is \( h'(1) \), and we should expect the family always to die out or to have a chance not to die out according as \( h'(1) \leq 1 \) or \( h'(1) > 1 \). We are thus led to the following result, by analogy with Theorem 1.6.1.
Theorem 10.1. The probability of extinction \( q \) is the smallest nonnegative root of the equation \( s = h(s) \). Hence \( q = 1 \) if and only if \( h'(1) \leq 1 \).

We defer the proof of Theorem 10.1 to the following chapter, where we shall prove a corresponding proposition of which this theorem is a special case.

It is natural to equate "extinction" to the event \( \{ Z(t) = 0 \text{ for all sufficiently large } t \} \). A rigorous basis for this equivalence is provided in Chapter VI.

If \( t_0 > 0 \) and if \( Z(0) = 1 \), the sequence \( Z(t_0), Z(2t_0), Z(3t_0), \ldots \) is a Galton-Watson process whose generating function is \( F_1(s, t_0) \) (Sec. 5.1). The extinction probability for this process is, from Theorem I.6.1, the smallest nonnegative root of \( s = F_1(s, t_0) \). On the other hand, we have \( \lim P[Z(n t_0) = 0 | Z(0) = 1] = \lim P_{10}(n t_0) = q \), from Def. 10.1. Hence we have the following result.

Theorem 10.2. The extinction probability \( q \) is the smallest nonnegative root of the equation \( s = F_1(s, t) \), where \( t \) may have any positive value.

11. Asymptotic results

We can obtain asymptotic results for Markov branching processes that are more precise than those available for general Galton-Watson processes. These results are, of course, applicable to those Galton-Watson processes that happen to be imbeddable in a Markov branching process (see Sec. 5.1).

As before, put \( h(s) = \sum_{r=0}^{\infty} \rho_0 s^r \) and \( a = b \left( h'(1) - 1 \right) \), where the quantities \( \rho_0 \) and \( b \), defined in Sec. 2, are now independent of time. We continue to assume \( h'(1) < \infty \). Since \( e^{t1} \) is the expected number of objects at time \( t \), beginning with one object at time 0, it is natural to expect differences in behavior according as \( a < 0, a = 0, \) or \( a > 0 \) (i.e., \( h'(1) < 1, h'(1) = 1, \) or \( h'(1) > 1 \)).

We shall assume \( Z(0) = 1 \) unless the contrary is stated.

11.1. Asymptotic results when \( h'(1) < 1 \). If \( h'(1) < 1 \) and \( h''(1) < \infty \) then

\[
\frac{1}{h(s)} - s = \frac{1}{(1 - h'(1))(1 - s)} + B(s), \quad 0 \leq s < 1,
\]

where \( B \) is a bounded function. Let us define a function \( K(s), 0 \leq s < 1 \), by

\[
K(s) = \int_1^s \left[ \frac{1}{h(x)} - \frac{1}{x} \right] dx - \log \left( \frac{1 - s}{1 - h'(1)} \right). \tag{11.1}
\]

Then \( K'(s) = 1/(h(s)) \).

If \( h''(1) < \infty \) then hence \( K(s) = -\log 1 - K^{-1}(u) = e^{-u} \), determine the form

Theorem 11.1. \( 1 - F_1(0, t) = 1 - e^{-K(t)} \),

where \( K \) is defined in Sec. 11.

11.2. Asymptotic relations for \( \varphi(t) \) and \( \delta(t) \).

We have the following result.

Theorem 11.2. \( \delta(t) = \varphi(t) \).

and

\[
\lim_{t \to \infty} \delta(t) = 0.
\]

11.3. Asymptotic relation \( F_1 = (F_1)^4 \).

If \( h''(1) < \infty \) and similar to those ability in \( r \) from more general with probability

If \( \varphi(t) \) is the
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11. Asymptotic results

Then $K'(s) = 1/(h(s) - s)$ and we may write the solution of (9.1) as

$$F_1(s, t) = K^{-1}[K(s) + bt], \quad 0 \leq s < 1, t \geq 0. \quad (11.2)$$

If $h''(1) < \infty$ then the integrand in (11.1) is bounded as $x \to 0$, and hence $K(s) = -\log((1-s)/(1-h'(1))) + O(1-s)$. From this it follows that

$$I - K^{-1}(u) = e^{(1-k'(u))u} + O(e^{-\delta u}), \quad u \to 0. \quad (11.3)$$

where $K$ is defined by (11.1). Moreover, the conditional probability generating function of $Z(t)$, given $Z(t) = 0$, has the limiting form

$$g(s) = 1 - \exp\left\{ - (1-h'(1)) \int_0^s \frac{du}{h(u) - u} \right\}.$$

11.2. Asymptotic results when $h'(1) = 1$. By methods similar to those of the preceding section, although more involved, we obtain the following result.

Theorem 11.2. Suppose $h'(1) = 1, h''(1) < \infty$. Then

$$P(Z(t) > 0) \sim e^{-2/h''(1)t}. \quad (11.4)$$

and

$$\lim_{t \to \infty} P\{Z(t) > u | Z(t) > 0\} = e^{-u}, \quad u \geq 0. \quad (11.5)$$

11.3. Asymptotic results when $h'(1) > 1$. Using (6.3) and the relation $F_i = (F_i)^1$, we have

$$\delta[Z(t - \Delta t) | Z(t) = s] = \delta[Z(0) | Z(0) = s] = \delta[F_i] | \partial t |_{t-\Delta t = 1} \delta \Delta t = i e^{\delta \Delta t}, \Delta \geq 0. \quad (11.6)$$

Hence if $\delta[Z(0) | Z(0) = 1]$ is finite, we have

$$\delta[Z(t + \Delta t) Z(t) | Z(0) = 1] = e^{\delta \Delta t} \delta[Z(0) | Z(0) = 1].$$

If $h''(1) < \infty$ and $h'(1) > 1$, we can then use (6.4), (11.6), and arguments similar to those of Sec. 1.8, to show that $Z(t) e^{-at}$ converges in probability and in mean square to a random variable $W$. It will follow from more general results in Chapter VI that there is also convergence with probability 1. Compare also Remark 3 in Sec. 1.8.1.

If $\varphi(s)$ is the moment-generating function of $W$,

$$\varphi(s) = \delta[e^{-s W} | Z(0) = 1].$$

---

Sevast'yanov (1951).
we have the following expression for its functional inverse:

$$
\varphi^{-1}(u) = (1-u) \exp \left\{ \int_1^u \left[ \frac{h'(1)-1}{h'(x)-1} + \frac{1}{1-x} \right] dx \right\}, \quad q < u \leq 1, \tag{11.7}
$$

where $q$ is the extinction probability of Theorem 10.1. We omit the proof.

**Remark.** The distribution function corresponding to $\varphi$ has a density except for a possible discontinuity at 0. This follows from Theorem I.8.3, since the limiting distribution of $Z(t)e^{-at}$ must be the same as the limiting distribution of $Z(n)e^{-an}$ as $n \to \infty$ through integer values.

We can show from (11.7) that $\varphi$ has the asymptotic behavior

$$
\varphi(s) - q \sim A s^{-B}, \quad s \to \infty,
$$

where $B = (1-h''(q))/[h'(1)-1]$, and $A$ can be evaluated from (11.7) as a definite integral. Hence we can use a well-known Tauberian theorem (see, e.g., Widder (1941, p. 192)) to find the behavior of $P\{W \leq u\}$ as $u \downarrow 0$. Thus for the case of continuous time we can get a sharper result than for discrete time. (See the next-to-last paragraph of Sec. I.8.2.)

**11.4. Extensions.** Zolotarev (1957) has examined the situation when $h''(1)$ or $h'''(1)$ is infinite. It is of particular interest that when $h'(1) = 1$ and $h(s)$ satisfies a certain regularity condition near $s = 1$ that allows $h''(1) = \infty$, there arises a new class of limiting distributions for $Z(t)$, different from the exponential distribution.

Sevast'yanov (1957a, 1959) extended the results of Sec. 11.2 to show that (11.5) may be replaced by a stronger statement. Roughly speaking, the conditional distribution of $Z(t)/t$ is almost exponential if $t$ is large, if $h'(1)$ is close to 1, and if $bh''(1)$ and $bh'''(1)$ are suitably restricted. More general results of this nature have been given by Čistjakov (1961).

Čistjakov and Markova (1962) have obtained asymptotic results for certain cases without temporal homogeneity.

**12. Stationary measures**

In Sec. I.11 we proved the existence of a stationary measure for the Galton-Watson branching process (omitting the state 0). In the case of continuous time we can make the results more precise.

We use the following lemma about power series.

**Lemma 12.1.** Let $f(s)$ be a probability generating function with $f(0) > 0$. Then the function $1/[f(s) - s]$ has, near $s = 0$, an expansion in powers of $s$ with nonnegative coefficients.

---

$^1$ Sevast'yanov (1951); Harris (1951).
Proof.¹ We use the identity

\[ \frac{1}{f(s) - s} = \frac{1}{(1-s)\left(1-\Psi(s)\right)}, \]  

(12.1)

where \( \Psi(s) = (1-f(s))/(1-s) \). The function in (12.1) is analytic at \( s=0 \) if \( \rho_0 > 0 \). The function \( \Psi \) is analytic at \( s=0 \), and its power series expansion has nonnegative coefficients,

\[ \Psi(s) = 1 - \rho_0 + (1 - \rho_0 - \rho_1)s + (1 - \rho_0 - \rho_1 - \rho_2)s^2 + \cdots. \]

Hence \( [f(s) - s]^{-1} = (1 + s + s^2 + \cdots) (1 + \Psi + \Psi^2 + \cdots) \) is likewise a power series with nonnegative coefficients.

Theorem 12.1. Suppose \( h(0) > 0 \). Then the function

\[ \pi(s) = \int_0^s \frac{dx}{h(x) - x} \]

is a power series in \( s \) with nonnegative coefficients, \( \pi(s) = \sum_{r=1}^{\infty} \pi_r s^r \), and

\[ \pi[F_i(s, t)] = \pi(s) + bt \]

(12.2)

whenever \( |s| < q \), where \( q \) is the extinction probability.

Corollary. The coefficients \( \pi_r \) are a stationary measure for \( Z(t) \); i.e.,

\[ \pi_i = \sum_{r=1}^{\infty} \pi_r P_{ri}(t), \quad t \geq 0; \quad i = 1, 2, \ldots. \]

(12.3)

Proof. From Lemma 12.1 and the definition of \( \pi \) we see that \( \pi \) is a power series with nonnegative coefficients, and obviously \( \pi(0) = 0 \). Since \( h(x) - x > 0 \) for \( 0 \leq x < q \), the singularity of \( \pi \) of smallest modulus on the real axis is at \( s = q > 0 \), and hence \( \pi \) is analytic for \( |s| < q \) (see Titchmarsh (1939, p. 214)). From Theorem 10.1 it follows that \( |F_i(s, t)| \leq F_i(|s|, t) < q \) when \( |s| < q \). Thus we can divide both sides of (9.1) by \( h(F_i) - F_i \) when \( |s| < q \), and integration then leads to (12.2).

The corollary follows if we equate coefficients of powers of \( s \) in (12.2), recalling (Theorem 4.1) that \( F_i = (F_i)^t \), \( i = 1, 2, \ldots \) \[  \Box  \]

The relation (12.2) is well known from theories of continuous iteration (Hadamard (1944)).

Except for a constant multiplicative factor, there is only one set of nonnegative numbers \( \pi_i \), not all 0, satisfying (12.3) for all \( t \geq 0 \). This is of some interest, since there is not always uniqueness in the case of discrete time. However, we omit the proof.

¹ I am indebted to Professors Darling and Karlin for pointing out this proof, which is simpler than the original one.
13. Examples

13.1. The birth-and-death process. In the case of the birth-and-death process of Sec. 7 we have \( h(s) = \frac{\mu}{\lambda + \mu} + \left( \frac{\lambda}{\lambda + \mu} \right) s^2 \). From (7.2) we see that \( F_1 \) is, for each \( t \), a fractional linear function of the sort considered in Sec. I.7.1, where we have the correspondence \( c = \eta \), \( (1 - b - c)/(1 - c) = \xi, s_0 = \xi/\eta \). Here \( b \) is not to be confused with the parameter mentioned at the beginning of Sec. 9. If \( \mu \neq 0 \), the function \( \pi \) of Theorem 12.1 is given by

\[
\pi(s) = \begin{cases} 
1 + \frac{\lambda}{\mu} \log \left( \frac{1 - \frac{\lambda}{\mu} s}{1 - s} \right) & \mu \neq 0, \mu \neq \lambda, \\
\frac{2s}{1 - s}, & \mu = \lambda > 0.
\end{cases}
\] (13.1)

We see from (13.1) that (a) if \( \lambda = \mu \), the coefficients \( \alpha_i \) of the stationary measure are all equal; (b) if \( \lambda < \mu \), then \( \alpha_i \) is proportional to \( (1 - (\lambda/\mu)^i)/i \); (c) if \( \lambda > \mu \), then \( \alpha_i \) is proportional to \( [(\lambda/\mu)^i - 1]/i \). In order to verify that these values correspond to those of Sec. I.14.6, note that \( 1/s_0 = \eta/\xi \), which by direct calculation from the definitions in Sec. 7 is equal to \( \lambda/\mu \).

13.2. Another example. Suppose \( h(s) = s^{k+1} \), where \( k \) is a positive integer. Take the parameter \( b \) of Sec. 9 equal to 1. In this case it can be verified from (9.2) that

\[
F_1(s, t) = s [e^{bt} - (e^{bt} - 1) s^k]^{-1/k}.
\]

Thus we obtain the generating functions of Sec. I.7.2 if we identify \( m \) with \( e^t \). The limiting distribution of \( Z(t)/e^t Z(t) \) has the density (I.8.11).

13.3. A case in which \( F_1(1, t) < 1 \). Suppose \( h(s) = 1 - \sqrt{1 - s} \), and take \( b = 1 \). From Theorem 9.1 we see that \( F_1(1, t) < 1 \). Applying (9.2), we find

\[
F_1(s, t) = 1 - [1 - e^{-at} + e^{-at} \sqrt{1 - s}]^k.
\]

Then \( F_1(1, t) = P \{ Z(t) < \infty \} = 1 - (1 - e^{-at})^k \). A class of similar examples was given by Zolotarev (1957).

14. Individual probabilities

Refer to Secs. 2, 3, 4, and 6 for notation.

In Secs. 11.2 and 11.3 we gave limit theorems about the cumulative distribution of \( Z(t) \) when \( h'(t) = 1 \) and \( h'(t) > 1 \), respectively. We shall now give two results of Čiștyakov (1957) about the individual probabilities. The result of Sec. 11.1 already provides a theorem about individual probabilities in case \( h'(t) < 1 \) (see Theorem I.9.1).

We use the follow
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We use the following terminology. Let

\[ P_j^*(t) = P\{Z(t) = j | Z(0) = 1, Z(t) > 0\}. \]

Let \( \Delta \) be 1 if \( p_0 > 0 \). Otherwise let \( \Delta \) be the greatest common divisor of all numbers \( n \geq 1 \) such that \( p_{n+1} > 0 \). In case \( h'(1) > 1 \) we let \( \kappa(x) \), \( x > 0 \), be the probability density of the limiting distribution of \( Z(t)/e^{at} \). This density exists, according to Theorem I.8.3, and \( \int_0^\infty \kappa(x) \, dx = 1 - q \), where \( q \) is the extinction probability. Let \( 0 < c_1 < c_2 \) be arbitrary positive constants.

**Theorem 14.1.** Suppose \( h'(1) = 1, h^{\prime\prime}(1) < \infty \). Then

\[ P_j^*(t) = \frac{2}{b k''(1)} \left[ e^{-\frac{2}{b k''(1)} t} + O\left( t^{-\frac{1}{2}} \log t \right) \right], \quad t \to \infty, \quad c_1 < \frac{t}{j} < c_2. \]

**Theorem 14.2.** Suppose \( h'(1) > 1, h^{\prime\prime}(1) < \infty \). Then for \( t \to \infty \) with \( c_1 < n e^{-at} < c_2 \) we have

\[ P_n^*(t) = \frac{\Delta e^{-at}}{1 - q} + o(1) \]

if \( n - 1 \) is divisible by \( \Delta \), and \( P_n^*(t) = 0 \) otherwise. (The proofs of Theorems 14.1 and 14.2 are given by Čistjakov 1957.)

**Remarks.** It seems likely that \( \kappa(x) > 0 \) for each \( x > 0 \). If we could have \( \kappa(x_0) = 0 \), Theorem 14.2 would not give a sharp result for \( n e^{-at} = x_0 \). As far as the author knows, this question has not been settled.

It is not clear to what extent Čistjakov's results apply in the case of Galton-Watson processes with discrete time. (See Sec. I.8.4.) There seems to be no doubt that they apply, with the proper change of notation, if \( p_1, p_2, p_3, \ldots \) (as defined in Chapter I) are all strictly positive.

The definition of \( \Delta \) is given by Čistjakov in a different but equivalent form.

Zolotarev (1954) has given limit theorems for the form of \( P_j^*(t) \) as \( t \to \infty \) with \( j \) fixed.

**15. Processes with several types**

Processes with \( k \) different types of objects can be treated by methods similar to those used above. Suppose that an object of type \( i \) existing at time \( t \) has a probability \( \beta_i(t) \Delta + o(\Delta) \) of being transformed during the interval \( (t, t + \Delta) \), \( \Delta > 0 \), and let \( h^{(i)}(s_1, \ldots, s_k, t) \) be the generating function of the numbers of the different types born at a transformation. If \( F^{(i)}(s_1, \ldots, s_k, t) \) is the generating function for the numbers of the different types at time \( t \), if there is one object of type \( i \) at time 0,
then we can deduce the pair of systems of equations\(^1\), for \(i = 1, \ldots, k\),

\[
\frac{\partial F^{(i)}}{\partial t} = \sum_{j=1}^{k} \beta_j(t) [k^{(i)}(s_1, \ldots, s_k, t) - s_j] \frac{\partial F^{(i)}}{\partial s_j}, \tag{15.1}
\]

\[
\frac{\partial F^{(i)}}{\partial \tau} = -\beta_i(t) [F^{(1)}, \ldots, F^{(k)}, \tau - F^{(i)}], \tag{15.2}
\]

with \(F^{(i)}(s_1, \ldots, s_k, \tau, \tau + 0) = F^{(i)}(s_1, \ldots, s_k, t - 0, t) = s_i\). A result of ARLEY (1943, Theorem 1, p. 81) insures that if the \(\beta_j\) are continuous functions and if the \(k^{(i)}\) are polynomials in \(s_1, s_2, \ldots\) whose coefficients are continuous in \(t\), then \(F^{(i)}(1, \ldots, 1, \tau, t) = 1\).

For each value of \(i\) we can (in principle) solve (15.1) as a single partial differential equation for \(F^{(i)}\). On the other hand, the equations in (15.2) must in general be treated as a system of ordinary differential equations.

The treatment of moments can, of course, be carried out using matrix methods as in Chapter II.

JÍRNA (1957), ČISTYAKOV (1959a, 1959b, 1960, 1961), and SAVIN and ČISTYAKOV (1962) have proved analogues, for processes with several types, of the limit theorems of Sec. 11.

**15.1. Example: the multiphase birth process.** We have pointed out in Sec. 2 that, in the temporally homogeneous case, the Markov processes discussed in this chapter correspond to family trees where each object has the exponential life-length density \(b e^{-bt}\). This density function does not describe well the life span of biological objects, such as bacteria. For example, the life-length (generation time) of many kinds of bacteria has a density function with a well-marked mode (KELLY and RAHN (1932), POWELL (1955), TOBIAS (1964)).

In Chapter VI we shall formulate a model that deals with branching processes for objects with nonexponential life-lengths. Here, however, we consider a method due to D. G. KENDALL (1948b) that allows the treatment of certain processes of this sort as multitype Markov branching processes.

Let us suppose that (a) an object goes through \(k\) stages during its life, where \(k\) is a nonrandom positive integer; (b) the lengths of successive stages are independent random variables; (c) the length of each stage has the probability density \(b e^{-bt}\); (d) at the end of the \(k\)-th stage the object is transformed into two new objects, each of which then begins stage 1. Then the total life-length of an object has the probability density \(b^k t^k e^{-b t}/\Gamma(k)\). The mean and variance of the life-length are adjusted by varying \(k\) and \(b\). The stages do not necessarily correspond to real events in the life of the object, but are introduced as a mathe-

\(^1\) See the footnotes to Sec. 4.
mathematical device so that we can continue to deal with exponential distribu-
tions.

Kendall has treated this process as a multitype branching process, where
the number of the $i$-th type at time $t$ is the number of objects in
stage $i$. An object that is in stage $i$ at time $t$ has a probability $b_i dt$ of
being transformed during $(t, t+dt)$; this is the characteristic property
of the exponential distribution. An object of type $i<k$ is transformed
into one object of type $i+1$, while an object of type $k$ is transformed into
two objects of type 1.

Although equations (15.1) or (15.2) apparently cannot be solved
explicitly in this case, Kendall has studied the moments. In particular,
the expected number of objects of all types, starting with one object
of type 1, is $e^{-bt} \sum_{n=0}^{\infty} 2^n \sum_{j=0}^{k-1} \frac{(bt)^n j^k}{(n+j)!}$. The variance can also be evaluated,
and the asymptotic form of the variance of the total population size was
determined by Kendall. However, we shall consider this in the context
of Chapter VI.

15.2. Chemical chain reactions. The common gaseous elements
usually exist in a state of two atoms to the molecule; thus hydrogen and
chlorine exist usually as $H_2$ and $Cl_2$. However, when hydrogen and
chlorine are mixed in the presence of light, resulting in the production
of hydrogen chloride gas (HCl), an important role is played by hydrogen
and chlorine in their monatomic forms, H and Cl. The reaction is
presumed to proceed as follows: $Cl_2 + light = 2 Cl$; $Cl + H_2 = H + HCl$;
$H + Cl_2 = Cl + HCl$; $Cl + H_2 = H + HCl$; .... Eventually the chain is
broken when the reaction reaches the wall of the container, or sometimes
before. However, there may also be branching. This happens when an
HCl molecule produced by the reaction $H + Cl_2$ is unusually active and
creates, by collision with a $Cl_2$ molecule, two new Cl atoms that start
their own chains.

Semenooff (1935, especially Chapter III) discussed such problems,
although without formulating them as Markov branching processes in
our sense. Sevast'yanoV (1951) and Singer (1953) have formulated
models for chemical chain reactions as Markov branching processes.

A more recent discussion of chemical chain reactions (not in a Markov
chain formulation) has been given by Frost and Pearson (1964,
Chapter 10, especially pp. 258—259). The stochastic aspects of chemical
reactions (not necessarily chain reactions) have been treated by Bar-
tholomay (e.g., 1958), who suggested a formulation in terms of Markov
processes. According to Kolmogorov and Dmitriev (1947), M.A.
Leontovich, in 1935, deduced the differential equations for the prob-
abilities in a Markov chain formulation of certain chemical reactions.
16. Additional topics

16.1. Birth-and-death processes (generalized). The name birth-and-death process has come to be applied to any Markov process, with nonnegative integer states, whose only transitions are changes of +1 or -1. Such a process is not in general a branching process.

In the temporally homogeneous case we have the interesting representation

$$P_{ij}(t) = \pi_j \int_0^\infty e^{-x t} Q_i(x) Q_j(x) d\Psi(x), \quad i, j = 0, 1, \ldots,$$

where the functions $Q_i$ are polynomials that are orthogonal with respect to the probability distribution $\Psi$, and the numbers $\pi_j$ are sometimes a stationary measure for the process.

We shall not enter into a discussion of this representation, but refer the reader to papers by LEDERMAN and REUTER (1954), KARLIN and MCGREGOR (1957a, 1957b, 1959, 1960), and KENDALL (1958). A simple direct treatment for the case of a finite number of states has been given by KRAMER (1959).

16.2. Diffusion model. Suppose that a population is large enough so that we can represent its size as a continuous random function $X(t)$. Let us suppose that $X$ is a Markovian diffusion process (BARTLETT 1955, pp. 85ff.) and that if $X(t) = x$, then the mean and variance of the increment $X(t+A) - X(t)$ are each proportional to $x A$ when $A$ is small and positive, i.e.,

$$\mathbb{E} [X(t+A) - X(t) | X(t) = x] = axA + o(A), \quad x > 0$$

$$\mathbb{E} [(X(t+A) - X(t))^2 | X(t) = x] = 2bxA + o(A), \quad x > 0,$$

where $a$ and $b$ are constants, $-\infty < a < \infty$, $b > 0$. If $X(0) = \xi > 0$, the probability density $u(x, t)$ of $X(t)$ satisfies

$$\frac{\partial u(x, t)}{\partial t} = b \frac{\partial^2}{\partial x^2} [xu(x, t)] - a \frac{\partial}{\partial x} [xu(x, t)], \quad 0 < x < \infty; \ u(x, 0) = \delta(x - \xi),$$

where $\delta$ is the function of DIRAC.

The mean and variance of $X(t)$ are given by

$$\mathbb{E} X(t) = \xi e^{at}, \quad \text{Var} X(t) = \frac{2b\xi}{a} e^{at}(e^{at}-1),$$

(or $\text{Var} X = 2\xi b t$ if $a = 0$). This is the same form as in the case of a branching process. The solution $u$ of (16.1) has been determined explicitly by FELLER (1939), who also showed (1951) that the diffusion equation (16.1) can be deduced directly from the functional equations $f_{n+1}(s) = f[f_n(s)]$ for the Galton-Watson process, under the assumption
that the population is large enough so that it may be considered a continuous variable. See also Sevast'yanov (1959, Theorem 3).

16.3. Estimation of parameters. In the temporally homogeneous case, the random variables $Z(t), Z(2t), Z(3t), \ldots, t$ fixed, are a Galton-Watson process; hence the remarks of Sec. I.13.4 are applicable for such a sequence.

In the temporally homogeneous case of the birth-and-death process of Sec. 7, the parameters $\lambda$ and $\mu$ can be estimated in several ways, depending on the circumstances. The estimates are complicated if they are based on the observation of $Z$ during a fixed time interval. However, they assume a simpler form if they are based on the history of the process until a fixed number $N$ of jumps occur (or until extinction occurs if this happens before the $N$-th jump). Estimates in this case may be obtained as follows. (In the rest of this section we do not require $Z(0) = 1$.)

Let $N$ be a fixed positive integer and let $T$ be the time at which $Z$ undergoes its $N$-th jump or becomes 0, whichever is sooner. Let $N'$ be the number of jumps undergone by $Z$ up to and including the time $T$. Then, according to Moran (1951),

$$E\left\{\frac{1}{N'} \int_0^T Z(t) \, dt\right\} = \frac{1}{\lambda + \mu}.$$  \hspace{1cm} (16.2)

The random variable $2(\lambda + \mu) \int_0^T Z(t) \, dt$ has a chi-square distribution with $2k$ degrees of freedom under the condition that $N' = k \leq N$.

The maximum likelihood estimate of $\lambda/(\lambda + \mu)$ is given by

$$\hat{p} = \frac{k - Z(0)}{2k}$$

if the population becomes extinct on the $k$-th jump, $k \leq N$; and

$$\hat{p} = \frac{N - Z(0) + Z(T)}{2N}$$

if $Z(T) > 0$ (Moran (1953)).

For further discussion of estimation problems and references to other work, the reader is referred to Moran (1953), Anscombe (1953), Bartlett (1955, Chapter 8), and Darwin (1956). Armitage (1952) has discussed estimation in models for mutations. Bharucha-Reid (1958) has discussed problems of testing hypotheses about birth-and-death processes.

16.4. Immigration. Let $R(s, t)$ be the generating function for a temporally homogeneous branching process, starting with one object at time 0. If independent families originate, or immigrate, at times
\[ t_1 < t_2 < \cdots < t_n < t, \] then the generating function for the number of objects at time \( t \) is the product \( F_1(s, t-t_1) F_1(s, t-t_2) \cdots F_1(s, t-t_n) \). We suppose that \( t_1, t_2, \ldots, t_n \) are the times at which events occur in a Poisson process with rate \( \nu \) per unit of time. By a known property of the Poisson process, if we are given the condition that exactly \( n \) events occur in \((0, t)\), then the times \( t_1, t_2, \ldots, t_n \) are distributed as the smallest, next smallest, \ldots, largest of \( n \) independent random variables uniformly distributed on \((0, t)\). Hence the generating function for the number of objects at time \( t \) is

\[
e^{-\nu t} \sum_{n=0}^{\infty} \frac{(\nu t)^n}{n!} \left( \int_0^t F_1(s, t-t_1) \, dt_1 \right)^n = \exp \left\{ -\nu t + \nu \int_0^t F_1(s, t-t_1) \, dt_1 \right\}. \tag{16.3}\]

(See Bartlett (1955, p. 77).) For additional results on birth-and-death processes with immigration, see Karlin and McGregor (1958).

Sevast’yanov (1957b) has given limit theorems for certain processes with immigration.

16.5. Continuous state space. Jiřina (1958) has considered vector-valued Markov processes that are analogous to branching processes, but whose components are continuous rather than integral.

16.6. The maximum of \( Z(t) \). The random function\(^1\) \( Z \) can undergo jumps of \(-1, 1, 2, 3, \ldots\); the probabilities for some of these jumps may be 0. If we consider only the successive states of the process, without regard to the times at which they occur, we obtain the "imbedded Markov chain" \( \xi_0, \xi_1, \xi_2, \ldots \), where \( P(\xi_{n+1} = j | \xi_n = i) = p_{j-i+1}, i = 1, 2, \ldots ; j = i - 1, i + 1, i + 2, \ldots \), and \( P(\xi_{n+1} = 0 | \xi_n = 0) = 1 \). Notice that if \( \xi_n = i \neq 0 \), then the probability distribution of \( \xi_{n+1} - \xi_n \) is independent of \( i \).

The maximum of \( Z(t) \) for \( 0 \leq t < \infty \) is the same as the maximum of \( \xi_n \) for \( n = 0, 1, \ldots \). Concerning this maximum we have the following result, due to Zolotarev (1954). We assume \( p_0 > 0 \).

**Theorem 16.1.** Let \( \eta = \max_{0 \leq n < \infty} \xi_n \). Then \( P(\eta \leq n | \xi_0 = k, \eta < \infty) = \frac{u_{n-k} q^k u_n}{1-q^k}, 1 \leq k \leq n \), where \( q \) is the extinction probability and \( u_0 + u_1 s + u_2 s^2 + \cdots \) is the power series expansion of the function \( p_0 / (h(s) - s) \).

The proof is given by Zolotarev (1954). Note that this is a result about random walks and can also be derived from results such as those given by Kemperman (1950, 1961, Chapter 5).

Further results about the maximum have been given by Urbanik (1956).

\(^1\) See Remark 2 following Def. 2.1.
Appendix 1

Proof of Theorems 4.1 and 4.2. Let us suppose that \( r \) is fixed and that \( \tau \leq t \leq \tau + T \), where \( T \) is an arbitrary fixed positive number. We shall also consider \( i \) fixed.

From the definition of \( F_i \) and the properties of a solution of (3.3) (see Def. 3.1 and Sec. 3.1), we see that the series \( \sum_k P_{ik} s^k \) converges absolutely and uniformly in \( t \) for fixed \( s, \) \( |s| < 1 \), and is hence continuous in \( t \). Likewise, using (3.3), we see that the series \( \sum_k (\partial P_{ik}/\partial t) s^k \) converges absolutely and uniformly to a continuous function of \( t \), and is hence equal to \( \partial F_i/\partial t \). The justification of (4.2) is then an exercise in manipulating power series and is left to the reader. We must now consider the uniqueness of the solution of (4.2).

Let \( s_0 \) be fixed, \( 0 < s_0 < 1 \). Let

\[
A = \sup_{\tau \leq t \leq \tau + T/n} |b(t)(h(s, t) - s)|,
\]

and let \( n \) be an integer large enough so that \( s_0 - A T/n > 0 \). Note that

\[
\sup \{ b(t)(\partial h/\partial s - 1) \} < \infty,
\]

where \( s \) and \( t \) have the same range as in (1). Then from a known result in the theory of partial differential equations (KAMKE (1944, p. 34)), (4.2) has exactly one solution in the trapezoid \( \tau \leq t \leq \tau + T/n \), \( -s_0 < A(t - \tau) \leq s \leq s_0 - A(t - \tau) \), taking the initial value \( F_i(s, \tau, \tau + 0) = s^i \). (See Fig. 4.)

If \( F_i^* \) is a solution that is a power series in \( s \), convergent for \( |s| \leq s_0 \), then we must have \( F_i^* = F_i \) in the rectangle \( \tau \leq t \leq \tau + T/n \), \( -s_0 \leq s \leq s_0 \), since \( F_i = F_i^* \) in the trapezoid. We can then use the same argument to show that the uniqueness property holds throughout the next rectangle of width \( T/n \), and so on until we reach \( \tau + T \). Since \( T \) is arbitrary we see that (4.2) can have only one solution in the region \( -s_0 < s < s_0 \), \( t \geq \tau \), that is for each \( t \) a power series in \( s \) convergent for \( |s| \leq s_0 \).

If (3.3) had a second solution \( P_{ik}^* \), the corresponding generating function \( F_i^* \) would be a power series solution of (4.2) that would have to coincide with \( F_i \), and hence \( P_{ik} = P_{ik}^* \). Thus we have proved the uniqueness of the solution of (3.3).

If \( F_i \) is a solution of (4.2) with the initial value \( s \), then it is readily verified that \( (F_i)^i \) is a solution with the initial value \( s^i \). From the uniqueness property, we thus have \( F_i = (F_i)^i \), and this proves (3.6).

Now suppose that \( t \) is fixed and \( |s| \leq 1 \). From (3.4) we see that

\[
\sum_k |P'_{ik}(\tau, t)| \leq i b(\tau),
\]

Fig. 4
where the prime denotes differentiation with respect to $\tau$. Hence

$$\sum_{k=0}^{t} \int \left| \frac{d}{d\tau} P_{ik}(x, \tau) \right| \, dx = \int_{0}^{t} \sum_{k} \left| \frac{d}{d\tau} P_{ik}(x, \tau) \right| \, dx < \infty,$$

and hence $\lim_{N \to \infty} \sum_{k=0}^{N} \int | P_{ik}(x, \tau) | \, dx = 0$. Then if $i < N_1 < N_2$ we have

$$\left| \sum_{k=N_1}^{N_2} P_{ik}(\tau, \tau) \right| = \left| \int \left( \sum_{k=N_1}^{N_2} \left| \frac{d}{d\tau} P_{ik}(x, \tau) \right| \right) \, dx \right| \leq \int_{0}^{t} \left( \sum_{k=N_1}^{N_2} \left| \frac{d}{d\tau} P_{ik}(x, \tau) \right| \right) \, dx \leq \int_{0}^{t} \left( \sum_{k=N_1}^{\infty} \left| \frac{d}{d\tau} P_{ik}(x, \tau) \right| \right) \, dx.$$

The last sum goes to 0 as $N_1 \to \infty$. Hence the series $\sum_{k} P_{ik}(\tau, \tau)$ is, for fixed $t$, convergent uniformly in $\tau$ for $0 \leq \tau \leq t$, and the sum is a continuous function of $\tau$. Hence if we sum the right side of (3.4) on $k$, the first series converges uniformly. To sum the second series, observe that the equality $F_i(s, \tau, t) = (F_{1}(s, \tau, t))^i$ holds, by continuity, when $|s| = 1$, since it holds for $|s| < 1$. Hence

$$\sum_{k=0}^{\infty} f_{k}(\tau) = \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} P_{j-\cdot j+1}(\tau) P_{ik}(\tau, \tau) = \sum_{j=0}^{\infty} P_{j-\cdot j+1}(\tau) F_{1}(\tau, \tau),$$

where $f_{k}$ is defined by the context in (2). Since the last term in (2) is continuous in $\tau$, the series $\sum_{k} | f_{k}(\tau) |$ converges uniformly in $\tau$ by Dini's theorem. Hence $\sum_{k} | f_{k}(\tau, \tau) |$ converges uniformly in $\tau$, and hence $\partial F_{i}(s, \tau, t)/\partial \tau = \sum_{k} (P_{ik}(\tau, \tau) s)^k, |s| \leq 1$. The reader can now complete the justification of (4.3).

If $|s| < 1$ then, from Lemma 4.1, $| F_{i}(s, \tau, \tau) |$ is bounded by a constant $\alpha < 1$, provided $\tau$ and $t$ are confined to a finite interval; $\alpha$ may depend on $s$.

If $s$ is fixed, $|s| < 1$, and $t$ is fixed, then the right side of (4.3) satisfies a Lipschitz condition in the region $-\infty \leq x \leq \infty, 0 \leq \tau \leq t$, where $\alpha$ is any constant less than 1, since $|h(y_{2}, \tau) - h(y_{1}, \tau)| \leq |y_{2} - y_{1}| \sum \overline{r}_{P_{i}}(\tau) \alpha^{x}$ if $|y_{1}| \leq \infty, |y_{2}| \leq \infty$. Hence (4.3) can have for each $s$ with $|s| < 1$ only one solution that is bounded by some constant less than 1. But if (3.4) had a second solution $P_{ik}^2$ satisfying (3.6), the corresponding generating function $F_{it}^2$ would be a solution of (4.3) which, by the same reasoning as above, would be bounded by a constant less than 1, and hence $F_{it}^2 = F_{it}$ and $P_{ik}^2 = P_{ik}, k = 0, 1, 2, \ldots$. Since $F_{00}, P_{i1}, P_{i2}, \ldots$ are all determined by $P_{00}, P_{11}, P_{12}, \ldots$ through (3.6), the uniqueness property is proved.

**Appendix 2**

**Proof of (6.1).** The argument is sufficiently well illustrated by the case $k = 1$. Define, for $|s| < 1$,

$$m(s, \tau, t) = \sum_{k=1}^{\infty} k P_{ik}(\tau, \tau) s^{k-1} = \frac{\partial F_{1}}{\partial s}.$$

Then from (4.3) we have, putting $h'(s, \tau) = \partial h(s, \tau)/\partial s$,

$$\frac{\partial}{\partial s} \frac{\partial F_{1}}{\partial \tau} = \frac{\partial m}{\partial \tau} = -h(\tau \cdot h'(F_{1}, \tau) - 1) m, \quad |s| < 1, \quad (1)$$
the interchange of derivatives in (1) being valid for $|s| < 1$ because of the uniform absolute convergence of the series. The condition $P_{ik}(t-0, 0) = \delta_{ik}$ implies $m(s, t-0, t) = 1$, and the solution of (1) is thus

$$m(s, \tau, t) = \exp \left\{ \int_\tau^t b(x) \left[ \hat{h}(F_1(s, x, \tau), x) - 1 \right] dx \right\}, \quad |s| < 1. \tag{2}$$

If we let $s \uparrow 1$, the condition that $\sum_j p_j(x)$ converges uniformly implies that the integrand in (2) is bounded and approaches a bounded limit, and hence

$$m_1(\tau, t) = \exp \left\{ \int_\tau^t b(x) \left[ \sum_{j=1}^\infty p_j(x) - 1 \right] dx \right\}. \tag{3}$$

This is just the solution of (6.1).

Chapter VI

Age-dependent branching processes

1. Introduction

An object born at time 0 has a random life-length (or generation time) $\ell$ with the probability distribution $G(\ell) = \text{Prob}(\ell \leq t)$. At the end of its life it is replaced by a random number of similar objects of age 0, the probability being $p_r$ that the new number of objects is $r$. The probabilities $p_r$ are assumed to be independent of absolute time, of the age of an object at the time it is replaced, and of the number of other objects present. The process continues as long as objects are present.

Let $Z(\tau)$ be the number of objects present at time $t$. Then $Z(\tau)$ is a random function that we shall call an age-dependent branching process, and we reserve this terminology for the type of process described above, although certain more general ones will be discussed briefly. The reason for the term "age-dependent" is that the probability $dG(\tau)/[1 - G(\tau)]$ that an object, living at age $\tau$, dies in the age interval $(\tau, \tau + d\tau)$ is in general a nonconstant function of the age $\tau$.

In general $Z(\tau)$ is not Markovian, although we shall see in Sec. 11 that when $G$ is exponential, $Z$ becomes a Markov process of the type studied in Chapter V. It does seem intuitively plausible that we obtain a Markov process, in an extended sense, if we describe the state of the population at time $t$ not simply by the number of objects present but by a list of the ages of all objects. The set of ages will then constitute a point-distribution of the sort studied in Chapter III. This Markovian point of view will be adopted only briefly and heuristically in Sec. 27, although we shall consider in some detail the age structure of a population.

Age-dependent processes can be used as mathematical models for certain phases of the multiplication of colonies of bacteria, or other creatures that reproduce by fission, and can be used to study the
distribution of ages or quantities related to age, such as the mitotic index. As we shall see (Sec. 23), the basic assumptions of the simplest models are questionable, but improved models can be constructed along similar lines (Sec. 28). Age-dependent processes might also be used to study the multiplication of neutrons in an infinite medium, where the cross section of a neutron depends on its energy. (See Chapter IV.) Age-dependent birth-and-death processes (Sec. 29) might be used in certain circumstances as models for the reproduction of higher forms of animals.

The processes studied in most of this chapter were first considered in joint papers by Richard Bellman and the author (1948, 1952). The age-dependent birth-and-death processes treated briefly in Sec. 29 seem first to have been studied as stochastic processes by D. G. Kendall (1949).

We might consider the work of this chapter as a stochastic extension of renewal theory, which has been used for many years in deterministic studies of population growth. In fact, all the moments for age-dependent branching processes satisfy renewal-type integral equations. Stochastic fluctuations of the sort incorporated into age-dependent processes might be important in small populations, or in dealing with the descendants of a single object in a large population. (See Sec. I.7.3.) One must then consider whether any of our asymptotic theorems can be valid before the population becomes so large that our assumptions cease to apply. The author cannot answer this question, although in the case of bacteria, there is sometimes a "logarithmic" phase of growth (see Sec. 23), in which the behavior is consistent with our asymptotic theory of exponential growth (Sec. 21).

The actual analytic treatment of moments and probabilities begins in Sec. 15 (based on equation (7.3)), and readers interested primarily in this aspect need not read the first fourteen sections in detail.

2. Family histories

We shall now deal in an explicit mathematical fashion with family histories. This is more satisfying than the sort of treatment used for Markov processes in Chapter V, because we can give explicit expression to our intuitive notions about the process. Moreover, it enables us to deal rigorously with such questions as the distribution of ages in the population. The procedure frees us from the need to prove existence theorems for functional equations (see Sec. 9) and can sometimes be helpful in obtaining analytic results (Sec. 15.1).

Treatments of family trees have been given by Everett and Ulam (1948c, d) for Galton-Watson processes with several types, independently by Otter (1949) for Galton-Watson processes with one type, and by
2. Family histories

URBANIK (1955a, 1958) for Markov branching processes. In each case
the authors defined a probability measure on a collection of family
trees.

Our procedure is to define a probability measure on "family histories",
each one of which defines uniquely a family tree but contains additional
information also. This redundancy does not hurt and makes the problem
simpler from the measure-theoretic point of view, since we deal simply
with a denumerable collection of independent random variables. How-
ever, there are results of intrinsic interest in the above treatments. For
example, in the papers of OTTER and of EVERETT and ULAM, family
trees (with constant generation times) are treated as a topological
space.

2.1. Identification of objects in a family.

Definition 2.1. Let $\mathcal{F}$ be the collection of all elements $\iota$, where $\iota$ is
either 0 or a finite sequence of positive integers $i_1, i_2, \ldots, i_k$. The collection
$\mathcal{F}$ is denumerably infinite. When appropriate we can assume the
elements $\iota$ to be enumerated in a sequence $\iota_1, \iota_2, \ldots$, beginning, say,
with 0, 1, 2, 11, 3, 21, 12, 111, \ldots. The exact ordering is immaterial but
is supposed to be fixed.

Beginning with an ancestor, denoted by $\langle 0 \rangle$, we denote his first,
second, \ldots, $i$-th, \ldots child by $\langle 1 \rangle, \langle 2 \rangle, \ldots, \langle i \rangle, \ldots$. The $j$-th child of
the $i$-th child is denoted by $\langle ij \rangle$, and in general $\langle i_1 i_2 \ldots i_k \rangle$ denotes
the $i_k$-th child of the \ldots of the $i_2$-th child of the $i_1$-th child of the ancestor.

Since we deal chiefly with the case in which all children appear
simultaneously, there is no obvious physical interpretation for the
meaning of "first", "second", \ldots child. We may, e.g., suppose that the
ordering is performed by a chance device independently of the prop-
erties of the objects in the process.

2.2. Description of a family. If we prescribe the length of life and
number of children of each object $\langle \iota \rangle$, then we can trace out the history
of a family, assuming that the time of birth of a child coincides with the
time of death of the parent.

Definitions 2.2. By a family history $\omega$, we mean a sequence
$\omega = \langle \ell, v; \ell_1, v_1; \ell_2, v_2; \ell_{11}, v_{11}; \ldots \rangle$, where the pairs $\ell, v$ appear in a def-
inite order of enumeration, as suggested in Def. 2.1; we have written
$\ell, v$ rather than $\ell_0, v_0$. The number $\ell$ may have any nonnegative value and
represents the length of life of $\langle \iota \rangle$, while $v$ has any nonnegative integer
value and represents the number of children of $\langle \iota \rangle$. The collection of
all family histories is denoted by $\Omega$.

Each family history defines a family tree in the following way. The
ancestor is born at time $t = 0$ and lives until $t = \ell$, at which time it is
replaced by $v$ children. The $i$-th child lives until $t = t + t_i$ and is then replaced by $v_i$ children, etc. For example, in Fig. 5, we have $v = 2$, $v_1 = 0, v_2 = 3, \ldots$.

**Remark.** If, say, $v = 3$, then $t_4$ has no physical meaning, since it is the length of life of an object that is not born. Thus each $\omega$ contains redundant information concerning objects that, like "dream children", have no real existence, and two different $\omega$'s may correspond to the same family tree.

We denote the components of a given $\omega$ by $t_1(\omega), v_1(\omega), t_1(\omega), \ldots$.

![Fig. 5. Initial stages of a family tree](image)

2.3. The generations. If $\omega$ is prescribed, then certain objects are and certain ones are not included in the family tree. The ancestor $\langle 0 \rangle$ is always included. Since the ancestor has $v$ children, the objects $\langle 1 \rangle, \langle 2 \rangle, \ldots, \langle v \rangle$ are included. Likewise $\langle ij \rangle$ is included if $i \leq v$ and $j \leq v_i$, and so on.

**Definitions 2.3.** For each $\omega$ in $\Omega$, we define a sequence $I_0(\omega), I_1(\omega), \ldots$, where $I_k$ is a collection of objects $\langle \ell \rangle$ called the $k$-th generation. The 0-th generation $I_0(\omega)$ is the ancestor $\langle 0 \rangle$, and $I_1(\omega)$ is the set of all objects $\langle i \rangle$ with $1 \leq i \leq v(\omega)$. The successive generations are defined inductively: $I_k(\omega)$ is the set of all objects $\langle i_1, i_2, \ldots, i_k \rangle$ such that $\langle i_1, i_2, \ldots, i_{k-1} \rangle$ belongs to $I_{k-1}(\omega)$, and such that $v_{i_1, i_2, \ldots, i_{k-1}}(\omega) \geq i_k$. The set of objects $\bigcup_{k=0}^{\infty} I_k(\omega)$ is called the family $I(\omega)$.

**Remark.** If $\langle i \rangle$ belongs to $I_1(\omega)$, then $i \leq v(\omega)$; hence $I_1(\omega)$ is finite for each $\omega$. Similarly we see that each of the collections $I_2(\omega), I_3(\omega), \ldots$ is finite, although $I(\omega)$ may be infinite. From the definition it follows that if $I_k(\omega)$ is empty, then so are $I_{k+1}(\omega), I_{k+2}(\omega), \ldots$.

**Definition 2.4.** We shall say that the family $I(\omega)$ contains an infinite line of descent if there is an infinite sequence of positive integers $i_1, i_2, \ldots$ such that $\langle i_1, i_2, \ldots, i_k \rangle$ belongs to $I_k(\omega)$ for each $k = 1, 2, \ldots$.

If $I(\omega)$ contains an infinite line of descent, it is obvious that none of the generations $I_k(\omega)$ is empty. We leave it to the reader to construct an example showing that the converse proposition would not be true if an object could have infinitely many children. However, the converse is true under our present hypotheses, as the following result shows.
Theorem 2.1. Suppose that for some $\omega$ each of the generations $I_1(\omega), I_2(\omega), \ldots$ is nonempty. Then the family $I(\omega)$ contains an infinite line of descent.

Proof. Let $\omega$ be fixed. Call the object $\langle t \rangle = \langle i_1 \ldots i_k \rangle$ an ancestor of the object $\langle t' \rangle = \langle i_1 \ldots i_k \ldots i_{k+j} \rangle$, $j \geq 1$, if both belong to the family $I(\omega)$, and call $\langle t' \rangle$ a descendant of $\langle t \rangle$. It is understood that $\langle 0 \rangle$ is an ancestor of every other object in the family. Suppose the object $\langle t^0 \rangle = \langle i_1^0 \ldots i_k^0 \rangle$ is an ancestor of infinitely many objects. (The notation is appropriately modified if $t^0 = 0$.) For any descendant $\langle i_1^0 \ldots i_k^0 \ldots i_{k+j}^0 \rangle$ we must have $i_{k+1}^0 \leq v^*_t(\omega) < \infty$. Hence there is an integer $i_{k+1}^0 \leq v^*_t(\omega)$ such that $\langle t^0 \rangle$ is an ancestor of infinitely many objects of the form $\langle i_1^0 \ldots i_i^0 i_{k+1}^0 \ldots \rangle$. Then $\langle i_1^0 \ldots i_i^0 \rangle$ is an ancestor of infinitely many objects. Since $\langle 0 \rangle$ is an ancestor of infinitely many objects, we see by induction that there is an infinite sequence $i_1^0, i_2^0, \ldots$ such that $\langle i_1^0 \ldots i_k^0 \rangle$ is an ancestor of $\langle i_1^0 \ldots i_k^0 \rangle$, $k = 1, 2, \ldots$. This sequence provides an infinite line of descent. □

3. The number of objects at a given time

If the object $\langle t \rangle = \langle i_1 \ldots i_k \rangle$ belongs to the family $I(\omega)$, it is born at the time $t' = t + l_{i_1} + \ldots + l_{i_{k-1}}$ and dies at the time $t'' = t + l_{i_1} + \ldots + l_{i_k}$. If $t' \leq t < t''$, then the age of the object at $t$ is $t - t'$. Thus, if at time $t$ we count the objects that are alive and have ages $\leq y$, then $\langle t \rangle = \langle i_1 \ldots i_k \rangle$ is counted if and only if the following conditions hold (there are obvious modifications if $t = 0$):

$$
\begin{align*}
&i_1 \leq v, i_2 \leq v_{i_1}, \ldots, i_k \leq v_{i_{k-1}}, \\
&t - y \leq t + l_{i_1} + \ldots + l_{i_{k-1}} \leq t, \\
&l_{i_1} + l_{i_2} + \ldots + l_{i_{k-1}} + l_{i_k} > t.
\end{align*}
$$

(3.1)

The first line in (3.1) says that $\langle t \rangle$ belongs to the $k$-th generation; the second line says that $\langle t \rangle$ was born between $t - y$ and $t$; the third line says that $\langle t \rangle$ dies after time $t$. Notice that an object is not counted at time $t$ if it dies at $t$ (even if it was just born at $t$), but it is counted if it is born at $t$ and has a nonzero life-length.

This discussion motivates the following definitions.

Definitions 3.1. For each $t$ define $Z_t(y, t, \omega)$ to be 1 if (3.1) holds and to be 0 otherwise, $0 \leq y \leq \infty$, $0 \leq t < \infty$. Put $Z_t(\omega) = Z_t(\infty, t, \omega)$. Define $Z(y, t, \omega) = \sum_t Z_t(y, t, \omega)$ and $Z(t, \omega) = Z(\infty, t, \omega) = \sum_t Z_t(t, \omega)$.

1 Urbanik (1958, p. 240).
2 Note that we do not speak of the time of birth of an object unless it actually belongs to the family $I(\omega)$.
Thus $Z(t, \omega)$ is the total number of objects alive at $t$; $Z(y, t, \omega)$ is the total number of age $\leq y$ at $t$; and $Z_1(y, t, \omega)$ is 1 if $\langle \iota \rangle$ is alive and of age $\leq y$ at $t$ and 0 otherwise.

We admit the possibility that $Z(y, t, \omega) = \infty$ for some values of $y$, $t$, and $\omega$.

**Remark 1.** Since $t = 0$ is allowed, $Z(0, \omega)$ is not always 1; it may be 0, finite and greater than 1, or infinite.

**Remark 2.** We may have $Z(t, \omega) = 0$ for some $t \geq 0$ and some $\omega$, even if the family $I(\omega)$ is infinite, as in the example at the beginning of Sec. 5.1. Once we introduce a probability measure, we shall see that such events have zero probability.

We leave it to the reader to prove the following result, which is an easy consequence of the definition of $Z(t, \omega)$.

**Theorem 3.1.** If $Z(t_0, \omega_0) = 0$ for some $t_0$ and some $\omega_0$, then $Z(t, \omega_0) = 0$ for all $t > t_0$.

We shall sometimes write $Z(t), Z(y, t)$, etc., rather than $Z(t, \omega)$, $Z(y, t, \omega)$, etc.

4. The probability measure $P$

We now introduce a probability measure on the space $\Omega$ of family histories $\omega$. Our probability measure corresponds to the assumption that all objects have the same distribution of life-length and the same distribution of the number of children and all are independent. For convenience we shall on occasion use the same notation for random variables and particular values; e.g., we shall speak of the life-length $t_1$ of $\langle \iota \rangle$, rather than introducing a random variable $L_1$ such that $L_1(\omega) = t_1$.

**Definitions 4.1.** (See Def. 2.2.) The probability measure $P$ on $\Omega$ is defined by two assumptions. (1) The random variables $t_1$ are independent, each having the same probability distribution:

$$P(t_1 \leq t) = G(t);$$

it is assumed that $G$ is any probability distribution for which $G(0^-) = 0$, $G(0^+) < 1$. We take $G(t)$ to be continuous on the right. (2) The $\nu$'s are independent of each other and of the $t_1$'s, each having the generating function

$$h(s) = \sum_{r=0}^{\infty} p_r s^r = \sum P(\nu_r = r) s^r,$$

where $p_r \geq 0$, $\sum p_r = 1$, and the trivial cases $p_1 = 1$ and $p_0 = 1$ are always excluded. We put $m = h'(1) \leq \infty$.

We denote the $k$-th convolution of $G$ with itself by $G_k$, and $G_1 = G$. Thus $G_k(t) = \int_{0}^{t} G_{k-1}(t - y) dG(y)$. 


Remark on measurability. Since \( \omega \) corresponds to a denumerable family of independent real-valued random variables, the basic theorem of Kolmogorov (1933, p. 27) insures that the above assumptions determine uniquely a countably additive probability measure \( P \) on the Borel extension of the cylinder sets in \( \Omega \) (i.e., on the "measurable sets" in \( \Omega \)). From the definition of \( Z(\ell, \omega) \), it can be seen that \( Z \) is a measurable function of \( (\ell, \omega) \), where the measurable \( (\ell, \omega) \) sets are those generated by "rectangles" of the form \( A \times B \), \( A \) being a Borel \( \ell \)-set and \( B \) a measurable set in \( \Omega \).

5. Sizes of the generations

In Sec. 2.3 we defined the successive generations \( I_0, I_1, I_2, \ldots \). We now show that the sizes of the successive generations form a Galton-Watson branching process.

Definition 5.1. Let \( \zeta_k = \zeta_k(\omega) \) be the number of objects in the \( k \)-th generation \( I_k \), \( k = 0, 1, \ldots \).

Theorem 5.1. The random variables \( \zeta_k \) are a Galton-Watson branching process with generating function \( h(s) \). (See (4.2).)

Proof. For simplicity of notation let us consider only \( \zeta_0, \zeta_1, \zeta_2, \) and \( \zeta_3 \); the argument for the general case is similar. We have \( \zeta_0(\omega) = 1 \) and

\[
\begin{align*}
\zeta_1(\omega) &= \sum_{i=1}^{v(\omega)} 1 = v(\omega), \quad \zeta_2(\omega) = \sum_{i=1}^{v(\omega)} \sum_{j=1}^{n_i(\omega)} 1, \\
\zeta_3(\omega) &= \sum_{i=1}^{v(\omega)} \sum_{j=1}^{n_i(\omega)} \sum_{k=1}^{n_{ij}(\omega)} 1 = \sum_{i=1}^{v} \sum_{j=1}^{n_i} \sum_{k=1}^{n_{ij}} v_{ijk}. 
\end{align*}
\]

(5.1)

We use the fact that if an event \( A \) is a union of disjoint events \( A_1, A_2, \ldots, \) if \( P(A) > 0 \), and if \( f \) is a random variable whose expectation exists, then \( \mathcal{E}(f|A) = \sum_i \mathcal{E}(f|A_i) P(A_i|A) \), where we omit any terms for which \( P(A_i) = 0 \). Let \( r \) and \( q \) be fixed nonnegative integers and let \( A \) be the event \( \{\zeta_1 = r, \zeta_2 = q\} \); we suppose \( P(A) > 0 \). Suppose \( |s| < 1 \) and let us calculate \( \mathcal{E}\{s^{s_1}|A\} \). We observe that \( A \) is a union of events \( \{v = r, v_1 = q_1, \ldots, v_r = q_r\} \), where \( q_1, \ldots, q_r \) are nonnegative integers whose sum is \( q \). Hence

\[
\mathcal{E}\{s^{s_1}|A\} = \sum_{q_1 + \cdots + q_r = q} \mathcal{E}\{s^{s_1}|v = r, v_1 = q_1, \ldots, v_r = q_r\} \times P\{v = r, v_1 = q_1, \ldots, v_r = q_r|A\} = \sum \mathcal{E}\left\{ \sum_{s_i=1}^{r} \sum_{j=1}^{n_{ij}} v_{ij} \right\} P\{\cdots|A\}.
\]

(5.2)

The random variables \( v_{ij} \) in (5.2) are independent; there are \( q \) of them, as we see from (5.1) and the conditions on \( v, v_1, \ldots, v_r \). Hence the last
term in (5.2) is \( (h(s))^e \sum P\{---|A\}=h(s)^e \). In other words the relation 
\( \delta \{s^n|^x|z_1, z_2\}=h(s)^n \) holds with probability 1, and this is the character-
istic property of the Galton-Watson process. □

In case \( G(t) \) has a single step of size 1 at \( t_0 > 0 \), then with probability 1 we
have \( Z(nt_0) = \xi_n, n = 0, 1, 2, \ldots \), and hence the sequence \( Z(0), Z(t_0), \)
\( Z(2t_0), \ldots \) is a Galton-Watson process.

5.1. Equivalence of \{\( \xi_n > 0 \), all \( n \)\} and \{\( Z(t) > 0 \), all \( t \)\}; proba-
bility of extinction. If a family has only a finite number of nonempty
generations, then the number of objects is a bounded function of time
that eventually becomes and remains 0; i.e., if for any \( \omega \) we have
\( \xi_n(\omega) \to 0 \), then \( Z(t, \omega) \) is a bounded function of \( t \) that is 0 for sufficiently
large \( t \). This is obvious from the definitions.

If there are infinitely many nonempty generations, we should expect
the family to last infinitely long in time. Actually, there are exceptions.
For example, if each object in the \( n \)-th generation has a life-length of
2\(^{-n}\), then \( Z(t) \) is 0 for \( t > 2 \). However, the following result shows that the
probability of such occurrences is 0.

**Theorem 5.2.** \(^1\) Let \( A \) be the event \{\( \xi_n > 0 \) for each \( n \)\} and let \( B \) be the
event \{\( 0 < Z(t) \leq \infty \) for each \( t \geq 0 \)\}. If \( P(A) > 0 \), then \( P(B|A)=1 \).

**Corollary.** The probability of extinction, i.e., of the event \{\( Z(t) = 0 \)
for all sufficiently large \( t \)\}, is the smallest nonnegative root \( q \) of the equation
\( s = h(s) \).

**Proof.** If \( X_1, X_2, \ldots \) are independent random variables, each having
the distribution \( G \) (see Def. 4.1), then the law of large numbers implies that
for each \( t \geq 0 \) we have

\[
\lim_{k \to \infty} \text{Prob}(X_1 + \cdots + X_k > t) = \lim_{k \to \infty} (1 - G_k(t)) = 1. \tag{5.3}
\]

Let \( k \) be a fixed positive integer and let \( t_1, t_2, \ldots \) be an enumeration
of all \( k \)-th-order indices \( t = t_1 t_2 \ldots t_k \). (This is, of course, not the enumeration
\( t_1, t_2, \ldots \) of Def. 2.1.) Let \( D_j \) be the event that \( \langle t_1 \rangle, \langle t_2 \rangle, \ldots, \langle t_{j-1} \rangle \)
do not belong to \( I(\omega) \) but \( \langle t_j \rangle \) does belong. (See Def. 2.3.)

Since \( \sum_{j=1}^{\infty} P(D_j | A) = 1 \), we have, for each \( t \geq 0 \),

\[
P(Z(t) > 0 | A) = \sum_{j=1}^{\infty} P(Z(t) > 0, D_j | A) \geq \sum_{j=1}^{\infty} P\{\langle t_j \rangle \text{ dies after } t, D_j | A\}. \tag{5.4}
\]

Now the statement that \( D_j \) occurs and \( \langle t_j \rangle \) dies after \( t \) is equivalent
to the statement that \( D_j \) occurs and (putting \( t_j = t_1 t_2 \ldots t_k \) \( t + t_{i_1} + t_{i_2} + \cdots + t_{i_2} \ldots t_k \) \( > t \). Since neither \( D_j \) nor \( A \) depends on the \( t_j \)'s, the

\(^1\) This result was stated, and a proof indicated, by Bartlett (1949, p. 219).
6. Expression of $Z(t, \omega)$ as a sum of objects in subfamilies

The last line in (5.4) becomes

$$(1 - G_{k+1}(t)) \sum_{i=1}^{\infty} P(D_i | A) = 1 - G_{k+1}(t).$$

Since $k$ is arbitrary we see that for each fixed $t$ we have $P(Z(t) > 0 | A) = 1$. The desired result now follows from Theorem 3.1. □

The proof of the corollary is left to the reader.

6. Expression of $Z(t, \omega)$ as a sum of objects in subfamilies

If the initial object dies at or before time $t$, then the objects present at $t$ are its children or their descendants. Theorem 6.1 below expresses this in terms of our mathematical formalism.

**Definition 6.1.** For each $\omega=(\ell, r; \ell_1, r_1; \ell_2, r_2; \ell_3, r_3; \ldots)$ and each $i=1, 2, \ldots$, define $\omega_i=(\ell_i, r_i; \ell_{i1}, r_{i1}; \ell_{i2}, r_{i2}; \ell_{i3}, r_{i3}; \ldots)$. We can interpret $\omega_i$ as the family history of $\langle i \rangle$ and its descendants, although if $r_{i1} < i$ then this family is not actually realized.

In what follows, if $t=i_1 i_2 \ldots i_k$ then $i i$ denotes $i_1 i_2 \ldots i_k$; if $\omega=t=0$ then $i i$ denotes simply $i$.

**Remark.** The coordinates in $\omega_i$ comprise a subset of the coordinates of $\omega$, namely, $\ell_{i1}, r_{i1}, \ell_{i2}, r_{i2}, \ldots$, where $i_1, i_2, \ldots$ runs through $\mathcal{S}$ in the order prescribed in Def. 2.1. Altogether, the coordinates in $\omega_1, \omega_2, \omega_3, \ldots$ comprise, with no duplications, all coordinates in $\omega$ except $\ell$ and $r$. Hence each $\omega$ is equivalent to a sequence $(\ell, r; \omega_1, \omega_2, \ldots)$.

**Theorem 6.1.** If $0 \leq \ell(\omega) \leq t$ and $r(\omega) > 0$ then

$$Z(t, \omega) = \sum_{i=1}^{v} Z(t, \omega_i).$$

**Proof.** We show first that (see Def. 3.1)

$$Z_i(t, \omega) = Z_i(t, \omega_i), \quad 0 \leq \ell \leq t, \ 1 \leq i \leq v. \quad (6.2)$$

For convenience suppose $t=i_1 i_2$; the cases in which $t$ is zero or a sequence of any finite length are very similar. From (3.1), we see that $Z_i(t, \omega) = 1$ is equivalent to $A$: $r \leq v, i_1 \leq v_i, i_2 \leq v_{i1}, t + t_i + t_{i1} \leq t$, $t + t_i + t_{i1} + t_{i11} > t$. Now put $\omega_i'=\omega=(r', \ell'; \ell_{i1}', r_{i1}'; \ldots)$, where $\ell' = \ell_{i1}$ and $r_{i1}' = v_{i1}$. Then, also from (3.1), we see that $Z_i(t-t, \omega') = 1$ is equivalent to $B$: $i_1 \leq v', i_2 \leq v_i', t' + t_{i1}' \leq t - t, t' + t_{i1}' + t_{i11}' > t - t$. From the definitions of the primed coordinates we see that $B$ is equivalent to $A$ except that $A$ has the extra condition $i \leq v$, which, however, is assumed already in (6.2). Hence the equation in (6.2) holds. If we sum both

<sup>1</sup> This is analogous to a relation that is very familiar for the Galton-Watson process.
sides of (6.2) over $i$, $1 \leq i \leq r$, and over all $\ell$, then $i \ell$ ranges, with no
duplications, over all nonzero indices in the set $\mathcal{J}$ for which the first
coordinate is $\leq s$. Since $Z_0(t, \omega) = 0$ if $\ell \leq t$, the sum on the left side
of (6.2) is thus $Z(t, \omega)$. If we sum the right side of (6.2) first on $i$ and then
on $\ell$, we obtain the right side of (6.1). Hence the theorem is proved. 

7. Integral equation for the generating function

The generating function plays an important role in the treatment of
age-dependent processes.

**Definition 7.1.** Let

$$ F(s, t) = \sum_{r=0}^{\infty} P\{ Z(t) = r \} s^r, \quad t \geq 0, \, |s| \leq 1. \quad (7.1) $$

Since we have not yet eliminated cases in which $Z(t)$ may be infinite,
we may have $F(0, t) < 1$. However, the generating function of a finite
sum of independent random variables is still the product of the individual
generating functions, even if positively infinite values are allowed. Note
also that we need not have $F(s, 0) = s$, since $G(0 +)$ may be positive.

Let us note the alternative expression

$$ F(s, t) = \mathcal{E}^s Z(t) = \int_{\Omega} s^{Z(t, \omega)} dP(\omega), \quad (7.2) $$

where we interpret $0^0 = 1$, and $s^\infty = 0$ even if $|s| = 1$.

We now derive the integral equation that is basic for studying $F$.

**Theorem 7.1.** The generating function $F$ satisfies the integral equation

$$ F(s, t) = s [1 - G(t)] + \int_{0^-}^{t^+} h[F(s, t - u)] dG(u), \quad |s| \leq 1, \, t \geq 0, \quad (7.3) $$

where $G$ and $h$ are the functions defined by (4.1) and (4.2).

**Proof.** Referring to (7.2), write

$$ F(s, t) = \int_{\Omega} s^{Z(t, \omega)} dP = \int_{\Omega} s^Z dP + \sum_{k=0}^{\infty} \int_{\Omega_{\ell, \omega}} s^Z dP. \quad (7.4) $$

Since $Z(t, \omega) = 1$ if $\ell > t$, we have $\int_{\ell > t} s^Z dP = sP(\ell > t) = s[1 - G(t)]$.

Referring to the remark in Sec. 6, let us consider $\Omega$ as a product
space $\Omega_1 \times \Omega_2 \times \Omega_3 \times \ldots$ of points $(\ell, \nu; \omega_1, \omega_2, \omega_3, \ldots)$. Let $P'$ be the
probability measure on the pair $(\ell, \nu)$ and let $P_\omega$ be the probability measure
on $\Omega_\omega$. Now refer to (6.1). If $i$ is fixed, then $Z(t - \ell, \omega_i)$ is a function
on $\Omega_i$, and hence if $k$ is any positive integer we have

$$ \int_{t \leq \ell, \nu = k} s^Z dP = \int_{t \leq \ell, \nu = k} dP'(\ell, \nu) \int_{\Omega_1} s^{Z(t - \ell, \omega_1)} dP_1 \ldots \int_{\Omega_k} s^{Z(t - \ell, \omega_k)} dP_k. \quad (7.5) $$

---

1 Bellman and Harris (1948, 1952). The proof was given only for the case
of binary splitting.
Now each of the integrals $\int s^{Z(t-t, \omega_i)} \, dP_i$ is equal to $F(s, t-t)$, since the probability measure $dP_i(\omega_i)$ is exactly the same as $dP(\omega)$. Hence (7.5) is

$$\hat{p}_k \int_0^{t+1} [F(s, t-u)]^k \, dG(u),$$

and this can be seen directly to be true if $k = 0$. Putting this value in the right side of (7.4), we obtain the desired result. \[ \]

**Remark.** The above proof is essentially the following argument, spelled out in detail. If the initial object dies after $t$, the probability of this being $1 - G(t)$, then the generating function at $t$ is $s$. If the initial object dies at $u \leq t$ and is replaced by $r$ objects, the probability of this being $\hat{p}, dG(u)$, then the generating function at time $t$ is $[F(s, t-u)]^r$.

Summing the various terms, we obtain (7.3).

7.1. **A special case.** Suppose $h(s) = s^k$ and $G'(t) = [k^k(k-1)!]^k s^{-k-1} e^{-kt}$, where $b > 0$ and $k$ is a positive integer. Then $F(s, t)$ is identical with the generating function of the number of objects of all types in a multiphase birth process (see Sec. V.15.1). This was shown by Kendall (1952).

Presumably, not only the generating functions but the processes are the same.

8. **The point of regeneration**

Palm (1943), in connection with a study of telephone traffic, introduced the idea of a *Gleichgewichtspunkt* (point of equilibrium) in a stochastic process. This is closely related to the more special “recurrent events” discussed by Feller (1949), to the “point of regeneration” discussed by Bartlett and Kendall (1954, p. 184), and to the “regenerative processes” discussed by Smith (1955). Roughly speaking, a point of regeneration is an event in the history of a process with the following property: If we know that the event has just occurred and know the state of the process just after the occurrence, then knowledge of the history of the process prior to the event is of no further help in predicting the future.

In an age-dependent branching process, the death of the ancestor seems to be a point of regeneration for the process and to have something to do with our ability to write down a functional equation such as (7.3). In fact, Palm derived integral equations of the renewal type (i.e., similar to (15.1)) for the processes he discussed. Actually, it seems to the author that the existence of a point of regeneration for a process is by no means sufficient to insure the existence of a useful functional equation, but the question is rather vague, and we shall not attempt to discuss it further. In any case, there are many processes not of the Markov type, where integral equations more or less similar to (7.3) can be employed. We also note that Jánossy (1950b) employed such equations in connection with studies of cosmic rays; see also Sec. VII.9.1.
9. Construction and properties of \( F(s, t) \)

An existence proof for a solution of (7.3) is unnecessary, since we defined \( F(s, t) \) by probabilistic methods and showed that it satisfies (7.3). However, we want to prove that the solution, with suitable qualifications, is unique, and in the process of doing this we shall provide two different sequences of approximants converging to \( F \). Each sequence has a probabilistic interpretation.

In what follows the integral \( \int_{\tau^{-}}^{t'} dG \) will always be interpreted as \( \int_{\tau^{-}}^{t'} dG \).

**Theorem 9.1.** Define the functions \( F_{k}(s, t) \), \( k = 0, 1, 2, \ldots \), by

\[
F_{0}(s, t) = 1, \quad \text{and} \quad F_{k+1}(s, t) = s \left( 1 - G(t)^{k} \right) + \int_{0}^{t} h \left[ F_{k}(s, t - u) \right] dG(u), \quad k = 0, 1, 2, \ldots, |s| \leq 1; \quad t \geq 0.
\]

Then \( F_{k+1}(s, t) \leq F_{k}(s, t) \) if \( 0 \leq s \leq 1 \), and \( \lim_{k \to \infty} F_{k}(s, t) = F(s, t) \), \( |s| < 1 \), \( t \geq 0 \), where \( F \) is the generating function defined by (7.4).

**Proof.** Define a sequence of random functions as follows. Let \( Z^{(0)}(t) = 0 \) and for each \( k = 1, 2, \ldots \) let \( Z^{(k)}(t) \) be the number of objects in the generations \( 0, 1, \ldots, k - 1 \) that are alive at time \( t \). Then the generating function of \( Z^{(0)}(t) \) is obviously the function \( F_{0} \) above. Starting with (6.2) the reader can show that (6.4) holds if we replace \( Z \) by \( Z^{(k)} \) on the left side and by \( Z^{(k+1)} \) on the right side, \( k = 1, 2, \ldots \). Then, by slightly modifying the derivation of (7.3), it is seen that the generating function of \( Z^{(k+1)} \) is related to that of \( Z^{(k)} \) by the recurrence relation (9.2); that is, \( F_{k}(s, t) \) is the generating function of \( Z^{(k)}(t) \). Hence

\[
F_{k}(s, t) = s Z^{(k)}(t), \quad |s| < 1, \quad \text{(9.3)}
\]

provided we define \( 0^{0} = 1 \).

Now for each \( \omega \) and \( t \) we have \( Z^{(0)}(t, \omega) \leq Z^{(1)}(t, \omega) \leq \cdots \) and \( Z^{(k)}(t, \omega) \to Z(t, \omega) \), which may be infinite. Hence

\[
s Z^{(k)}(t, \omega) \leq Z^{(k)}(t, \omega), \quad 0 < s < 1,
\]

provided we interpret \( s^{\infty} \) as 0. Hence \( F_{k}(s, t) \), from (9.3), is a non-increasing function of \( k \) and

\[
F(s, t) = s Z(t) = \lim_{k \to \infty} s Z^{(k)}(t) = \lim_{k \to \infty} F_{k}(s, t), \quad 0 < s < 1.
\]

Since \( F_{k} \) is a power series in \( s \) for \( |s| \leq 1 \), with nonnegative coefficients, and the functions \( F_{k} \) are bounded by 1 when \( |s| \leq 1 \), we see that \( F_{k}(s, t) \to F(s, t) \) for \( |s| < 1 \) (TITCHMARSH (1939, p. 168)).
9. Construction and properties of \( F(s, t) \)

Remark. In general we cannot assert \( F_k \to F \) when \(|s| = 1\). For example, if \( P\{Z(t) = \infty\} > 0 \), then \( F(1, t) < 1 \) but \( F_k(1, t) = 1, k = 0, 1, 2, \ldots \).

9.1. Another sequence converging to a solution of (7.3). Define the functions \( F_k^*(s, t) \) by

\[
\begin{align*}
F_0^*(s, t) & = 0, \\
F_{k+1}^*(s, t) & = s \left[ 1 - G(t) \right] + \int_0^t \left[ F_k^*(s, t-u) \right] dG(u), \\
& \quad k = 0, 1, 2, \ldots; \ |s| \leq 1; \ t \geq 0.
\end{align*}
\]  

(9.4)

This was the sequence used by Levinson (1960) in proving an existence theorem for a solution of (7.3) under certain conditions. We see by induction that the \( F_k^* \) are power series in \( s \) for \(|s| \leq 1\), with nonnegative coefficients, that \( |F_k^*| \leq 1 \), and that if \( 0 \leq s \leq 1 \) then \( F_0^*(s, t) \leq F_1^*(s, t) \leq \cdots \). Hence \( F_k^*(s, t) \uparrow F^*(s, t) \), where \( F^* \) is a solution of (7.3), and \( F^* \) is a power series in \( s \), convergent for \(|s| \leq 1\).

We shall see later that \( F^*(s, t) = F(s, t) \) for any \(|s| \leq 1, t \geq 0\).

The following result shows that the functions \( F_k^* \) have a probabilistic interpretation.

Theorem 9.2. For each \( k = 0, 1, 2, \ldots, \) define \( \eta_k(t, \omega) = \infty \) if at least one object in the \( k \)-th generation is born at or before \( t \); otherwise let \( \eta_k(t) = Z(t) < \infty \). Then \( F_k^* \) is the generating function of \( \eta_k \); that is, \( F_k^*(s, t) = \sum_{r=0}^{\infty} P\{\eta_k(t) = r\} s^r, |s| \leq 1 \).

Thus \( F_k^*(1, t) \) is the probability that \( \eta_k(t) \) is finite, i.e., the probability that no object in the \( k \)-th generation is born at or before \( t \).

Sketch of proof of Theorem 9.2. Let \( \varepsilon_k(t) = \varepsilon_k(t, \omega) \) be defined as 0 or 1 according as \( \eta_k(t) \) is infinite or finite. Then if \(|s| < 1\) we have

\[
s^{\eta_k(t)} = \varepsilon_k(t) s^{Z(t)}.
\]

Now we have the relation, derived similarly to (6.1),

\[
\varepsilon_k(t, \omega) = \prod_{i=1}^\nu \varepsilon_{k-1}(t-l, \omega_i),
\]

if \( l \leq t \) and \( \nu \geq 1 \). Hence, using (6.1), we obtain, for \( l \leq t \) and \( \nu \geq 1 \),

\[
s^{\eta_k(t)} = \prod_{i=1}^\nu \varepsilon_{k-1}(t-l, \omega_i) s^{Z(t-l, \omega_i)}.
\]  

(9.5)

From (9.5), by an argument similar to the one leading to (9.2), we deduce that the generating function of \( \eta_{k+1} \) is related to that of \( \eta_k \) by the recurrence relation (9.4). Since the generating function of \( \eta_0 \) is \( F_0^* = 0 \), the theorem follows.

9.2. Behavior of \( F(0, t) \). Refer to the corollary to Theorem 5.2 for the definition of the extinction probability \( q \). We can summarize as follows the most important points about \( F(0, t) = P\{Z(t) = 0\} \).
Theorem 9.3. If the extinction probability \( q \) is 0, then \( F(0, t) = 0 \). If \( q > 0 \), then \( F(0, t) < q \) for each \( t \geq 0 \), \( F(0, t) \) is a nondecreasing function of \( t \), and \( \lim_{t \to \infty} F(0, t) = q \).

Proof. The only assertion requiring comment is the inequality \( F(0, t) < q \). Let \( t_0 \) be the least upper bound of the values \( t \) such that \( F(0, t) < q \), and suppose \( t_0 < \infty \). Put \( s = 0 \) in (7.3), obtaining (recall that \( \int \frac{t}{t_0} \) means \( \int_{t_0}^{t} \))

\[
F(0, t) = q - \int_{0}^{t} h[F(0, t - u)] \, dG(u), \quad t > t_0. \tag{9.6}
\]

Let \( t \downarrow t_0 \) in (9.6). Since \( F(0, t - u) \) does not increase as \( t \downarrow t_0 \), we have

\[
0 < q = \lim_{t \downarrow t_0} \int_{0}^{t} h[F(0, t - u)] \, dG(u) = \int_{0}^{t_0} h[F(0, t_0 - u + 0)] \, dG(u). \tag{9.7}
\]

Since the last integral in (9.7) is \( \leq G(t_0 +)q \), we see that \( G(t_0 +) = 1 \), which in turn implies \( t_0 > 0 \), from Def. 4.1. From (9.7) we obtain

\[
\int_{0}^{t_0} \{ q - h[F(0, t_0 - u + 0)] \} \, dG(u) = 0. \tag{9.8}
\]

Now the integrand in (9.8) is strictly positive for \( u > 0 \), and also we must have \( G(t_0 +) - G(0 +) > 0 \). But this is impossible, since the integral is zero. Hence we must have \( t_0 = \infty \). \( \square \)

9.3. Uniqueness. Let \( s \) be a complex number, \( |s| \leq 1 \), and let \( f_s(t) \) be a function of \( t \) defined for \( t \geq 0 \). We say that \( f_s(t) \) is an \( s \)-solution of (7.3) if it satisfies (7.3) and if \( |f_s(t)| = 1 \) for \( t = 0 \).

Theorem 9.4. For each \( s \), \( 0 \leq s < 1 \), there is only one nonnegative \( s \)-solution of (7.3), namely, \( F(s, t) \).

Proof. Suppose \( s_1 \) is fixed, \( 0 \leq s_1 < 1 \). Let \( f(t) \) be an \( s_1 \)-solution. From (9.1) and (9.2) we see by induction that \( f(t) \leq F_0(s_1, t), f(t) \leq F_1(s_1, t), f(t) \leq F_2(s_1, t), \ldots \), and hence \( f(t) \leq F(s_1, t) \). Similarly from (9.4) we obtain \( F^*(s_1, t) \leq f(t) \). Hence if \( F^*(s_1, t) = F(s_1, t) \), there is only one \( s_1 \)-solution. Since \( F^* \) and \( F \) are power series converging for \( |s| \leq 1 \), the theorem will follow if we show that \( F^*(s, t) = F(s, t) \) for each \( s, 0 \leq s \leq s_0 \), where \( s_0 \) is a positive number to be specified below.

Since \( F \) is convex in \( s \) for each \( t \), we have

\[
F(s, t) \leq F(0, t) + s \left( F(1, t) - F(0, t) \right) \quad \leq F(0, t) + s \left( 1 - F(0, t) \right). \tag{9.9}
\]

Proved for \( G(0 +) = 0 \), for \( h(s) = s^2 \) by Bellman and Harris (1952) and for general \( h \) by Levinson (1960). The present proof is more complicated because we allow \( G(0 +) > 0 \).
First suppose that the extinction probability \( q \) is less than 1. In this case \( h'(q) < 1 \). Pick \( \varepsilon > 0 \) such that \( h'(q + \varepsilon) < 1 \), whence \( h'(q + \varepsilon) < 1 \) for \( 0 \leq s \leq q + \varepsilon \). Pick \( s_0 > 0 \) sufficiently small so that \( F(s, t) \leq q + \varepsilon, 0 \leq s \leq s_0, t \geq 0 \). This is possible by (9.9). Then

\[
0 \leq F(s, t) - F^*(s, t) = \int_0^t [h(F(s, t-u)) - h(F^*(s, t-u))] dG(u) \leq h'(q + \varepsilon) \int_0^t [F(s, t-u) - F^*(s, t-u)] dG(u), \quad 0 \leq s \leq s_0.
\]  

(9.10)

Putting \( M(s, T) = \sup_{0 \leq t \leq T} [F(s, t) - F^*(s, t)] \), we obtain from (9.10), for \( 0 \leq s \leq s_0 \),

\[
M(s, T) \leq G(T) h'(q + \varepsilon) M(s, T), \quad T > 0.
\]  

(9.11)

Since \( G(T) \leq 1 \) and \( h'(q + \varepsilon) < 1 \), equation (9.11) is impossible unless \( M(s, T) = 0 \) for each \( T > 0 \).

If \( q = 1 \), in which case \( h'(1) \leq 1 \), the argument needs a slight modification. From Theorem 9.3 and (9.9) we see that for any fixed \( T \) we can find \( s_0 > 0 \) and \( \delta > 0 \) such that \( F(s, t) \leq 1 - \delta < 1 \) for \( 0 \leq s \leq s_0, 0 \leq t \leq T \). Then (9.10) and (9.11) hold for \( 0 \leq t \leq T \) if we replace \( h'(q + \varepsilon) \) by \( h'(1 - \delta) < 1 \), and hence \( M(s, T) = 0, 0 \leq s \leq s_0 \). Since \( T \) is arbitrary, the proof is complete. \( \square \)

There are cases where \( P(Z(t) = \infty) > 0 \) for \( t \geq 0 \), in which case \( F(1, t) < 1 \). In such cases equation (7.3) has, for \( s = 1 \), the two distinct solutions 1 and \( F(1, t) \). Hence without further conditions the uniqueness property for (7.3) does not hold when \( s = 1 \). Section V.13.3 furnishes an example of such a case, since Markov branching processes are a special case of age-dependent processes. (See Sec. 11.)

9.4. Another property of \( F \). The following results are stated without proof. The reader may wish to prove them as research exercises, using Lemma 4 of the Appendix.

**Theorem 9.5.** For each \( k = 1, 2, \ldots \) we have

\[
\lim_{t \to \infty} P \{ Z(t) = k \} = 0.
\]

**Corollary.** If \( |s| < 1 \), then \( \lim_{t \to \infty} F(s, t) = q \).

9.5. Calculation of the probabilities. The probabilities \( P_n(t) = P \{ Z(t) = n \} \) are the coefficients of the power series expansion of \( F(s, t) \). In case \( p_0 = 0 \), we can also calculate the \( P_n \) recursively. For example, if \( h(s) = s^2 \), we have \( P_1(t) = 1 - G(t) \) and

\[
P_n(t) = \sum_{i=1}^{n-1} \int_0^t P_i(t - \tau) P_{n-i}(\tau) dG(\tau), \quad n = 2, 3, \ldots .
\]
10. Joint distribution of \( Z(t_1), Z(t_2), \ldots, Z(t_k) \)

**Definition 10.1.** Let \( F_k(s_1, \ldots, s_k; t; \tau_1, \ldots, \tau_{k-1}) \) be the joint generating function of \( Z(t), Z(t + \tau_1), Z(t + \tau_1 + \tau_2), \ldots, Z(t + \tau_1 + \tau_2 + \cdots + \tau_{k-1}); t, \tau_1, \ldots, \tau_{k-1} \geq 0, k = 2, 3, \ldots \) (\( F_k \) is not the same as in Theorem 9.1.)

For each of the generating functions \( F_k \) there is an integral equation similar to (7.3), derived in a similar manner. The following equation for \( F_2 \) is typical:

\[
F_2(s_1, s_2; t; \tau) = \int_0^{t-\tau} h[F_2(s_1, s_2; t-u; \tau)] dG(u) \\
+ s_1 \int_0^{t-\tau} h[F(s_2, t+\tau-u)] dG(u) \\
+ s_1 s_2 [1-G(t+\tau)], \quad |s_1|, |s_2| \leq 1; 0 \leq t, \tau < \infty.
\] (10.1)

We shall use (10.1) later to calculate the covariance of \( Z(t) \) and \( Z(t+\tau) \). However, the first use of (10.1) and its higher-order counterparts will be to prove that \( Z \) is a Markov process when \( G(t) \) has the form \( 1-e^{-bt} \).

11. Markovian character of \( Z \) in the exponential case

In the exponential case, when \( G'(t) = be^{-bt} \), we shall see that the integral equation (7.3) reduces to the differential equation for the generating function in the Markovian case studied in Chapter V. This is not sufficient to show that \( Z \) is Markovian, since it does not tell us the joint probabilities at several different times. However, we can obtain the desired result from equation (10.1) and its higher-order counterparts.

**Theorem 11.1.** If \( G(t) = 1 - e^{-bt} \), then the generating function \( F \) satisfies

\[
\frac{\partial F(s, t)}{\partial t} = b[F(s, t) - F(s, t)], \quad t \geq 0; \quad |s| \leq 1; \quad F(s, 0) = s. \quad (11.1)
\]

If \( F(1, t) = 1 \), all \( t \geq 0 \), then \( Z \) is a Markov branching process, and any sequence \( Z(0), Z(\Delta), Z(2\Delta), \ldots \) is a Galton-Watson process.

Two remarks are in order before the proof:

1. Equation (11.1) is identical with equation (V.9.1) with one minor exception. In Chapter V we required \( p_t = h'(0) = 0 \), while in the present chapter \( p_t > 0 \) is allowed. However, this need cause no trouble. It is easy to verify that if \( F \) is the solution of (11.1), it is likewise the solution of the same equation with \( b \) replaced by \( b(1-p_t) \) and \( h(s) 

\[\text{Footnote 1: The result that } Z(t) \text{ is a Markovian random function in the exponential case is essentially Theorem 1 of URBANIK (1958), although the results are not strictly comparable. The present method is different from that of URBANIK.}\]
replaced by \((h(s) - \delta s)/(1 - \rho)\). In other words, we simply ignore the replacement of an object by a single object. The same remark applies to higher-order generating functions, such as \(F_2\) in (11.4) below.

(2) Presumably, Theorem 11.1 is still true even if \(F(1, t) < 1\), provided we extend the notion of a Galton-Watson process to include random variables with infinite values. In Sec. 13 we shall give conditions assuring that \(F(1, t) = 1\).

**Proof of Theorem 11.1.** In the exponential case (7.3) has the form

\[
F(s, t) = se^{-bt} + be^{-bt} \int_0^t h[F(s, u)] e^{bu} du. \tag{11.2}
\]

From (11.2) we see that \(F(s, 0) = s\). If we differentiate both sides of (11.2) with respect to \(t\) and compare the result with the undifferentiated equation, we obtain (11.1) immediately.

We next treat (10.1) in a manner that is typical for the higher-order generating functions. Equation (10.1) becomes

\[
F_2(s_1, s_2; t; \tau) = b e^{-bt} \int_0^t h[F_2(s_1, s_2; u; \tau)] e^{bu} du \bigg) + b s_1 e^{-bt} \int_0^\tau h[F(s_2, u)] e^{bu} du \bigg) + s_1 s_2 e^{-bt-\tau}. \tag{11.3}
\]

Differentiation of (11.3) with respect to \(t\) now yields

\[
\frac{\partial F_2}{\partial t} = -b F_2 + b h(F_2); \tag{11.4}
\]

that is, \(F_2\) satisfies the same differential equation as \(F\). The initial condition for \(F_2\) is \(F_2(s_1, s_2; 0; \tau) = e^{s_1 s_2 \tau} \) \(= s_1 F(s_2, \tau) = \sigma\), say.

If \(0 \leq s_1 < 1\) then \(|\sigma| < 1\). Now \(F(\sigma, t)\) is a solution of (11.4) and, from (9.9) and Theorem 9.3, \(|F(\sigma, t)| < 1\). Hence because of uniqueness (Chapter V, Appendix 1), we must have

\[
F_2(s_1, s_2; t; \tau) = F[s_1 F(s_2, \tau), t]; \tag{11.5}
\]

since both sides of (11.5) are analytic for \(|s_1| < 1, |s_2| < 1\), the equality must hold in this whole region.

In order to interpret (11.5), let us recall the result of Sec. I.13.1: In a Galton-Watson branching process with generating function \(f(s)\), the joint generating function of \(Z_1\) and \(Z_2\) is \(f[s_1 f(s_2)]\). In the non-temporally-homogeneous case, with generating function \(f^{(0)}\) for the progeny of an object in the \(i\)-th generation, the joint generating function is, analogously, \(f^{(0)}[s_1 f^{(i)}(s_2)]\). Hence the meaning of (11.5) is that \(Z(t)\) and \(Z(t + \tau)\) are jointly distributed as the first and second generations
in a Galton-Watson process, where \( F(s, t) \) is the generating function of one generation and \( F(s, \tau) \) is that of the next. Thus (see Sec. V.5.1) \( Z(t) \) and \( Z(t + \tau) \) are distributed jointly as in a Markov branching process. A similar argument applies to higher-order distributions. Hence the result is proved. \( \square \)

12. A property of the random functions; nonincreasing character of \( F(1, t) \)

In the next section we shall state conditions insuring that \( Z(t) \) is finite with probability 1. However, we first establish a property of the process in those cases in which the contrary can be true.

**Definition 12.1.** Let \( \bar{Z}(t) = Z(t, \omega) \) be the total number of objects in \( I(\omega) \) that are born up to and including time \( t \), including the initial object \( \langle 0 \rangle \), and including objects whose life-length is 0. (See Def. 2.3.)

There exist family histories \( \omega \) such that for three particular times \( t_1 < t_2 < t_3 \) we have \( Z(t_1) = \infty \), \( Z(t_2) < \infty \), \( Z(t_3) = \infty \). Thus it is not completely obvious that \( F(1, t) \), which is the probability that \( Z(t) \) is finite, is a nonincreasing function of \( t \). However, this property will be a consequence of the following result.

**Theorem 12.1.** For each \( t \) we have \( P\{\bar{Z}(t) = \infty, Z(t) < \infty\} = 0 \).

**Corollary.** \( P\{Z(t) = \infty\} = P\{\bar{Z}(t) = \infty\} \).

**Proof.** Let \( t \) be fixed. Define \( \eta_h \) as in Theorem 9.2, and let \( \eta(t, \omega) = \lim_{k \to \infty} \eta_k(t, \omega) \leq \infty \), the limit existing because \( \eta_k \) is a nonincreasing function of \( k \). Let \( \Omega_1, \Omega_2, \) and \( \Omega_3 \) be the sets of family histories \( \omega \) satisfying, respectively, \( \{\bar{Z}(t, \omega) < \infty\} \), \( \{\bar{Z}(t, \omega) = \infty, Z(t, \omega) < \infty\} \), and \( \{Z(t, \omega) = \infty, Z(t, \omega) = \infty\} \). Then \( \Omega = \Omega_1 \cup \Omega_2 \cup \Omega_3 \). Moreover, \( \eta(t, \omega) = Z(t, \omega) = \infty \) if \( \omega \in \Omega_3 \), and \( \eta(t, \omega) = Z(t, \omega) < \infty \) if \( \omega \in \Omega_1 \); while \( Z(t, \omega) < \infty \) and \( \eta(t, \omega) = \infty \) if \( \omega \in \Omega_2 \). Using Sec. 9.1 and Theorems 9.2 and 9.4 we see that if \( 0 < s < 1 \) then

\[
\int_0 s^2 dP = F(s, t) = \lim_{k \to \infty} F_k^* (s, t) = \lim_{\sigma} \int_0 s^\sigma dP = \int_0 s^s dP. \tag{12.1}
\]

Since \( s^s < s^2 \) when \( \omega \in \Omega_2 \), we must have \( P(\Omega_2) = 0 \), which proves the theorem. \( \square \)

It is obvious that \( P\{\bar{Z}(t) < \infty\} \) is a nonincreasing function of \( t \), and since \( P\{\bar{Z}(t) < \infty\} = P\{Z(t) < \infty\} = F(1, t) \), we see that \( F(1, t) \) is non-increasing.

13. Conditions for the sequel; finiteness of \( Z(t) \) and \( \mathcal{E}Z(t) \)

Throughout the rest of this chapter we shall assume the following conditions to hold. As we shall see, they imply that \( \mathcal{E}Z(t) < \infty \), and as a consequence \( P\{Z(t) < \infty\} = 1 \) for each \( t \).
Conditions 13.1. The distribution $G$ and the generating function $h$ satisfy the conditions of Def. 4.1; in addition $G(0+) = 0$ and $m = h'(1)$ is finite.

Definition 13.1. Let $M(t) = \mathcal{E} Z(t) = \int_0^t Z(t, \omega) \, dP(\omega)$.

Note. After we have shown $Z(t)$ to be finite with probability 1, we can make the equivalent definition $M(t) = \sum_r r \, P\{Z(t) = r\} = \delta F(1, t) \, t$.

Theorem 13.1. For each $t$, we have $\mathcal{E} Z(t) < \infty$.

Corollary. Since $Z(t) \leq \overline{Z}(t)$, we have $M(t) < \infty$ and $P\{Z(t) < \infty\} = 1$.

Proof. (See Defs. 2.2 and 2.3.) For each $t = i_1 i_2 \ldots i_k$, let $u_i$ be a random variable that is 1 if $i_i$ is in the family $I(\omega)$, i.e., if $i_i$ is ever born, and 0 otherwise, and let $v_i$ be a random variable that is 1 if $l + l_{i_1} + l_{i_2} + \ldots + l_{i_{k-1}} \leq t$, and 0 otherwise. (If $k = 1$, the sum is simply $l$.) Then $Z(t)$ is born at or before $t$ if and only if $u_i v_i = 1$, and

$$Z(t) = 1 + \sum_{k=1}^{\infty} \sum_{i_1, \ldots, i_k=1}^{\infty} u_{i_1} \cdots u_{i_k} v_{i_1} \cdots v_{i_k}.$$

The $u_i$s and $v_i$s are independent. Moreover, $\mathcal{E} v_i = G_k(t)$, where $G_k$ is the $k$-th convolution of $G$, and

$$\mathcal{E} u_i = P(v_i \geq i_1) P(v_{i_1} \geq i_2) \cdots P(v_{i_{k-1}} \geq i_k).$$

Then

$$\mathcal{E} Z(t) = 1 + \sum_{k=1}^{\infty} G_k(t) \sum_{i_1} P(v_i \geq i_1) \sum_{i_2} P(v_{i_1} \geq i_2) \cdots \sum_{i_k} P(v_{i_{k-1}} \geq i_k) \left( k'(1) \right)^k.$$

Applying Lemma 1 of the Appendix to this chapter, we see that $\mathcal{E} Z(t)$ is finite. \[ \Box \]

14. Properties of the sample functions

Still assuming Conditions 13.1, we consider the properties of $Z$ as a function of $t$ for fixed $\omega$. We shall show that with probability 1 the random functions are step functions with only a finite of jumps on any finite interval.

Definition 14.1. Let $\Omega_0$ be the collection of family histories determined as follows: $\omega$ is in $\Omega_0$ if either (a) for some $i$ the life-length $l_i(\omega)$ is 0 or (b) for some integer $n$ the total number of births $\overline{Z}(n, \omega)$ is infinite.

From the condition $G(0+) = 0$ and Theorem 13.1 we have $P(\Omega_0) = 0$.

Theorem 14.1. For each $\omega \in \Omega_0$, $Z(t, \omega)$ is a step function in $t$, taking integer values, with only a finite number of jumps on any finite interval.

Proof. For every $\omega$ in $\Omega$, without exception, $\overline{Z}(t, \omega)$ is nondecreasing in $t$ and takes integer or infinite values. Hence $\overline{Z}(t, \omega)$ is a finite non-
decreasing integer-valued function of \( t \) whenever \( \omega \in \Omega_0 \). Let \( t = i_1 \ldots i_k \) and let \( Z_D(t, \omega) \) be the number of deaths up to and including time \( t \); i.e., the object \( \langle t \rangle \) contributes \( 1 \) to \( Z_D \) if \( \langle t \rangle \in I(\omega) \) and if \( t + t_{i_1} + \cdots + t_{i_k} \leq t \). Then \( Z_D(t, \omega) \leq \bar{Z}(t, \omega) \) and \( Z_D(t, \omega) \) is a nondecreasing finite integer-valued step function of \( t \) whenever \( \omega \in \Omega_0 \). Moreover, we have \( Z(t, \omega) = \bar{Z}(t, \omega) - Z_D(t, \omega) \). Hence \( Z \) satisfies the assertion of the theorem.

Remark. We leave it to the reader to show that if \( p_0 = 0 \), then with probability \( 1 \) the random function \( Z(t, \omega) \) is a nondecreasing function of \( t \).

15. Integral equation for \( M(t) = \delta Z(t) \); monotone character of \( M \)

The so-called renewal equation that we shall derive next from our stochastic theory was obtained in earlier studies by means of deterministic arguments. Some historical discussion is given by Lotka (1939b).

See again the beginning of Sec. 13.

Theorem 15.1. \(^2\) The expectation \( M(t) \) satisfies the renewal equation

\[
M(t) = 1 - G(t) + m \int_0^t M(t - u) \, dG(u),
\]

(15.1)

where \( m = h'(1) \). \( M \) is bounded on each finite \( t \)-interval and is the only solution of (15.1) having this property. (The upper limit of the integral is interpreted as \( t + 0 \).)

Proof. We could obtain the proof most quickly by using the fact, already proved probabilistically, that \( M(t) = \delta Z(t) < \infty \). However, in order to have a procedure suitable for higher moments, it is best to proceed from equation (7.3). If \(|s| < 1\), we can differentiate both sides of (7.3) with respect to \( s \), since \( F \) is a convergent power series for \(|s| < 1\).

Hence

\[
\frac{\partial F(s, t)}{\partial s} = 1 - G(t) + \int_0^t h'[F(s, t - u)] \, \frac{\partial F(s, t - u)}{\partial s} \, dG(u)
\]

\[
\leq 1 - G(t) + m \int_0^t \frac{\partial F(s, t - u)}{\partial s} \, dG(u), \quad 0 \leq s < 1.
\]

(15.2)

Iteration of the inequality (15.2) leads to the inequality

\[
\frac{\partial F(s, t)}{\partial s} \leq 1 - G(t) + m \left[ 1 - G(t) \right] \ast dG(t) + m^2 \left[ 1 - G(t) \right] \ast dG_2(t)
\]

\[
+ \cdots + m^k \left[ 1 - G(t) \right] \ast dG_k(t)
\]

\[
+ m^{k+1} \frac{\partial F(s, t)}{\partial s} \ast dG_{k+1}(t), \quad k = 1, 2, \ldots,
\]

(15.3)

---

\(^1\) This decomposition has been used in unpublished work of R. N. Snow.

\(^2\) Stated without proof in Bellman and Harris (1948); proved by Levinson (1960).
where \( f(t) \ast dG_j(t) \) means \( \int_0^t f(t-u) \, dG_j(u) \). According to formula (2) and Lemma 1 of the Appendix, the function \( H(t) = \sum_{k=1}^{\infty} m^{k-1} G_k(t) \) is bounded on every finite \( t \)-interval. Hence, since \( \partial F/\partial s \) is a bounded function of \( t \) for fixed \( s, |s| < 1 \), the last term in (15.3) \( \rightarrow 0 \) as \( k \rightarrow \infty \). Letting \( k \rightarrow \infty \) in (15.3), we obtain

\[
\frac{\partial F(s,t)}{\partial s} \leq 1 - G(t) + m \int_0^t [1 - G(t-u)] \, dH(u), \quad 0 \leq s < 1. \tag{15.4}
\]

As \( s \uparrow 1 \), \( \partial F/\partial s \) increases, the limit being \( M(t) \). However, from (15.4) and Lemma 1 of the Appendix, the limit is bounded on each finite \( t \)-interval. Hence we can let \( s \uparrow 1 \) in the equality in (15.2), obtaining formula (15.1).

The uniqueness of the solution can be deduced from general results on integral equations, or from results of Feller (1944).

15.1. Monotone character of \( M \). If \( m = 1 \), then the solution of (15.1) is obviously \( M(t) = 1 \).

If \( m \neq 1 \) we employ a probabilistic argument to show that \( M \) is non-decreasing if \( m > 1 \) and nonincreasing if \( m < 1 \). We base the argument on the observation that the function \( h \) enters into (15.1) only through the constant \( m = h'(1) \). Hence if we consider, instead of \( Z \), an age-dependent branching process \( Z_1 \) with the same \( G \) but with \( h \) replaced by any \( h_1 \) such that \( h_1(1) = m \), then \( Z_1(t) \) will have the same expected value as \( Z(t) \).

In case \( m > 1 \) choose any \( h_1 \) such that \( h_1(0) = 0 \) and \( h_1'(1) = m \). The corresponding random function \( Z_1 \) is nondecreasing in \( t \), with probability 1, by the remark in Sec. 14. Hence its expectation is non-decreasing in \( t \).

In case \( m < 1 \), take \( h_1(s) = 1 - m + ms \). Then \( Z_1 \) is obviously non-increasing, with probability 1, and hence its expectation is non-increasing.

The result for \( m > 1 \) was proved by Levinson (1960), using a purely analytic method.

16. Calculation of \( M \)

In general the expectation \( M \) can be calculated only by numerical or series methods. (See, e.g., Feller (1941), Lotka (1948).) However, we can obtain an expression for the Laplace transform of \( M \) simply by taking the Laplace transform of both sides of (15.1) and using the relation

\[
\int_0^\infty e^{-st} \left[ \int_0^t f(t-y) \, dG(y) \right] \, dt = \int_0^\infty e^{-st} f(t) \, dt \int_0^\infty e^{-st} dG(t).
\]
We obtain the equation

$$\int_0^\infty e^{-st} M(t) \, dt = \frac{1 - \int_0^\infty e^{-st} dG(t)}{s \left[ 1 - m \int_0^\infty e^{-st} dG(t) \right]}, \tag{16.1}$$

which, from the theory of the renewal equation, is valid when the real part of $s$ is sufficiently large.

$M$ can be found explicitly in the important case of the multiphase birth process (Secs. 7.1 and V.15.1). In this case (16.1) leads to the expression

$$\int_0^\infty e^{-st} M(t) \, dt = \frac{[(b + s)(k - b)]/s}{(b + s)(k - 2 b)} \cdot \tag{16.2}$$

The zeros of the denominator in (16.2) are given by $\alpha_r = b \left( 2^{1/k} e^{2 \pi ir/k} - 1 \right)$, $r = 0, 1, \ldots, k - 1$. Accordingly, the right side of (16.2) has the form $\sum A_r/(s - \alpha_r)$, where the $A_r$ can be determined by the usual rules for partial fraction decompositions. Hence $M(t) = \sum A_r e^{\alpha_r t}$. Since $\alpha_0$ has a greater real part than any of the other $\alpha$'s, we have the asymptotic expression (obtained by Kendall (1948b) in another manner)

$$M(t) \sim A_0 e^{\alpha_0 t} = \frac{2^{1/k}}{2 k (2^{1/k} - 1)} e^{b(2^{1/k} - 1) t}, \quad t \to \infty. \tag{16.3}$$

This asymptotic exponential expression for the mean population size suggests the Malthusian law of population growth. We shall see in the next section that an asymptotic exponential form holds for many age-dependent processes.

### 17. Asymptotic behavior of $M$; the Malthusian parameter

The behavior of $M(t)$ as $t \to \infty$ can be determined in most cases of interest from known results on the integral equation of renewal theory. We first show that if $k'(t) = m > 1$, then $M(t)$ is asymptotically exponential, with the sole exception of the case where $G$ is a lattice distribution (see Def. 17.1 below); in this case there is an analogous result for values of $t$ on the lattice.

**Definition 17.1.** We say that $G$ is a $\Lambda$-lattice distribution if it is constant except for jumps that are located at positive integer multiples of some positive number $\Lambda$, and if $\Lambda$ is the largest such number. Any $\Lambda$-lattice distribution may be called simply a lattice distribution.

**Theorem 17.1.** Suppose $m > 1$. Define the constant $\alpha$ as the positive root of the equation

$$m \int_0^\infty e^{-\alpha t} dG(t) = 1. \tag{17.1}$$

If $G$ is not a lattice distribution then
\[ M(t) \sim n_1 e^{at}, \quad t \to \infty, \quad (17.2) \]
where
\[ n_1 = \frac{m - 1}{a m^2 \int_0^\infty e^{-at} dG(t)}. \quad (17.3) \]

The theorem is a special case of Lemma 2 of the Appendix, which is based on a result of Smith (1954), which in turn can be deduced from Wiener's general Tauberian theorem. The result can also be deduced from a Tauberian theorem of Ikehara as in the case $m=2$ treated by Bellman and Harris (1952).

In case $G$ is a $\Delta$-lattice distribution then $M(t)$ is constant on each interval $(0, \Delta), (\Delta, 2\Delta), \ldots$, and its value on the interval $(r\Delta, (r+1)\Delta)$ is given asymptotically by
\[ M(r\Delta + 0) \sim \frac{\Delta (m-1) e^{\rho \Delta}}{m^2 (1-e^{-\rho \Delta}) \int_0^\infty t e^{-at} dG(t)}, \quad r \to \infty \quad \text{through integer values.} \quad (17.4) \]

Formula (17.4) can be deduced from Theorem 2 of Täcklind (1945).

**Theorem 17.2.** If $G$ has a density $G'(t) = g(t)$, and if $\int_0^\infty (g(t))^p \, dt < \infty$ for some $p > 1$, then Theorem 17.1 can be strengthened to yield
\[ M(t) = n_1 e^{at} [1 + O(e^{-\epsilon t})], \quad t \to \infty, \quad (17.5) \]
for some $\epsilon > 0$.

The proof follows from Lemma 3 of the Appendix\(^1\).

We have already seen that if $m=1$, then $M(t) \equiv 1$. If $m < 1$, then there may be no real number $\alpha$ satisfying (17.1); such a number would have to be negative, but the Laplace transform $\int_0^\infty e^{-st} dG(t)$ may not even exist when the real part of $s$ is negative. However, if $\alpha$ does exist and if certain additional conditions hold, then (17.2) is still true.

**Theorem 17.3.** Suppose $m < 1$, $G$ is not a lattice distribution, and there exists a real $\alpha$ (necessarily negative) satisfying (17.1). Suppose in addition that $\int_0^\infty t e^{-at} dG(t) < \infty$. Then (17.2) holds, with $n_1$ again defined by (17.3).

**Proof.** Since $\alpha < 0$, we have $e^{-at}[1 - G(t)] \leq \int_t^\infty e^{-ax} dG(x)$, and hence $e^{-at}[1 - G(t)] \to 0$ as $t \to \infty$. If $0 < t < T$, we obtain by integration

---

\(^1\) Bellman and Harris (1952).
by parts
\[
\int_t^T e^{-\alpha x} dG(x) + (1 - G(T)) e^{-\alpha T} = -\alpha \int_t^T e^{-\alpha x} (1 - G(x)) dx + e^{-\alpha t} (1 - G(t)).
\]  
(17.6)

Letting \( T \to \infty \) in (17.6) we see that \( e^{-\alpha x} (1 - G(x)) \) is integrable on \( (0, \infty) \), and \( e^{-\alpha t} (1 - G(t)) \) is shown as the difference of two bounded nonincreasing functions; each is integrable on \( (0, \infty) \). Hence the condition (a) in Lemma 2 of the Appendix is satisfied, with \( f(t) = 1 - G(t) \), and the theorem follows from this lemma. \( \square \)

We follow R. A. Fisher (1930a, Chapter 2) in referring to the constant \( \alpha \) as the Malthusian parameter of the population, since it represents the geometric rate of increase postulated by Malthus.

18. Second moments

Definition 18.1. Let \( M_2(t, \tau) = \mathbb{E} [Z(t) Z(t + \tau)] \), \( t \geq 0, \tau \geq 0 \).

If \( h''(1) < \infty \), we can differentiate equation (10.1) once with respect to \( s_1 \) and once with respect to \( s_2 \). Putting \( s_1 = s_2 = 1 \), we then obtain

\[
M_2(t, \tau) = m \int_0^t M_2(t - u, \tau) dG(u) \\
+ h''(1) \int_0^t M(t - u) M(t + \tau - u) dG(u) \\
+ m \int_t^{t+\tau} M(t + \tau - u) dG(u) + 1 - G(t + \tau). 
\]  
(18.1)

(Interpret \( t \) and \( t + \tau \) as \( t + 0 \) and \( t + \tau + 0 \) in the limits of integration.)

The justification of (18.1) is similar to that of (15.1).

We have the following asymptotic result in case \( m > 1 \).

Theorem 18.1.\(^1\) If \( m = h'(1) > 1 \), if \( h''(1) < \infty \), and if \( G \) is not a lattice distribution, then

\[
M_2(t, \tau) = \frac{h''(1) m \int_0^\infty e^{-2\alpha u} dG(u)}{1 - m \int_0^\infty e^{-2\alpha u} dG(u)} e^{\alpha \tau + 2\alpha t} [1 + o(1)], \quad t \to \infty, \quad (18.2)
\]

where \( \lim_{t \to \infty} o(1) = 0 \) uniformly in \( \tau \). (Note. The denominator in (18.2) is positive because \( \int_0^\infty e^{-2\alpha u} dG(t) < \int_0^\infty e^{-\alpha u} dG(t) = 1/m \).)

\(^1\) Bellman and Harris (1952).
Proof. If $\tau$ is fixed, then (18.1) is a renewal equation for the unknown function $M_2(t, \tau)$. Multiply both sides of (18.1) by $e^{-2zt-\lambda t}$ and put

$$
\begin{align*}
K(t, \tau) &= M_2(t, \tau)e^{-2zt-\lambda t}, \quad \bar{m} = m \int_0^\infty e^{-2zt} dG(t) < 1, \\
dl(t) &= \frac{e^{-2zt}dG(t)}{\int_0^\infty e^{-2zt}dG(t)}, \\
H(m, t) &= g(t) + \bar{m}g_2(t) + \bar{m}^2g_3(t) + \cdots,
\end{align*}
$$

(18.3)

where $g_n$ is the $n$-th convolution of $G$. Then (18.1) takes the form

$$
K(t, \tau) = \bar{f}(t, \tau) + \bar{m} \int_0^t K(t - u, \tau) d\bar{G}(u),
$$

(18.4)

where, using (17.2), we see that \( \lim_{t \to \infty} \bar{f}(t, \tau) = n_1^2 h''(1) \int_0^\infty e^{-2zt}dG(t) \), uniformly for $\tau \geq 0$. Using Lemma 4 of the Appendix, with $K, \bar{m}, \bar{G}, H$, and $\bar{f}$ in place of $K, m, G, H$, and $f$, we obtain the desired result. \( \square \)

Remark. There is a corresponding result when $G$ is a lattice distribution.

Lemma 18.1. Under the conditions of Theorem 17.2, the remainder $o(1)$ in (18.2) is bounded by a term of the form $ae^{-ct}$, where $a$ and $c$ are positive constants independent of $t$ and $\tau$.

The proof is left to the reader. It follows from the application to equation (18.4) of Theorem 17.2 and Lemmas 4 and 5 of the Appendix.

19. Mean convergence of $Z(t)/n_1 e^{zt}$

It would be desirable to know whether, for $m \leq 1$, there are conditional limit theorems for $Z(t)$ analogous to those for the Galton-Watson process. No such results are known. On the other hand, when $m > 1$ the asymptotic behavior of the second moment enables us to prove the convergence in mean square of $Z(t)/\delta Z(t)$ or equivalently of $Z(t)/n_1 e^{zt}$. This will be done in Theorem 19.1, which forms the first step in the demonstration (completed in Secs. 20 and 21) that $Z(t) \sim n_1 e^{zt} W$ as $t \to \infty$, where $W$ is a random variable independent of $t$ that (excepting events of probability 0) is 0 if and only if $Z(t) \to 0$.

Definition 19.1. Let $W_t = Z(t)/n_1 e^{zt}$.

Lemma 19.1. If $m > 1$, $h''(1) < \infty$, and if $G$ is not a lattice distribution, then

$$
\lim_{t \to \infty} \delta [W_t - W] = 0 \text{ uniformly in } \tau, \quad \tau \geq 0.
$$

(19.1)

The proof follows directly from Theorem 18.1 and is omitted.
Theorem 19.1. If \( m > 1 \), \( h''(1) < \infty \), and \( G \) is not a lattice distribution, then \( W_t \) converges in mean square to a random variable \( W \) as \( t \to \infty \), and

\[
\mathbb{E} W = 1,
\]

\[
\text{Variance } W = \left\{ \frac{(m + h''(1)) \int_0^\infty e^{-2xt} dG(t) - 1}{1 - m \int_0^\infty e^{-2xt} dG(t)} \right\}.
\]

(19.2)

The variance of \( W \) is positive.

Proof. The mean convergence of \( W_t \) follows from (19.1). The values of the mean and variance are consequences of the asymptotic forms for \( \mathbb{E} Z(t) \) and \( \mathbb{E} [Z(t)Z(t + \tau)] \) found above, since

\[
\mathbb{E} W = \lim_{t \to \infty} \mathbb{E} \left[ \frac{Z(t)}{n t e^{2t}} \right],
\]

\[
\mathbb{E} W^2 = \lim_{t \to \infty} \mathbb{E} (W_t)^2 = \lim_{t \to \infty} \mathbb{E} \left[ \frac{Z^2(t)}{n^2 t^2 e^{22t}} \right].
\]

In order to see that Variance \( W > 0 \), we observe, using the Schwarz inequality, that

\[
(m + h''(1)) \int_0^\infty e^{-2xt} dG(t) = \sum r^2 \hat{p}_r \int_0^\infty e^{-2xt} dG(t)
\]

\[
\geq (\sum r^2 \hat{p}_r)^2 \left( \int_0^\infty e^{-2xt} dG(t) \right)^2 = m^2 \left( \frac{1}{m} \right)^2 = 1.
\]

(19.3)

The inequality in (19.3) will be strict unless both \( \nu \) and \( \ell \) are constants with probability 1, and this is ruled out by the assumption that \( G \) is not a lattice distribution. This gives the desired result. ⌣

The mean convergence of \( W_t \) to \( W \) implies also that the distribution of \( W_t \) converges to that of \( W \). Levinson (1960) has shown that even if \( h''(1) = \infty \), the distribution of \( W_t \) converges to the distribution of a non-constant random variable, provided \( h \) satisfies the weaker condition of Sec. I.8.1, Remark 3, and provided \( G \) is absolutely continuous. It is not known whether in this case there is convergence in probability of \( W_t \) to a random variable \( W \).

20. Functional equation for the moment-generating function of \( W \)

Definitions 20.1. Let

\[
\varphi(s, t) = \mathbb{E} e^{-sW_t} = F(e^{-s/m_e^{2t}}, t), \quad \text{Re}(s) \geq 0,
\]

\[
\varphi(s) = \mathbb{E} e^{-sW}, \quad \text{Re}(s) \geq 0.
\]

Replacing \( s \) by \( e^{-s/m_e^{2t}} \) in (7.3), we obtain

\[
\varphi(s, t) = e^{-s/m_e^{2t}}(1 - G(t)) - \int_0^t h [\varphi(s e^{-zu}, t - u)] dG(u).
\]

(20.1)

\[1\] Bellman and Harris (1948, 1952).
The mean convergence, and convergence in distribution, of $W_t$ to $W$ imply that $\varphi(s, t) \to \varphi(s)$. Considering (20.1) as $t \to \infty$, we thus obtain the functional equation
\[
\varphi(s) = \int_0^\infty h[\varphi(se^{-au})] \, dG(u), \quad Re(s) \geq 0, \tag{20.2}
\]
which holds under the conditions of Theorem 19.1.

**Remark 1.** It is obvious that $Z(t) \to 0$ implies $W = 0$. We want to show that the converse is true with probability 1. (See Remark 1, Sec. I.8.1.) We can do this by showing that $P\{W = 0\} = q$, the probability of extinction (see Theorem 5.2, Corollary). Let $q_1 = P\{W = 0\}$. Then $q_1 = \lim_{s \to \infty} \varphi(s)$. Letting $s \to \infty$ in (20.2), we obtain the equality $q_1 = h(q_1)$. Since the variance of $W$ is positive, we cannot have $q_1 = 1$, and hence we must have $q_1 = q$.

**Remark 2.** Levinson (1960) has shown that under the conditions mentioned at the end of Sec. 19, $\varphi$ is the only solution of (20.2) defined for $0 \leq s < \infty$ such that $\varphi(0) = 1$, $\varphi'(0) = -1$, $|\varphi(s)| \leq 1$.

It can be shown that $\varphi$ is analytic in a neighborhood of $s = 0$ in the case $h(s) = s^2$. It seems likely that $\varphi$ has this property whenever $h$ is analytic at $s = 1$; this is true for the Galton-Watson process.

### 21. Probability 1 convergence of $Z(t)/n_1 e^{at}$

We next want to show that if $m > 1$, then $Z(t)$ is asymptotically exponential, that is, $Z(t) \sim n_1 W e^{at}$, $t \to \infty$, where $W$ is the random variable of the preceding two sections. We shall see that this is true provided $G$ satisfies a certain condition that is reasonable for most applications.

**Theorem 21.1.** Suppose $m > 1$, $h''(1) < \infty$, and $G$ is not a lattice distribution. Suppose in addition that
\[
\int_0^\infty \sigma(W_t - W)^2 \, dt < \infty. \tag{21.1}
\]
Then $Z(t)/n_1 e^{at}$ converges with probability 1 to the random variable $W$ as $t \to \infty$.

**Corollary.** If $m > 1$, $h''(1) < \infty$, and $G$ has a density $G'(t) = g(t)$, such that $\int_0^\infty g(t)^p \, dt < \infty$ for some $p > 1$, then we have convergence with probability 1.

The corollary is deduced from Theorem 21.1 by using Lemma 18.1. This implies that $\sigma(W_t - W)^2 = O(e^{-at})$.

\[\text{Bellman and Harris (1948, 1952).}\]
\[\text{Bellman and Harris (1952).}\]
\[\text{See note to Theorem 25.1.}\]
Proof of Theorem 21.1. We first give the proof for the case $\phi_0 = 0$, considering only family histories $\omega$ such that $Z(t, \omega)$ is a finite non-decreasing step function of $t$. According to Sec. 14, this excludes only a set of family histories whose total probability is 0.

From (21.1) it follows that the integral $\int_0^\infty (W_t - W)^2 \, dt$ is finite with probability 1.

Since $Z$ is nondecreasing in $t$, we have

$$W_{t+\tau} \geq \frac{Z(t+\tau)}{\alpha_1 \alpha_2 \tau} \geq e^{-\alpha \tau} W_t, \quad \tau \geq 0. \tag{21.2}$$

Now, putting $W_t \! = \! W_t(\omega)$ and $W \! = \! W(\omega)$ for explicitness, suppose that there is an $\omega$ such that the statement $\lim_{t \to \infty} W_t(\omega) = W(\omega)$ is not true. Since $W$ is positive with probability 1 (Sec. 20, Remark 1), we shall suppose $W(\omega) > 0$. Let us suppose first that $\limsup_{t \to \infty} W_t(\omega) > W(\omega)$. Then there is a $\delta > 0$ and a sequence $t_1 < t_2 < \ldots$ such that $t_{i+1} - t_i > \delta / (1 + \delta)$, and such that $W_{t_i}(\omega) > W(\omega) (1 + \delta)$, $i = 1, 2, \ldots$; and the $t_i$ may depend on $\omega$.

Using (21.2) and the relation $e^{-\alpha \tau} \geq 1 - \alpha \tau$, we have, for the same $\omega$,

$$W_{t_i + \tau} \geq (1 - \alpha \tau) (1 + \delta) W, \quad \tau \geq 0,$$

and hence, putting $t = t_i + \tau$ in the second integral in (21.3),

$$\int_{t_i}^{t_{i+1}} [W_t(\omega) - W(\omega)]^2 \, dt \geq \int_{t_i}^{t_{i+1}} [W_t - W]^2 \, dt \geq \frac{W^2 \delta^2}{3(1 + \delta)}.$$  

But from (21.3) we see that $\int_0^\infty [W_t(\omega) - W(\omega)]^2 \, dt$ is infinite. Hence the inequality $\limsup_{t \to \infty} W_t(\omega) > W(\omega)$ cannot hold for a set of $\omega$'s of positive probability.

Now suppose $\liminf_{t \to \infty} W_t(\omega) < W(\omega)$ for some $\omega$ with $W(\omega) > 0$. Then there is a sequence $t_1 < t_2 < \ldots$, $t_{i+1} - t_i > 1/\alpha$, and a number $\delta$, $0 < \delta < 1$, such that $W_{t_i} < (1 - \delta) W$. From (21.2)

$$W_{t_i + \tau} \leq (1 - \delta) W e^{\alpha \tau} \leq \frac{(1 - \delta) W}{1 - \alpha \tau}, \quad 0 \leq \tau < \frac{1}{\alpha}. \tag{21.4}$$

It follows from (21.4) that $\int_{t_i - \delta / \alpha}^{t_i} (W - W_t)^2 \, dt$ is bounded below by a positive number independent of $i$, and hence $\int_0^\infty (W - W_t)^2 \, dt = \infty$. Hence $\liminf_{t \to \infty} W_t(\omega) \geq W(\omega)$, with probability 1. Hence if $\phi_0 = 0$, we must have

$$P \{ \lim_{t \to \infty} W_t = W \} = 1.$$
If \( p_0 > 0 \), then we use the decomposition already used in Sec. 14; this decomposition has been used for other purposes in unpublished work of R. N. Snow. We write

\[
Z(t) = \tilde{Z}(t) - Z_D(t),
\]

where \( \tilde{Z}(t) \) and \( Z_D(t) \) are, respectively, the total number of objects born at or before \( t \) (counting the initial object) and the total number dying at or before \( t \). The generating function of \( \tilde{Z}(t) \) satisfies an equation similar to (7.3), whose derivation we leave to the reader. There is likewise a counterpart to (10.1). We can then show that \( \tilde{Z}(t)/n_1 e^{at} \) converges in mean square to a random variable \( \tilde{W} \), and since \( \tilde{Z} \) is monotone we can argue as above to show that there is convergence with probability 1. Similarly \( Z_D(t)/n_1 e^{at} \) converges with probability 1 to a random variable \( W_D \). Hence \( Z(t)/n_1 e^{at} \) converges to \( W \) with probability 1. \( \square \)

The argument used above, going from the finiteness of \( \int_0^\infty (W_t - W)^2 \, dt \) to the existence of a limit for \( W_t \) is similar to that employed to study the behavior of the solutions of certain differential equations; see Bellman (1953, pp. 155–156).

### 22. The distribution of \( W \)

The distribution of \( W \) can be studied by means of the functional equation (20.2) satisfied by its moment-generating function \( \varphi \). For example, the second and higher moments of \( W \) are uniquely determined by differentiation of (20.2) at \( s = 0 \). It can be shown that if the \( k \)-th derivative \( h^{(k)}(1) \) is finite then \( \mathbb{E} W^k \) is finite, \( k = 3, 4, \ldots \), and \( \mathbb{E} [Z(t)]^k \sim n_k e^{kat} \mathbb{E} W^k \), \( t \to \infty \), provided \( G \) is not a lattice distribution.

We can also make deductions about \( W \) by studying the behavior of \( \varphi(it) \) as \( t \to \pm \infty \). This was done for the case \( h(s) = s^d \) by Bellman and Harris (1948, 1952), and we state the more general results here without proof since the methods are similar, after some manipulation of (20.2)\(^1\).

**Theorem 22.1.** Suppose \( m > 1 \), \( h''(1) < \infty \), and \( G \) is not a lattice distribution. Then the distribution \( K(u) = \mathbb{P}\{W \leq u\} \) is continuous except for a jump of magnitude \( q \) at \( u = 0 \), where \( q \) is the smallest nonnegative root of \( s = h(s) \). If in addition \( G \) satisfies \( 1 - G(t) = O(e^{-ct}) \), \( t \to \infty \), for some \( c > 0 \), then \( K \) is absolutely continuous for \( u > 0 \).

---

\(^1\) In Bellman and Harris (1952) the words "for \( t \) sufficiently large" should be added to formula (12), p. 291. On the following page, add to the end of the line following (19) the words "(12) holds for \( t \geq t_0 \) and so that...."
23. Application to colonies of bacteria

The most obvious application of age-dependent branching processes is to the growth of a colony of bacteria, or other cases in which reproduction occurs only once during the life of the organism. Powell (1955) has discussed the realism of the assumption that the life-lengths of all bacteria in a colony are independent, with the same distribution. For the bacteria considered by Powell, there seems to be a positive correlation between the life-lengths of sister cells, although not between mothers and daughters. We shall indicate in a later section how extensions of our model can take account of certain kinds of dependence between life-lengths. Perhaps a more serious defect of our model is that inhomogeneities develop in the actual culture, and different subfamilies develop at different rates.

Nevertheless, experiments do show that the growth of a colony is exponential and almost deterministic during a period known as the logarithmic phase. This period begins after the early stages, and lasts until the bacteria are so concentrated that they interfere with one another. The reader can find diagrams illustrating the logarithmic phase in Hinshelwood (1946, Chapters II and III). These diagrams show that log \( Z(t) \) is approximately linear during the logarithmic phase.

To the extent that our model is valid, repeated experiments with the same type of bacteria should show a period of logarithmically linear growth in each case, with the same slope \( \alpha \) in each case but different intercepts, the variation in intercepts representing the variability of \( W \). The author does not know of any experiments of this kind. In any case the results would have to be treated cautiously, since a culture of real bacteria will sometimes undergo a lag before multiplication begins, and the variability of this lag would be confounded with the variability of \( W \).

For the binary case, (19.2) reduces to

\[
\text{Variance } W = \frac{8 \text{ Variance } e^{-\alpha t}}{1 - 4 \text{ Variance } e^{-\alpha t}}, \tag{23.1}
\]

where \( t \) is the life-length of a single object. Conversely, if the variance of \( W \) could be determined from experiments, then (23.1) would enable us to determine the variance of \( e^{-\alpha t} \).

Data of Kelly and Rahn (1932; see also Kendall 1948b) suggest that we can approximate the life-length density for bacteria of a certain type by

\[
G'(t) = \frac{b^k}{\Gamma(k)} t^{k-1} e^{-bt}, \quad k > 0, \quad b > 0,
\]

where \( k = 20 \) and \( b = 40 \) when time is measured in hours. In this case

\[
\int_0^\infty e^{-st} dG(t) = (1 + s/b)^{-k}, \quad \alpha = b(2^{1/k} - 1), \quad \varepsilon \ell = k/b = 1/2, \quad \text{Var } \ell = k/b^2 = 1/80,
\]
and \( \text{Var}(e^{-xt}) = (1+2x/b)^{-k} - \frac{1}{4} = 0.00587 \). Then from (23.4) we have \( \text{Var} W = 0.048 \) and \( \sigma(W) = \sqrt{\text{Var} W} = 0.22 \). It is interesting to note that \( \sigma(t)/\sigma W = \sqrt{k} = 0.22 \), and \( \sigma(W)/\sigma W = \sigma(W) = 0.22 \). That is, the coefficient of variation of \( W \) is approximately equal to the coefficient of variation of \( t \). This relationship was first pointed out by D. G. Kendall (1948b). Waugh (1955) has studied the coefficient of variation for models of the type mentioned in Sec. 28.1.

24. The age distribution

Consider a simple renewal or replacement process; this is an age-dependent branching process of a degenerate sort, with \( h(s) = s \). If \( X(t) \) is the age of the object present at time \( t \), it is a well-known result of renewal theory that under suitable conditions on \( G \)

\[
\lim_{t \to \infty} \text{Prob}(X(t) \leq x) = \frac{\int_0^\infty [1 - G(t)] \, dt}{\int_0^\infty [1 - G(t)] \, dt}.
\]

(24.1)

Notice that the mean life-length \( \int_0^\infty t \, dG(t) \) is also equal to \( \int_0^\infty [1 - G(t)] \, dt \).

In a branching process, one might expect the ages of the objects present after a long time to be distributed, at least in an average sense, according to (24.1), since any one line of descent represents a renewal process. However, the multiplication of objects changes the situation. For example, if \( m > 1 \) then the proportion of younger objects is greater than in (24.1), since each old object that dies is replaced, on the average, by more than one new one.

We shall see that in an age-dependent branching process with the Malthusian parameter \( \alpha \), we have instead of (24.1) the limiting distribution

\[
A(x) = \frac{\int_0^\infty e^{-\alpha t} [1 - G(t)] \, dt}{\int_0^\infty e^{-\alpha t} [1 - G(t)] \, dt},
\]

(24.2)

under suitable conditions on \( G \). If \( \alpha \neq 0 \) (i.e., \( m \neq 1 \)), we have the alternative expression

\[
A(x) = \frac{\alpha \int_0^\infty e^{-\alpha t} [1 - G(t)] \, dt}{1 - 1/m}.
\]

(24.2a)

The form of the distribution (24.2) has been known at least since 1907; see Lotka (1922) for references.

Definition 24.1. We shall call \( A(x) \) the limiting age distribution.

We shall see that under appropriate conditions the expected number of objects of age \( \leq x \) is approximately proportional to \( A(x) \) when \( t \) is
large. Moreover, if \( m > 1 \), then the actual fraction of the population of age \( \leq x \) converges to \( A(x) \) when \( Z(t) \) does not go to 0. That is, \( A \) is a true limiting distribution of ages whenever the population does not die out.

We make the following definition, first recalling that \( Z(x, t) \) is the number of objects at time \( t \) of age \( \leq x \).

**Definition 24.2.** Let \( M(x, t) = e^t Z(x, t) \).

Before proving the above statements, let us consider an elementary argument given by R. A. FISHER (1930a, Chapter II) that enables us to deduce the form of \( A(x) \) and also the value of the Malthusian parameter \( \alpha \).

If a population has a stationary age distribution \( A(x) \) (see Sec. 24.2), it is reasonable to suppose that the expected population size is proportional to an exponential, say \( e^{\alpha t} \). Then the birth rate is also proportional to \( e^{\alpha t} \). Take the birth rate at time 0 to be 1; then the rate at time \( -x < 0 \) is \( e^{-\alpha x} \). Now the mean number of births between times 0 and \( dx \) due to a parent born at \( -x \) is \( mg(x) \, dx \), where \( g(x) = G(x) \) and \( m \) is the mean number of objects per birth. Hence we have the equation

\[
1 = m \int_0^\infty e^{-\alpha x} g(x) \, dx,
\]
which determines \( \alpha \).

In order to determine \( A(x) \), we observe that an object is of age \( \leq x \) at time 0 if and only if it was born at time \( -t \geq -x \) and survived at least to the age \( t \). Since the birth rate \( t \) units prior to 0 is \( e^{-\alpha t} \) and the probability of survival is \( 1 - G(t) \), \( A(x) \) must be proportional to

\[
\int_0^x e^{-\alpha t} [1 - G(t)] \, dt.
\]
Thus we obtain the form (24.2) for \( A(x) \).

**24.1. The mean age distribution.** If \( F(x, s, t) \) is the generating function of \( Z(x, t) \), then \( F \) satisfies the equation

\[
F(x, s, t) = \left[ 1 - G(t) \right] \left[ s J(x-t) + 1 - J(x-t) \right] \\
+ \int_0^t h[F(x, s, t-y)] \, dy,
\]  
(24.3)

where \( J(t) = 1, t \geq 0 \), and \( J(t) = 0, t < 0 \). Equation (24.3) is deduced almost exactly as (7.3). From (24.3) we then deduce the equation

\[
M(x, t) = [1 - G(t)] J(x-t) + m \int_0^t M(x, t-y) \, dG(y).
\]  
(24.4)

Applying Lemma 2 of the Appendix, we then have the following result for the mean age distribution.

**Theorem 24.1.** If \( G \) is not a lattice distribution, if there exists a real \( \alpha \) satisfying (17.1), and if \( \int_0^\infty e^{-\alpha t} \, dG(t) < \infty \), then for each \( x, 0 \leq x < \infty \), we have

\[
M(x, t) \sim n_1 e^{\alpha t} A(x), \quad t \rightarrow \infty,
\]  
(24.5)

1 This equation appeared with part of the right side missing in HARRIS (1951).
where \( n_x \) and \( x \) are defined by (17.3) and (17.4), except that if \( m=1 \), then \( n_x=1 \). (If \( m > 1 \), then \( x \) exists and is positive and the condition

\[
\int_0^\infty t e^{-xt} dG(t) < \infty
\]

is satisfied automatically.)

### 24.2. Stationarity of the limiting age distribution

As we should expect, the limiting age distribution has the property of stationarity. That is, if at time 0 the expected number of objects of age \( \leq x \) is proportional to \( A(x) \) for each \( x \geq 0 \), then at all later times the same is true.

In order to make this statement more precise we must extend the notion of an age-dependent branching process to include the case in which the initial object has an arbitrary age \( x \). The generating function and the moments then satisfy integral equations similar to those for the case in which \( x = 0 \).

Let \( M(x, y, t) \) be the expected number of objects of age \( \leq y \) at time \( t \), if there is one object of age \( x \) at time 0. Suppose \( N(x) \) is the number of objects of age \( \leq x \) in some population at time 0. Then the expected number of objects of age \( \leq x \) at time \( t \) is \( M_t N(x) \), where the linear operator \( M_t \) is defined by

\[
M_t N(x) = \int_0^\infty M(z, x, t) dN(z).
\]

According to Lotka (1922) we have

\[
\int_0^\infty M(z, x, t) dA(z) = e^{zt} A(x), \quad x \geq 0,
\]

and it is in this sense that \( A \) is stationary. It is not clear under just what conditions Lotka's arguments can be applied. However, the author believes (24.6) to be true whenever the conditions of Theorem 24.1 hold. The simplest way to prove (24.6) seems to be to prove the corresponding relation for the Laplace transforms on \( t \).

### 24.3. The reproductive value

We may regard the distribution \( A(x) \) as a left eigenfunction of the operator \( M_t \), corresponding to the eigenvalue \( e^{zt} \). There is also a right eigenfunction \( V(x) \), not a distribution, defined only for nonnegative values of \( x \) such that \( G(x) < 1 \), by

\[
V(x) = \frac{e^{x}}{1-G(x)} \int_x^\infty e^{-yu} dG(u),
\]

and satisfying the equation

\[
\int_0^\infty V(y) dM(x, y, t) = e^{zt} V(x).
\]
The function $V$ has the following interpretation. Suppose that at time 0 we conduct a $V$-census. That is, each object contributes an amount depending on its age, an object of age $x$ contributing the amount $V(x)$. If the ages of the objects present at time 0 are $x_1, x_2, \ldots, x_n$, then the value of the $V$-census is $V(x_1) + \cdots + V(x_n)$; according to (24.7), the expected value of the $V$-census at time $t$ is $e^{xt} (V(x_1) + \cdots + V(x_n))$. Thus the expected growth of a $V$-census is exactly in accordance with the Malthusian rate, while an ordinary census may change at a different rate if the age distribution of the population is different from the stationary distribution $A$. This feature of the $V$-census was pointed out by R. A. Fisher (1930a, Chapter II), who called $V(x)$ (or a value proportional to it) the reproductive value of an object of age $x$. The author believes (24.7) to hold whenever the conditions of Theorem 24.1 are satisfied.

If $V_t$ is the value of a $V$-census taken at time $t$, then from (24.7) we deduce, at least heuristically, that $e^{-xt}V_t$ is a martingale (compare Sec. II.12.1).

25. Convergence of the actual age distribution

It is reasonable to suppose that the distribution of ages in the population converges to the distribution $A$ if the population does not die out. In this connection we have the following result. Recall that $Z(x, t)$ is the number of objects of age $\leq x$ at time $t$. We are again supposing the initial object to have age 0 at $t = 0$.

**Theorem 25.1.** Suppose $m > 1, h''(t) < \infty$, and $G$ has a density $G'(t) = g(t)$, where $\int_0^\infty (g(t))^p \, dt < \infty$ for some $p > 1$. Then

$$P\left\{ \lim_{t \to \infty} \frac{Z(x, t)}{n_t e^{xt}} = A(x) W \text{ for each } x \geq 0 \right\} = 1. \quad (25.1)$$

**Note.** The result is probably true under only the conditions of Theorem 24.1.

**Corollary.** Under the condition that $Z(t)$ does not go to 0 as $t \to \infty$, the ratio $Z(x, t)/Z(t)$ converges to $A(x)$ for each $x$, with probability 1.

We shall only briefly indicate the principal steps of the proof.

If $f$ is any nonnegative bounded function, we put

$$Z_f(t) = \int_0^\infty f(x) \, d_x Z(x, t).$$

By methods similar to those of the earlier sections of this chapter we can deduce integral equations for the generating function and the

---

1 Announced by Harris (1960c). A similar result for mean square convergence appeared in Harris (1951).
moments of $Z_f$. It can then be shown that $Z_f(t)/n_1 e^{zt}$ converges in mean square as $t \to \infty$ to $(n_1/n_t)W$, where $n_1$ is defined by (17.3),

$$
\frac{n_1}{n_t} = \frac{\alpha m}{m-1} \int_0^\infty f(t) \left(1 - G(t)\right) e^{-zt} dt,
$$

and $W$ is the random variable of Theorems 21.1 and 19.1. (This holds under the milder restrictions of Theorem 19.1.)

If $f_x(y) = 1$ for $0 \leq y \leq x$ and $f_x(y) = 0$ otherwise, then $Z_{f_x}(t) = Z(x, t)$, and it would be natural to prove Theorem 25.1 by deducing the probability 1 convergence of $Z(x, t)/n_1 e^{zt}$ from its mean square convergence, as in Theorem 21.1. The argument used there cannot apply without modification, however, since even if $h(0) = 0$, the quantity $Z(x, t)$ need not be an increasing function of $t$.

We carry out the argument by considering first a special class $C$ of functions $f(y) = f_{a,b}(y)$, $0 \leq a \leq \infty$, $0 \leq b < \infty$, where

$$
f_{a,b}(y) =
\begin{cases}
1, & 0 \leq y < a, \\
e^{-b(y-a)}, & y \geq a.
\end{cases}
$$

These functions have the property

$$
f_{a,b}(y_2) \geq f_{a,b}(y_1) e^{-b(y_2-y_1)}, \quad y_2 \geq y_1. \tag{25.2}
$$

If $p_0 = 0$, so that we may suppose $Z(t)$ to be nondecreasing in $t$, then (25.2) implies that for $f = f_{a,b}$ we have, for any $\tau \geq 0$,

$$
e^{-z(t+\tau)}Z_{f}(t+\tau) \geq e^{-b(a+t)} e^{-zt} Z_f(t). \tag{25.3}
$$

We can then use (25.3), as (21.2) is used in the proof of Theorem 21.1, to show that $Z_f(t)/n_1 e^{zt}$ converges in probability 1 to $n_1 W/n_t$ whenever $f$ is a function of class $C$ and $p_0 = 0$.

In order to extend the result to $Z(x, t)$, supposing first that $p_0 = 0$, we observe that if $0 \leq a < x$, then

$$
\int_0^\infty f_{a,b}(y) d_y Z(y, t) = \int_0^\infty f_y Z(x, t) + e^{-b(x-a)} Z(t).
$$

Hence

$$
e^{-zt} Z_{f_{a,b}}(t) - e^{-b(x-a)} e^{-zt} Z(t) \leq e^{-zt} Z(x, t) \leq e^{-zt} Z_{f_{a,b}}(t). \tag{25.4}
$$

Letting $t \to \infty$ in (25.4), we have, with probability 1,

$$
n_{f_{a,b}} W - e^{-b(x-a)} n_1 W \leq \liminf_{t \to \infty} e^{-zt} Z(x, t) \leq \limsup_{t \to \infty} e^{-zt} Z(x, t) \leq n_{f_{a,b}} W. \tag{25.5}
$$

Letting $b \to \infty$ in (25.5) and recalling the definition of $f_x$, we obtain

$$
n_{f_x} W \leq \liminf_{t \to \infty} e^{-zt} Z(x, t) \leq \limsup_{t \to \infty} e^{-zt} Z(x, t) \leq n_{f_x} W. \tag{25.6}
$$
If we then let $a \to x$ in (25.6) and note that $n_x = n_1 A(x)$, we obtain the desired result when $p_0 = 0$. If $p_0 > 0$, we obtain the result by treating births and deaths separately, somewhat as in the proof of Theorem 21.1.

26. Applications of the age distribution

In this section we make the assumptions of Theorem 19.1. Note that $\ell_1$ and $\ell_2$ do not have the same meaning as in Def. 2.2.

26.1. The mitotic index. Let us consider a family of cells (e.g., bacteria) multiplying by fission. Let $m$ denote the mean number per fission (usually two). Before dividing, a cell undergoes a period of preparation called mitosis. The fraction of cells undergoing mitosis at a given time is called the mitotic index.

We shall suppose that the life-length of a cell is $\ell = \ell_1 + \ell_2$, where $\ell_1$ represents the premitotic and $\ell_2$ the mitotic period. In a large population where each cell, at death, is replaced by an average of just one new cell, the mitotic index should be equal to $\rho \ell_2 / \rho (\ell_1 + \ell_2)$. However, we have already pointed out in Sec. 24 that in an increasing population the proportion of younger cells is increased, and hence the observed mitotic index should be less than the value just suggested.

Suppose that a living cell of age $y$ has a probability $p(y)$ of being in mitosis. Then the mitotic index in a population whose age distribution is approximately the limiting distribution $A$ defined by (24.2) is approximately $\int p(y) dA(y)$. We shall call this quantity the limiting mitotic index. A simple calculation shows that, whether or not $\ell_1$ and $\ell_2$ are independent, $p(y) = [G_1(y) - G(y)]/[1 - G(y)]$, where $G_1$ is the distribution of $\ell_1$. Hence, using (24.2),

$$\text{limiting mitotic index} = \frac{\int [G_1(y) - G(y)] e^{-ay} dy}{\int [1 - G(y)] e^{-ay} dy}.$$  \hspace{1cm} (26.1)

If $\psi_1$ and $\psi$ are the moment-generating functions of $\ell_1$ and $\ell$, then (26.1) becomes\(^1\)

$$m \psi_1(x) \frac{1}{m-1},$$  \hspace{1cm} (26.2)

where we have used the relation $\int_0^\infty e^{-ay} G(y) dy = \psi(x)/x = 1/mx$ (see (17.1)).

Formula (26.2) becomes very simple if we can make the following assumption, whose plausibility will not be defended.

Assumption. The premitotic and mitotic periods are random quantities that are independent of one another. Moreover, the premitotic period is

\(^1\) Harris (1959b).
distributed as the sum of \( n \) independent periods, each distributed like the mitotic period. Here \( n \) is an arbitrary positive integer.

Roughly speaking, the premitotic period is assumed to be \( n \) times as long as the mitotic period and to have \( n \) times as much variance.

Let \( \psi_2 \) be the moment-generating function of \( \ell_2 \).

Under the above assumption, we have

\[
1/m = \psi(x) = \psi_1(x) \psi_2(x) = (\psi_1(x))^{(n+1)/n}.
\]

Then (26.2) becomes \((m^{1/(n+3)}-1)/(m-1)\). In the case of binary fission the limiting mitotic index is then \( 2^{1/(n+1)} - 1 \), which is approximately \( \log 2/(n+1) = 0.693/(n+1) \) when \( n \) is large. The factor 0.693 thus represents the effect of the expansion of the population, since in a population of steady size, the limiting mitotic index would be \( 1/(n+1) \).

The mitotic index is important in some biological investigations; see, e.g., WALKER (1954).

HOFFMAN, METROPOLIS, and GARDINER (1956) studied the mitotic index using random sampling experiments. They give the formula 0.693 \& \ell_2 | \& \ell_1 for the limiting mitotic index, under certain conditions. (See footnote, p. 177 of their paper.)

26.2. The distribution of life fractions. If a cell at a certain instant of time \( t \) has the age \( x \), and if its total life span, past and future, is \( t \), we shall call the ratio \( x/t \) the life fraction of the cell at \( t \), denoting this ratio by \( r \). We could conceivably relate \( r \) to some measurable characteristic of the cell, such as its content of the basic substance DNA; see, for example, WALKER (1954) for a discussion of one theory of such a relation, and some of its shortcomings.

Thus it is of some interest to be able to calculate the distribution of \( r \) in a population of cells. Let \( R(\rho) \) be the expected proportion of cells for which the life fraction \( r \) is less than \( \rho \), if the population has the limiting age distribution \( A \). We leave it to the reader to show that

\[
R(\rho) = \frac{m}{m-1} \left[ 1 - \int_0^\infty e^{-\rho t} dG(t) \right], \quad 0 \leq \rho \leq 1.
\]  

(26.3)

27. Age-dependent branching processes in the extended sense

We recall the definition \( Z(x, t, \omega) = \) number of objects of age \( \leq x \) at \( t \) for the family history \( \omega \). For each \( t \) and \( \omega \), we may consider \( Z(\cdot, t, \omega) \) as a point-distribution with objects of types (ages) \( x_1, x_2, \ldots \), where \( x_1, x_2, \ldots \) are the jumps of \( Z \). Hence we have a random function of \( t \) whose values are point-distributions.

It is intuitively plausible that this is an example (in continuous time) of the general branching processes discussed in Chapter III. Moreover,
the expectations $M(x, y, t)$ of Sec. 24.2 should have the semigroup property

$$M(x, y, t_1 + t_2) = \int_0^\infty M(z, y, t_2) d_z M(x, z, t_1).$$

(27.1)

We shall not prove or use the above assertions. The reader might try constructing a proof of (27.1) as an exercise in the use of conditional probabilities.

28. Generalizations of the mathematical model

Our model for age-dependent branching processes can be generalized in a number of ways, of which we shall mention three briefly in this section. In the following section another model will be discussed at somewhat greater length.

28.1. Transformation probabilities dependent on age. We have supposed that when an object is transformed, the probabilities $p_n$ of transformation into $n$ objects are independent of the age of the object. Waugh (1955, 1961) has generalized the model to allow the $p_n$ to depend on the age at the time the transformation occurs and has studied certain cases extensively.

28.2. Correlation between sister cells. We have already pointed out that data of Powell (1955) suggest that in the multiplication of bacteria, the life-lengths of sister cells are correlated, while the life-lengths of mother and daughter are not. Let us formulate a model that enables us to treat some kinds of dependencies in the case of binary fission. Suppose that the life-length of a cell has the mean value $\mu$ and the variance $\sigma^2$, and that $\rho$ is the correlation between the life-lengths of sister cells, $0 \leq \rho < 1$. We can attain these parametric values by assuming that if $t_1$ and $t_2$ are the life-lengths of sister cells, then $t_1 = X + Y_1$, $t_2 = X + Y_2$, where $X$, $Y_1$, and $Y_2$ are independent, $\Delta X + \Delta Y_1 = \Delta X + \Delta Y_2 = \mu$, Variance $X = \rho \sigma^2$, Variance $Y_1 = \text{Variance} Y_2 = (1 - \rho) \sigma^2$.

Suppose further that $Y_1$ and $Y_2$ have the same probability distribution. Let $F(s, t)$ be the generating function of the number of objects at time $t$ if initially there is one object of age 0, given that $X$ for the initial object has the value $x$. The reader should now be able to write an integral equation for $F$, somewhat more complicated than (7.3), and to treat the moments by means of renewal-type equations. The reader might prove, as a research exercise, that the mean number of objects is the same as it would be for the same distribution of life-lengths with independence, while the variance is at least as large (and presumably larger).

28.3. Multiple types. Suppose there are $k$ types of objects, the $i$-th type having a life-length distribution $G_i$ and a generating function $h_i(s_1, s_2, \ldots, s_k)$ for the new objects when a transformation occurs. We
can then write down a system of \( k \) equations for the generating functions 
\[ F_i(s_1, \ldots, s_k, t), \]
where \( F_i \) corresponds to an initial object of type \( i \). Such systems have been studied in detail by R. N. Snow (1959a, 1959b). Perhaps they can be useful for treating the case of correlations between mother-and-daughter objects or sister objects. The moments can be studied by means of systems of renewal-type equations; see Bellman and Cooke (1963), pp. 257–264.

An important case of more than one type occurs when there are mutations. The well-known experiments and theoretical discussion of Luria and Delbrück (1943) are a most interesting example of inductive reasoning about the nature of certain mutations. We shall not discuss this topic here, but refer the reader to papers of Armitage (1952), Harris (1951), and particularly Kendall (1952) for further results, discussion, and references to additional work.

29. Age-dependent birth-and-death processes

In this section we discuss, without attempting rigor, a process that is closely related to age-dependent branching processes. Suppose that a living object of age \( x \) has a probability \( \lambda(x) \, dx \) of giving birth to another object before it reaches age \( x + dx \), this probability being independent of the past history of the object. Multiple births are excluded. Moreover, an object of age \( x \) has a probability \( \mu(x) \, dx \) of dying before age \( x + dx \), independently of past history. What complicates the new model is that when a new object has just been born, we have both an object of age 0 and one of age \( x \), which may still produce further objects; whereas in the earlier model the objects present after the first birth are all of age 0.

The above model seems to have been first considered (in a probabilistic, as opposed to a mean-value, sense) by D. G. Kendall (1949); see also Kendall (1952) and Bartlett (1955).

Age-dependent birth-and-death processes are possible models for the multiplication of animals or plants that reproduce more than once in a lifetime. Just as in the case of other branching processes, we must suppose the environment adequate so that the creatures in the process behave independently of one another. If there are two sexes, we should presumably follow only one.

We shall suppose throughout that \( \lambda \) and \( \mu \) are continuous for \( 0 \leq x < \infty \).

Let \( t \) be the life-length of the initial object and let \( N(t) \) be the random number of children born to the initial object in the time interval \((0, t)\). Let \( F(s, t) \) be the generating function of the number of objects at time \( t \), defining \( F(s, t) = 1 \) for \( t < 0 \). Let \( J(t) = 1 \) or 0 according as \( t \geq 0 \) or \( t < 0 \).

If the initial object has \( r \) children, born at times \( t_1 < t_2 < \cdots < t_r \), then the generating function at time \( t \) for the family of the \( i \)-th child,
\(i \leq r\), is \(F(s, t - t_i);\) the generating function for the initial object, if \(l\) is fixed, is \(J(t - l) + [1 - \tilde{J}(t - l)]s\). Hence we have, putting \(\tilde{J}(t - l) = J,\)

\[
F(s, t) = e^{\int_0^t \log F(s, t - \tau) dN(\tau)} [J + (1 - J) s].
\]  

(29.1)

If we differentiate (29.1) at \(s = 1\) and put \(M(t) = \partial F(1, t)/\partial s = e^Z(t),\) we obtain

\[
M(t) = e^{\int_0^t \mu(s) ds} \left[ 1 - \int_0^t M(t - \tau) dN(\tau) \right]
\]

\[
= e^{-\int_0^t \mu(s) ds} \left[ 1 - \int_0^t M(t - \tau) dN(\tau) \right]
\]

\[
= e^{-\int_0^t \mu(s) ds} + \int_0^t M(t - \tau) d\mathcal{E}N(\tau).
\]

(29.2)

In order to evaluate the right side of (29.2), note that the probability that a birth occurs to the initial object in the time interval \((\tau, \tau + d\tau)\) is the probability that the object survives to \(t\) times the probability that a birth occurs if the object is alive at \(\tau\), i.e.,

\[
e^{\int_0^\tau \mu(s) ds} \lambda(\tau) d\tau.
\]

(29.3)

Hence we replace \(d\mathcal{E}N(\tau)\) in (29.2) by the expression in (29.3), obtaining

\[
M(t) = e^{-\int_0^t \mu(s) ds} + \int_0^t M(t - \tau) e^{-\int_0^\tau \mu(s) ds} \lambda(\tau) d\tau.
\]

(29.4)

This is an equation of the renewal type, to which the results of the Appendix can be applied provided \(\int_0^\infty e^{-\int_0^\tau \mu(s) ds} \lambda(\tau) d\tau < \infty.\)

Let \(m^{(2)}(t) = e^Z(t)(Z(t) - 1)\). A second differentiation of (29.1), followed by arguments similar to those above but somewhat more involved, yields the following equation for \(m^{(2)}\). Note that it is also of the renewal type, if we assume \(M\) to be known:

\[
m^{(2)}(t) = \int_0^t M^{(2)}(t - \tau) e^{-\int_0^\tau \mu(u) du} \lambda(\tau) d\tau
\]

\[
+ 2e^{-\int_0^t \mu(u) du} \int_0^t M(t - u) \lambda(u) du
\]

\[
+ 2 \int_0^t \int_0^t M(t - \tau) M(t - \sigma) e^{-\int_0^\tau \mu(u) du} \lambda(\tau) \lambda(\sigma) d\tau d\sigma.
\]

Kendall (1949) treated not only the total number of objects but also the first and second moments of the age distribution. For the case
in which \( \lambda \) and \( \mu \) are independent of age, KENDALL (1949, 1952) has found explicitly the moment-generating functional \( \Phi(s,t) = E e^{-f(x)dt} \), where \( Z(x,t) \) is the number of objects of age \( \leq x \) at time \( t \).

**Appendix**

**Results on the renewal equation.** In this appendix we collect certain known results about the integral equation of renewal theory.

Let \( G \) be a distribution function on \((0, \infty)\). We shall assume \( G(0^-) = G(0+) = 0 \). Consider the equation

\[
K(t) = f(t) + m \int_0^t K(t-u) \, dG(u),
\]

where \( K \) is the unknown function, \( m \) is a positive constant, and \( f \) is a known Borel measurable function that is bounded on every finite interval. We adopt the convention that \( G \) is continuous to the right. The integral in (1) is interpreted as \( \int_0^t \) and is a Lebesgue-Stieltjes integral. The total variation of any function \( g \) on the interval \([t_1, t_2]\) is denoted by \( \int_{t_1}^{t_2} |dg(t)| \). The convolutions of \( G \) are defined by \( G_1 = G, \, G_n(t) = \int_0^t G_{n-1}(t-u) \, dG(u) \). The function \( H(m, t) \), which we shall see below is finite, is defined by

\[
H(m, t) = \sum_{n=1}^{\infty} m^{n-1} G_n(t).
\]

**Lemma 1.** Equation (1) has one and only one solution that is bounded on every finite interval. This solution has the form

\[
K(t) = f(t) + m \int_0^t f(t-u) \, dH(m, u).
\]

In particular, if \( f(t) = G(t) \), then \( K(t) = H(m, t) < \infty \).

This result is essentially due to FELLER (1941); it is not necessary to require that \( f \) be nonnegative.

Now define the real constant \( \alpha \), when it exists, by

\[
m \int_0^{\infty} e^{-\alpha t} \, dG(t) = 1.
\]

There is never more than one real \( \alpha \) satisfying (4). If \( m > 1 \), there is a positive root; if \( m = 1 \), the root is 0; if \( m < 1 \), there may or may not be a real root, and if there is, it is negative.

**Lemma 2.** Suppose that \( G \) is not a lattice distribution and that \( \alpha \) exists. Suppose also that the following condition holds: \( f(t) e^{-\alpha t} \) is the difference of two bounded nonincreasing functions, each of which is integrable on \((0, \infty)\), and \( \int_0^{\infty} t e^{-\alpha t} \, dG(t) < \infty \).

Then \( K(t) \sim n_j e^{\alpha t} \) as \( t \to \infty \), where

\[
n_j = \frac{\int_0^{\infty} f(t) e^{-\alpha t} \, dt}{m \int_0^{\infty} t e^{-\alpha t} \, dG(t)}.
\]

(Here \( n_j \) is not the same as in Sec. 25.)
Proof. Multiply both sides of (3) by $e^{-at}$ and let $t \to \infty$. Since $f(t)e^{-at} \to 0$, the limit of the right side, if it exists, is $(\ast) \lim_{t \to \infty} \int_0^t (t-u) e^{-a(t-u)} dH_1(m, u)$, where $aH_1(m, u) = me^{-au} dH(m, u)$. Notice that if we define a distribution $\widetilde{G}(t), t \geq 0$, by $d\widetilde{G}(t) = me^{-at} dG(t)$, then the $n$-th convolution of $\widetilde{G}$ has the differential $d\widetilde{G}_n(t) = mn^ae^{-at} dG_n(t)$. This follows immediately by comparison of the Laplace transforms. Now suppose (a) above is satisfied. Referring to Smith (1958), let $\widetilde{G}$ correspond to the distribution of Smith’s random variable $X_1$, let $f(t)e^{-at}$ correspond to Smith’s $Q(t)$, and let $H_1$ correspond to Smith’s $H$. Then, using Smith’s formula (1.3), we see that the limit $(\ast)$ exists and is equal to $n_j$ as given by (5). Smith’s $Q(t)$ should be assumed bounded.

An analogous result holds if $G$ is a lattice distribution.

Lemma 3. Suppose that $m > 1$ and that $G$ has a density $g$ satisfying $\int_{\theta}^{\infty} \int_{\theta}^{\infty} df(t) < \infty$ for some $p > 1$. Suppose that $f$ is continuous and $\int_{\theta}^{\infty} |df(t)| < \infty$. Then

$$K(t) = n \hat{f}(t) [1 + O(e^{-st})]$$

for some $\epsilon > 0$ (which may depend on $f$), where $n_j$ is defined by (5).

We sketch the proof of (6). Let $g(s) = \int_{\theta}^{\infty} \hat{f}(t) e^{-st} dt$, $\hat{f}(s) = \int_{\theta}^{\infty} f(t) e^{-st} dt$, $\hat{g}(s) = \int_{\theta}^{\infty} g(t) dt$. The conditions on $f$ imply that $\hat{f}(s)$ is analytic for $Re(s) > 0$. Moreover, $K(t) = O(e^{st})$ so that $\hat{K}(s)$ is analytic for $Re(s) > \alpha$. Hence we may take the Laplace transform of both sides of (1), obtaining

$$\hat{K}(s) = \frac{\hat{f}(s)}{1 - m \hat{g}(s)}, \quad Re(s) > \alpha.$$

Moreover, the continuity of $G(t)$ implies that $H(m, t)$ is continuous in $t$. Hence from (3) we see that $K$ is a continuous function of bounded variation on every finite interval. Using the inversion formula for the Laplace transform, we obtain

$$K(t) = \lim_{T \to \infty} \frac{1}{2\pi} \int_{-\infty}^{T} e^{i(s+y)t} \frac{\hat{f}(x+i y)}{1 - m \hat{g}(x+i y)} dy, \quad x > \alpha.$$  

(7)

The denominator in (7) has a simple zero when $x + iy = \alpha$, but has no other zeros in a sufficiently narrow strip $|x - \alpha| < \delta$. We take $\alpha - \delta > 0$ so that $\hat{f}$ and $\hat{g}$ are both defined in the strip. From the theory of residues we can write

$$K(t) = n \hat{f}(t) + \lim_{T \to \infty} \frac{1}{2\pi} \int_{-T}^{T} e^{i(x+i y)t} \frac{\hat{f}(x+i y)}{1 - m \hat{g}(x+i y)} dy, \quad x > \alpha.$$  

(8)

for some $x_1 < \alpha$ with $|x_1 - \alpha| < \delta$, where $n_j$ is given by (5). We can write the integral in (8) as

$$\frac{1}{2\pi} \int_{-T}^{T} e^{i(x_1+i y)t} \hat{f}(x_1+i y) dy + \frac{1}{2\pi} \int_{-T}^{T} e^{i(x_1+i y)t} \frac{\hat{g}(x_1+i y) \hat{f}(x_1+i y)}{1 - m \hat{g}(x_1+i y)} dy.$$  

(9)

The first term in (9) approaches $f(t)$ as $T \to \infty$. The second term is bounded by

$$\text{Constant} \cdot e^{x_1 T} \int_{-T}^{T} \hat{g}(x_1+i y) \hat{f}(x_1+i y) dy.$$  

(10)
since \(|1 - m \tilde{G}(x_i + iy)|\) has a positive lower bound as \(y\) varies. Since \(\int_{0}^{\infty} \frac{1}{|y|} \, dy < \infty\), we have \(\tilde{f} = O \left( \frac{1}{1 + |y|} \right) \cdot |y| \to \infty\).

If \(\int_{0}^{\infty} |g(t)|^{p} \, dt < \infty\) is true for some \(p > 1\), it is also true for some \(p, 1 < p \leq 2\), since \(\int_{0}^{\infty} |g(t)| \, dt = 1\). (This remark should have been inserted on p. 285 of Bellman and Harris (1952).) Hence assume \(1 < p \leq 2\), and define \(p'\) by
\[
\frac{1}{p} + \frac{1}{p'} = 1.
\]  
(11)

Then \(\int_{-\infty}^{\infty} |g(x_i + iy)|^{p'} \, dy \leq C_p \left[ \int_{0}^{\infty} e^{-p x_i^2 (g(t))^{p} \, dt} \right]^{1/p - 1} \), where \(C_p\) depends only on \(p\).

(See Titchmarsh (1937, 4.1.2); the integral on the right should be raised to the power \(1/(p - 1)\).) Using Hölder's inequality, we see that the integral in (10) is bounded by
\[
\left( \int_{-\infty}^{\infty} |g|^{p'} \, dy \right)^{1/p'} \left( \int_{-\infty}^{\infty} |\tilde{f}|^{p} \, dy \right)^{1/p} < \infty.
\]
Thus the remainder in (8) is \(O(e^{x_i^2})\), \(x_i < \alpha\). □

Lemma 4. Suppose \(m < 1\) and \(\lim_{t \to \infty} f(t) = c\). (G may or may not be a lattice distribution.) Then \(K(t) \to c(1 - m)^{-1}\), and
\[
\left| K(t) - \frac{c}{1 - m} \right| \leq \frac{1}{1 - m} \sup_{y \geq \sqrt{2}/2} |f(y) - c - \frac{mc}{1 - m} (1 - G(y))| + m \left[ H(m, t) - H \left( \frac{t}{2} \right) \right] \sup_{y \geq 0} |f(y) - c - \frac{mc}{1 - m} (1 - G(y))|.
\]  
(12)

Proof of Lemma 4. We see from (2) that if \(m < 1\), then \(\lim_{t \to \infty} H(m, t) = 1/(1 - m)\). Now put \(K^*(t) = K(t) - c/(1 - m) \) and \(f^*(t) = f(t) - c - \frac{mc}{1 - m} (1 - G(t))\). Then (1) is satisfied if we replace \(K\) and \(f\) by \(K^*\) and \(f^*\). From (3) the solution is \(K^*(t) = f^*(t) + m \int_{0}^{t} f^*(t-u) \, dH(m, u)\). If we write the last integral as \(\int_{0}^{t} f\), we obtain (12). □

Lemma 5. Suppose the conditions of Theorem 18.1 hold. If \(\overline{H}(m, t)\) and \(\overline{G}(t)\) are defined as in (18.3), then \(\overline{H}(m, t) \to (1 - m)^{-1}\) and \((1 - m)^{-1} \overline{H}(m, t) \to 0\) exponentially as \(t \to \infty\).

Proof. Since \(\overline{H}\) satisfies the equation \(\overline{H}(m, t) = \overline{G}(t) + m \int_{0}^{t} \overline{H}(m, t-u) \, d\overline{G}(u)\), we have, putting \(u(t) = (1 - m)^{-1} \overline{H}(m, t)\),
\[
u(t) = \left( \frac{1 - \overline{G}(t)}{1 - m} \right) + m \int_{0}^{t} u(t - y) \, d\overline{G}(y)\).  
(13)

From the definition of \(\overline{G}\), we see that there is a positive number \(\delta\) such that \(\int_{0}^{\delta} e^{\delta y} \, d\overline{G}(y) < \infty\). Putting \(dL(y) = e^{\delta y} \, d\overline{G}(y)\), we can write (13) as
\[
v(t) = \left( \frac{1 - \overline{G}(t)}{1 - m} \right) e^{\delta t} + m \int_{0}^{t} v(t - y) \, dL(y)\),  
(14)

where \(v(t) = u(t) e^{\delta t}\) and \(m' = m \int_{0}^{\infty} e^{\delta y} \, d\overline{G}(y)\). If \(\delta\) is small enough then \(m' < 1\). Hence, applying Lemma 4 to (14), and noting that \((1 - \overline{G}(t)) e^{\delta t} \to 0\) if \(\delta\) is small enough, we see that \(v(t) \to 0\) if \(\delta\) is small. This gives the desired result. □
Chapter VII

Branching processes in the theory of cosmic rays
(electron-photon cascades)

1. Introduction

The atmosphere of the earth is continually penetrated by cosmic rays, radiation of exceedingly high energy originating chiefly outside the solar system. It has been established experimentally that the rays reaching the top of the earth’s atmosphere, the primary rays, consist mainly of protons, with some helium nuclei and smaller amounts of nuclei of heavier elements. When these rays pass through the atmosphere, they collide with atmospheric atoms, initiating very complicated events that result in the production of showers of additional protons, as well as neutrons, electrons, photons (gamma rays), and particles called mesons, of which there are several types.

If the number of cosmic-ray particles is measured as a function of height above the ground, it is observed that there is a maximum at a height of about 16 kilometers, with lesser amounts above and below. Early researchers felt the need for a theory to explain this phenomenon.

Independently, and almost simultaneously, Bhabha and Heitler (1937) and Carlson and Oppenheimer (1937) formulated a cascade theory for the electrons and photons in cosmic-ray showers. (The electrons and photons together are sometimes called the soft component.) According to the theory, a downward-moving energetic photon, high in the atmosphere, will disappear after traveling a random distance, being replaced by two electrons, one of the ordinary sort with a negative charge, the other positively charged, that is, a “positron”. The energy of the photon is shared in a random fashion between the two electrons. Each electron proceeds downward, continually radiating photons, and losing energy to them, in a process called Bremsstrahlung (literally, “braking radiation”). The electrons also lose energy in other ways. The new photons, unless their energies are too small, produce additional electrons in the same manner as the original one, and the process continues as a branching process.

This theory, which will be discussed in detail below, gives a satisfactory explanation of the behavior of actual electron-photon cascades under some experimental conditions, for example, when a very energetic electron initiates a shower in lead. The multiplication of electrons and photons postulated by the mathematical model explains the initial increase of the number of particles as the depth increases, while the eventual decrease comes because the energy per particle is eventually so small that particles are not registered on a detection device.
1. Introduction

It was once thought that the theory explained the intensity pattern of electrons and photons in the atmosphere. However, it is now realized that the situation is more complicated than was once believed, since showers are initiated at different heights by photons with different energies. (See the paper by Puppi and Dallaporta in Wilson (1952), particularly pp. 350—351.) The theory may still be considered of basic importance, although, according to Ramakrishnan (1962, p. 425), "the literature . . . has grown out of proportion to . . . [its] use . . . in explaining the increasing mass of experimental data".

Another component of cosmic radiation, which has received extensive treatment but will not be discussed here, is the nucleon cascade (a nucleon is a proton or a neutron). When a proton of the primary radiation strikes a nucleus, it knocks loose one or more nucleons, as well as mesons that have no part in the production of further nucleons. The new nucleons then produce further nucleons by a similar process, and so on. For a discussion of nucleon cascades, we refer the reader to the article by Messel in Wilson (1954); see also Sec. III.8.1.

In both the electron-photon cascade and the nucleon cascade we study random functions such as \( N(E, t) \), the number of particles of energy greater than \( E \) that have traversed a distance or thickness \( t \). We shall treat \( t \) just as if it were a time parameter. Physically this seems justified because we assume that the particles all move in one direction, without backward or even lateral motion. (A small proportion of the literature does consider lateral motion.) Moreover, the photons all move with the same speed, i.e., the speed of light, and the electrons whose energies are in the range of interest to us move almost with the speed of light, so that the particles in a shower reach a given distance from the point of origin almost simultaneously. (See Rossi (1959).)

If \( E \) is fixed, the random function \( N(E, t) \) is not a Markov process, and this causes difficulties in the treatment. Many of the early theoretical studies avoided such difficulties by using various Markov processes as approximations. The most extensive treatment of this kind was given by Arley (1943). Arley allowed for the loss of energy of the particles in a cascade by using Markov processes with transition probabilities that depend on time. His mathematical model for a cascade with one type of particle is a birth-and-death process of the sort discussed in Sec. V.7 with \( \lambda(t) \) constant but \( \mu(t) \) proportional to \( t \). The mean number of particles in such a cascade rises to a maximum and then decreases. Arley then extends this idea to deal with two kinds of particles.

Since the publication of Arley's book, the tendency has been toward studying the original cascade model rather than Markov-chain approximations. Analytic and numerical results have been obtained for
the first and second moments, and, to a much lesser extent, for the probability distributions involved. Numerous functional equations have been developed for the moments, probabilities, or probability-generating functions. However, except for the first and second moments, and the probabilities for showers of small size, the computational difficulties have not been overcome, and only a few limit theorems have been obtained (see Secs. 14.1 and 16).

In the present chapter no attempt will be made to summarize all the lines of attack that have been proposed for electron-photon cascades. Rather, we shall try to obtain a careful formulation, from the point of view of probability theory, of Approximation A, one of the most important models. After showing how one kind (out of a number of possible kinds) of functional equation can be derived for the generating function of \( N(E, t) \), the number of electrons of energy \( > E \) at thickness \( t \) (Sec. 11), we derive familiar equations for the expected values (Sec. 12). Next (Secs. 13 and 14), we define a certain Markov process, the expectation process, which is useful for deriving and interpreting some of the properties of the expected values. In Sec. 15 we study the total energy in the electrons. Sec. 16 has some results and conjectures about the asymptotic distributions for large thicknesses. In Sec. 17 a representation is given for the energy of a single electron under Approximation B, which is one step more complex than Approximation A. In Sec. 18 we deal very briefly with electron-photon cascades under Approximation B.

Surveys and bibliographies of mathematical work on the problem have been given by Ramakrishnan and Mathews (1954), Bharucha-Reid (1960, Chapter 5), and Ramakrishnan (1962, Chapter XIII). On the physical side, a very readable account of the present state of knowledge about cosmic rays is contained in the article by K. Greisen in recent (e.g., 1958) editions of the Encyclopædia Britannica. A popular account of some recent discoveries is given by Rossi (1959). More technical accounts of recent developments are given in the series of books Progress in Cosmic Ray Physics (1952, 1954, 1956), edited by J. G. Wilson, and Progress in Elementary Particle and Cosmic Ray Physics (1958), edited by J. G. Wilson and S. A. Wouthuysen. The brief account of cascade theory in Heisenberg (1943) is useful.

2. Assumptions concerning the electron-photon cascade

We envisage the particles in a cascade as moving in one direction, always in the same sense. When one particle generates another, the second particle continues in the same direction as the parent particle. The number of particles that eventually reach a given distance \( t \) from the origin of the shower will be called the number of particles at the thickness \( t \), and we shall treat \( t \) exactly as a time parameter. It will also be con-
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venient to use words such as "before" and "after" when we refer to events ordered by \( t \).

The word \textit{particle} will refer to either a photon or an electron, and the word \textit{electron} will refer to either a negative electron or a positive electron (positron).

We shall first describe informally what is usually called Approximation \( A \) for the electron-photon cascade \((\text{JÁNOSY} \cdot 1950\,\text{a})\). A precise mathematical description of the process will be given in Sec. 7.

\textbf{2.1. Approximation \( A \).} A photon of energy \( E \), moving through a thickness \( dt \) of homogeneous material, has a probability \( \lambda dt + o(dt) \) of being transformed into two electrons, one positive and one negative; here \( \lambda \) is a positive constant depending on the nature of the material but, under our assumptions, not depending on \( E \) or \( t \). The thickness \( t \) traveled by a photon before it is transformed thus has the probability density function \( \lambda e^{-\lambda t} \). The transformation of a photon into two electrons is called \textit{pair production}.

The energy of a photon does not change during its lifetime. When it is finally transformed, its energy is shared by the two new electrons. The positive electron receives the energy \( Eu \), where \( u \) has the probability density \( q(u) \), and the negative electron receives the energy \( E(1-u) \); the function \( q \) is assumed not to depend on \( E \) or \( t \).

An electron (positive or negative) always preserves its identity but radiates photons as it travels, in a process called \textit{Bremsstrahlung}. (See Sec. 1 above.) As usually described (neglecting higher infinitesimals), an electron of energy \( E \) has a probability \( k(u) du \cdot dt \) of emitting a photon of energy between \( Eu \) and \( Eu + E du \) in the thickness interval \( dt \), where \( k(u) \) is a function that is assumed not to depend on \( E \) or \( t \). When an emission occurs, the energy that goes to the photon is subtracted from the energy of the electron.

The photons radiated by an electron undergo pair production, and the resulting electrons radiate photons, etc., resulting in a branching process.

\textit{Since} \( k \) \textit{and} \( q \) \textit{do not depend on} \( E \) \textit{or} \( t \), \textit{the proportion of its energy that a particle loses in any interval does not depend on the energy at the beginning of the interval, nor on the location of the interval.}

\textbf{2.2. Approximation \( B \).} This is different from Approximation \( A \) only in the following respect: An electron having a positive energy loses the nonrandom amount of energy \( \beta dt \), \( \beta \) constant, in the thickness interval \( dt \), by a process called \textit{ionization loss}. In addition, the electron still loses energy by Bremsstrahlung. Thus the energy of an electron will eventually reach 0, and at this time it is considered to be removed from the cascade.
When an electron has a high energy, its energy loss by ionization is small compared with the loss from Bremsstrahlung, which is proportional to the energy. Hence Approximation A is suitable for high energies.

We shall deal chiefly with Approximation A, giving a few results for Approximation B. Even the latter is far simpler than the real situation (see Jánossy (1950a)), but the two approximations are considered reasonable for high and moderate energies, respectively.

3. Mathematical assumptions about the functions \( q \) and \( k \)

We shall impose the following conditions on the functions \( q \) and \( k \) of Sec. 2. The degree of generality is sufficient to cover the assumptions usually made by physicists.

**Conditions 3.1.** The function \( q \) is symmetric about \( \frac{1}{2} \), vanishes outside the interval \([0, 1]\), and has continuous first and second derivatives in \([0, 1]\); at 0 or 1 this refers to the right-hand and left-hand derivatives, respectively. Of course, \( q \geq 0 \) and \( \int_0^1 q(u) \, du = 1 \).

**Conditions 3.2.** The function \( k \) has the form

\[
k(u) = \frac{\mu}{u} + k_0(u), \quad 0 < u \leq 1,
\]

where \( \mu \) is a nonnegative constant, which will be assumed to be strictly positive unless the contrary is stated; \( k_0 \) is continuous on \([0, 1]\); and \( k_0 \) has a continuous derivative on \((0, 1)\) satisfying

\[
|k_0'(u)| \leq a(1-u)^{-b}
\]

for some \( a > 0 \), \( 0 \leq b < 2 \). The function \( k_0 \) may have negative values, although, of course, \( k \) does not.

We allow an unbounded derivative for \( k_0 \) in order to cover the form \( k(u) = -1/\log(1-u) \), which has been used by some authors because it simplifies the treatment. (See Example 4.1.)

We shall next give the particular forms usually assumed by physicists for \( k \) and \( q \), followed by some discussion of their validity and meaning.

3.1. Numerical values for \( k, q, \) and \( \lambda; \) units. The thickness \( t \) is usually measured in terms of a cascade unit, which varies from one material to another. In air it is about 0.3 kilometers at sea level (references vary) and is greater at higher altitudes; in lead it is about \( \frac{1}{2} \) centimeter. The unit of energy is the electron volt, or more usually a million electron volts (MEV). The constant \( \beta \) (Sec. 2.2) is about 100 MEV per unit of length for air and about 7 for lead. According to Rossi (1959), a few primaries with energies as high as \( 10^{18} \) electron volts have been detected indirectly.
If $t$ is measured in cascade units, then $k$, $q$, and $\lambda$ may be approximated for various different materials by the forms

$$
\begin{align*}
  k(u) &= \frac{1.36}{u} - 1.36 + u, \\
  q(u) &= \frac{1 - 1.36(u - u^2)}{0.77333 \ldots}, \\
  \lambda &= 0.77333 \ldots.
\end{align*}
$$

(3.3)

These forms may be found in Jánossy (1950a, p. 206) or Ramakrishnan (1962, p. 432). They come from expressions deduced by Bethe and Heitler (1934).

The expected energy lost by an electron of energy $E$ in $dt$ from Bremsstrahlung is $E\left(\int_0^1 u k(u) du\right) dt$ and the amount lost by ionization is $\beta dt$. Since $\int_0^1 u k(u) du$ is nearly 1, we see that Approximation $A$ can be valid only if $E/\beta$ is large. In fact $E/\beta$ is very large for many of the electrons observed in cascades.

3.2. Discussion of the cross sections. The functions $k$ and $q$ are known as the cross sections for Bremsstrahlung and pair production, respectively. It must be stressed that they are only approximations to the real cross sections, which are more complicated. In particular, the assumption that $k$ and $q$ do not depend on the absolute energy level $E$ is not strictly true.

From the mathematical point of view, the most interesting property of the form (3.3) usually assumed for $k$ is that $\int_0^1 k(u) du = \infty$. We call this the case of an infinite cross section, corresponding to a strictly positive value of $\mu$ in (3.1). In the contrary case, where $\mu = 0$, we shall speak of a finite cross section.

We shall see that the assumption $\mu > 0$ corresponds to a cascade in which every electron produces infinitely many photons in every interval of thickness. Physicists have called this situation the infrared catastrophe. Actually, although many photons of low energy are produced, the number is not infinite. In fact, Ter-Mikaelyan (1955) has shown that if the effect of the medium is properly accounted for, then under certain conditions the expression for $k(u)$ in (3.3) should be multiplied by $(1 + \omega^2/\mu^2)^{-\frac{3}{2}}$, where $\omega$ is a constant depending on the material; it is about $1.9 \times 10^{-4}$ for lead and $7.5 \times 10^{-5}$ for air. Numerical computations by Timofeev (1961) indicate that introduction of Ter-Mikaelyan's factor makes little practical difference. However, it eliminates the infrared catastrophe, since the new expression for $k$ behaves like $1.36 u/\omega^2$ when $u$ is small compared with $\omega$. 


It appears to the author that there is some interest in studying a branching process in which infinitely many objects can exist. Accordingly, we shall follow the usual practice and assume \( \mu > 0 \) in (3.1) unless the contrary is stated. However, the theorems in this chapter will remain true if \( \mu = 0 \), unless modifications are explicitly stated. Statements other than theorems will either remain true when \( \mu = 0 \) or will be true with obvious modifications unless the contrary is stated. The main complication introduced by the presence of an infinite cross section is in the derivation of the basic equations (11.14). Accordingly, we shall point out in Sec. 9.3 how the derivation may be carried out more simply in the case of a finite cross section.

4. The energy of a single electron (Approximation A)

We next give a mathematical description of the manner in which a single electron loses energy.

**Definitions 4.1.** Let \( \varepsilon(t) \) be the energy at thickness \( t \) of an electron having energy 1 when \( t = 0 \). Let \( X(t) = -\log \varepsilon(t) \), where \( \log \) means the natural logarithm.

Consideration of Sec. 2.1 suggests that \( \varepsilon(t) \) and \( X(t) \) should have the following properties.

\( \varepsilon(t) \)

(a) If \( t_1 < t_2 < \cdots < t_n \), the ratios \( \varepsilon(t_2)/\varepsilon(t_1), \varepsilon(t_3)/\varepsilon(t_2), \ldots, \varepsilon(t_n)/\varepsilon(t_{n-1}) \) are independent random variables.

(b) The distribution of the ratio \( \varepsilon(t+h)/\varepsilon(t) \), \( h > 0 \), is independent of \( t \).

(c) The random function \( \varepsilon(t) \) changes only by negative jumps as \( t \) varies, each jump representing a loss of energy by the electron to the photon that is emitted when the jump occurs.

(d) The expected number of jumps in the interval \( t_1 \leq t \leq t_2 \) at which \( \varepsilon \) is multiplied by a factor between \( 1 - u_1 \) and \( 1 - u_2 \) is

\[
(t_2 - t_1) \int_{u_1}^{u_2} k(u) \, du, \quad 0 < u_1 < u_2 < 1.
\]

\( X(t) \)

(a) The increments \( X(t_2) - X(t_1), \ldots, X(t_n) - X(t_{n-1}) \) are independent.

(b) The distribution of the increment \( X(t+h) - X(t) \) is independent of \( t \).

(c) \( X(t) \) changes only by positive jumps.

(d) The expected number of jumps in \( t_1 \leq t \leq t_2 \) of magnitude between \( x_1 \) and \( x_2 \) is

\[
(t_2 - t_1) \int_{x_1}^{x_2} k(1 - e^{-x}) e^{-x} \, dx, \quad 0 < x_1 < x_2 < \infty.
\]
Properties (a) and (b) imply that \(X(t)\) is a \textit{temporally homogeneous additive process} (process with stationary and independent increments), and that the probability distribution of \(X(t)\) is one of the \textit{infinitely divisible} laws. (See, e.g., Lévy (1948, Chapter V, especially pp. 154ff.); Doob (1953, Chapter VIII, especially pp. 423—424); Gnedenko (1962, Chapter 9 and Chapter 10, Sec. 56).) Properties (c) and (d), in the light of these references, then determine the probability distribution of \(X(t)\) through its characteristic function (or Fourier transform), and we have the following result\(^1\).

\textbf{Theorem 4.1.} Let the function \(k(u)\) satisfy Conditions 3.2. Then the characteristic function of \(X(t) = -\log \varepsilon(t)\) is given by

\[\mathscr{E} e^{i\tau X(t)} = \theta_i(t) = \exp \left\{ t \int_0^\infty \left( e^{i\tau x} - 1 \right) k(1 - e^{-x}) e^{-x} \, dx \right\}. \tag{4.1}\]

The mean and variance of \(X(t)\) are finite and are given by

\[
\begin{align*}
\mathbb{E} X(t) &= t \int_0^\infty x k(1 - e^{-x}) e^{-x} \, dx, \\
\text{Var} X(t) &= t \int_0^\infty x^2 k(1 - e^{-x}) e^{-x} \, dx.
\end{align*}
\tag{4.2}
\]

If \(\mu > 0\), then \(\varepsilon\) and \(X\) have, with probability 1, infinitely many jumps on every \(t\)-interval. We shall examine this jump behavior more closely in the next section.

The term \textit{straggling} is sometimes used to denote, in a general way, the random character of \(\varepsilon(t)\).

\textbf{Example 4.1.} Suppose \(k(u)\) has the form \(-1/\log(1 - u)\), used by Bhabha and Heitler (1937) in some of their calculations. Then \(\theta_i(t) = (1 - t)^{-1}\), and, as these authors showed, \(X(t)\) has the probability density function

\[h_t(x) = \frac{x^{t-1} e^{-x}}{\Gamma(t)}.
\]

\[\tag{4.3}\]

5. Explicit representation of \(\varepsilon(t)\) in terms of jumps

Having decided that \(-\log \varepsilon(t)\) should be an additive process that changes only by jumps, with the characteristic function given by (4.1), we now change our point of view. We want to define our cascade process in terms of certain random variables that can be interpreted in terms of a family-tree structure, as in the case of age-dependent branching processes. We begin by defining the random function \(\varepsilon(t)\) in terms of certain random variables \(t_1, u_1, t_2, u_2, \ldots\). (Def. 5.2.) However, in order to motivate the definition, we shall first discuss informally some properties of the jumps in an additive random process.

\(^1\) The distribution of \(X(t)\) was found by Bhabha and Heitler (1937) for the case of example 4.1, and for certain other forms of \(k(u)\) by Furry (1937).
For convenience and simplicity in the treatment, we shall hereafter suppose that all values of \( t \) considered are less than some large positive number \( T \). The functional equations to be derived, involving the parameter \( t \), will not depend on \( T \) provided \( 0 < t < T \). There will be no difficulty in providing a rigorous interpretation of the meaning in those few instances where we shall allow \( t \) to go to \( \infty \). If we say that a function depending on \( t \) is bounded, or that some relation holds for all \( t \), it is understood that this is for \( 0 \leq t < T \).

**Definitions 5.1.** Let \( T \) be a positive number that will remain fixed in the rest of the chapter. It is understood that \( 0 \leq t < T \) always. Let \( V \) be the region \( 0 < t < T, 0 < u < 1 \) in the Cartesian \((t, u)\) plane.

A jump of \( \varepsilon \) can be represented by a random point \((t', u')\) in \( V \), where \( 1 - u' \) is the ratio \( \varepsilon (t' + 0) / \varepsilon (t' - 0) \); that is, \( \varepsilon \) loses the proportion \( u' \) at \( t' \). If \((t_1, u_1), (t_2, u_2), \ldots \) are the jumps of \( \varepsilon \), where the system of enumeration will be discussed below, then the number of points \((t_i, u_i)\) in a region \( A \) in \( V \) is known to have a Poisson distribution with mean \( \int_A \kappa (u) \, du \, dt \), provided the integral is finite, and the numbers of points in disjoint regions are independent random variables (see, e.g., Lévy (1948, pp. 154ff.); or Doob (1953, pp. 423–424)). The total number of points \((t_i, u_i)\) in \( V \) is infinite with probability 1 if \( \mu > 0 \).

As the parameter \( u \) decreases from 1 to 0, the number of points \((t_i, u_i)\) with \( u_i > u \) is a random function of \( u \) of the generalized Poisson type; that is, the intensity for an "event" between \( u \) and \( u + du \) (i.e., a point \((t_i, u_i)\) with \( u < u_i < u + du \)) is \( T \kappa (u) \, du \). Thus we can enumerate the jumps of \( \varepsilon \) in the order of decreasing \( u \)-coordinates: \((t_1, u_1), (t_2, u_2), \ldots \), with \( 1 > u_1 > u_2 > \cdots > 0 \). From the Poissonian nature of the distribution of points \((t_i, u_i)\) in \( V \), we can determine the probability distribution of the \( t_i \) and the \( u_i \). The \( t_i \)'s are uniformly and independently distributed on the interval \((0, T)\). The \( u_i \)'s are independent of the \( t_i \); the conditional probability density of \( u_{n+1} \), given \( u_n, u_{n-1}, \ldots \), with \( 1 > u_1 > u_2 > \cdots > u_n > 0 \), is

\[
\varphi (u_{n+1} | u_n) = T \kappa (u_{n+1}) \exp \left\{ -T \int_{u_n}^{u_{n+1}} \kappa (u) \, du \right\},
\]

\[
0 < u_{n+1} < u_n; \quad n = 0, 1, 2, \ldots
\]  

(5.1)

where for convenience we have put \( u_0 = 1 \). Formula (5.1) is simply the analogue, for a Poisson process with the variable rate \( T \kappa (u) \), of the fact that in a Poisson process with a constant rate the times between events have an exponential distribution.

The divergence of the integral \( \int_0^1 \kappa (u) \, du \) implies that \( \int_0^{u_n} \varphi (u \mid u_n) \, du = 1 \).

There is no difficulty in modifying the treatment in case \( \mu = 0 \). We
adopt the convention that if \( u_n > 0 \), then \( u_{n+1} \) has probability

\[
1 - \int_0^{u_n} \varphi(u|u_n) \, du
\]

of being 0, \( n = 0, 1, 2, \ldots \), and if \( u_n = 0 \) then \( u_{n+1} = 0 \) with probability 1. It can then be seen that with probability 1 some one of the \( u_i \) and all its successors will be 0.

The following lemma will be useful. (It is true for \( \mu \geq 0 \).)

**Lemma 5.1.** If \( u_1, u_2, \ldots \) have the probability densities (5.1), then

\[
\mathcal{E}(u_{n+1} | u_n, u_{n-1}, \ldots, u_1) \leq \left( \frac{c T}{1 + c T} \right)^n u_n, \quad n = 0, 1, \ldots, \tag{5.2}
\]

where \( c = \max_{0 \leq x \leq 1} x k(x) \).

**Proof.** If we are given \( u_n = u, \ 0 < u \leq 1 \), then the conditional expectation of \( u_{n+1} | u \) can be written, after an integration by parts, as

\[
1 - \frac{1}{u} \int_0^u \exp \left\{ - T \int_x^u k(y) \, dy \right\} \, dx. \tag{5.3}
\]

Defining \( c \) as in the statement of the lemma, we have \( \int_x^u k(y) \, dy \leq c \log(u/x) \), whence the expression (5.3) has the upper bound \( c T/(1 + c T) \).

As a corollary to (5.2) we see by induction on \( n \) that

\[
\mathcal{E} u_n \leq \left( \frac{c T}{1 + c T} \right)^n, \quad n = 1, 2, \ldots, \tag{5.4}
\]

and hence

\[
\sum_{i=1}^\infty \mathcal{E} u_i = \mathcal{E} \sum_{i=1}^\infty u_i < \infty, \tag{5.5}
\]

where we can interchange \( \mathcal{E} \) and \( \sum \) in (5.5) because the \( u_i \) are nonnegative. Hence the sum \( \sum u_i \) converges with probability 1, and hence from (5.5) we see that with probability 1 we have

\[
\prod_{i=1}^\infty (1 - u_i) > 0. \tag{5.6}
\]

We are now ready to define \( \epsilon(t) = \epsilon(t; t_1, u_1, t_2, u_2, \ldots) \) in terms of the jumps \((t_i, u_i)\). Let \( t_1, t_2, \ldots \) be independent random variables uniformly distributed on \((0, T)\) and let \( u_1, u_2, \ldots \) be random variables independent of the \( t_i \)'s, having the probability distributions determined by (5.1). We shall also suppose that

\[
1 > u_1 > u_2 > \cdots, \quad \sum u_i < \infty; \tag{5.7}
\]

\[
t_i \neq t_j \quad \text{if} \quad i \neq j; \tag{5.8}
\]

there are infinitely many \( t_i \) on every \( t \)-interval in \((0, T)\). \tag{5.9}

We can make these assumptions, since sequences not satisfying (5.7)–(5.9) have probability 0.
Definition 5.2. Define the random function $\varepsilon(t)$ by

$$\varepsilon(t) = \varepsilon(t; t_1, u_1, t_2, u_2, \ldots) = \prod_{i: t_i \leq t} (1 - u_i), \quad 0 \leq t < T.$$  \hspace{1cm} (5.10)$$

Note that $\varepsilon(0) = 1$, since $t_i > 0$ for each $i$.

We shall take it as a known consequence of the theory of additive processes that if $\varepsilon(t)$ is defined by (5.10) then $X(t) = -\log \varepsilon(t)$ is an additive random process with the characteristic function (4.1). We see from (5.6) that with probability 1, $\varepsilon(t)$ is positive for every $t$.

It is also a consequence of the definition of $\varepsilon$ that with probability 1 the random function $\varepsilon(t)$ is continuous to the right for each $t$. Thus $\varepsilon(t) = \varepsilon(t + 0)$, but $\varepsilon(t - 0)$ will be greater than $\varepsilon(t)$ if $t$ is a point of discontinuity.

5.1. Another expression for $\varepsilon(t)$. Let us look at the jump-like character of $\varepsilon$ in more detail. If $w_1, w_2, \ldots, w_k$ are any numbers between 0 and 1, the following identity can be proved by mathematical induction:

$$\left(1 - w_1 \right) \left(1 - w_2 \right) \ldots \left(1 - w_k \right) = 1 - w_1 - w_2 \left(1 - w_1 \right) - w_3 \left(1 - w_1 \right) \left(1 - w_2 \right) - \ldots - w_k \left(1 - w_1 \right) \left(1 - w_2 \right) \ldots \left(1 - w_{k-1} \right).$$  \hspace{1cm} (5.11)$$

Let $(t_1, u_1), (t_2, u_2), \ldots$ be a sequence with $0 < u_1, u_2, u_3, \ldots < 1$ and $\sum u_i < \infty$, the $t_i$ being any real numbers, no two of which are the same. Notice that there need not be a smallest number among the $t_i$. For each positive integer $k$, let us rearrange the numbers $u_i, 1 \leq i \leq k$ in the order of increasing $t_i$, denoting the new ordering by $u_{k1}, u_{k2}, \ldots, u_{kk}$. If we now apply (5.11) with $w_i = u_{ki}$, and write the result in terms of $u_1, u_2, \ldots, u_k$, we have

$$\prod_{i=1}^{k} (1 - u_i) = 1 - \sum_{i=1}^{k} v_i u_i,$$  \hspace{1cm} (5.12)$$

where $v_i$ is the product of all factors $(1 - u_j)$ such that $1 \leq j \leq k$ and $t_j < t_i$; take $v_j = 1$ if there are no such factors.

If we let $k \to \infty$ in (5.12), we obtain the following result.

Lemma 5.2. Let $(t_1, u_1), (t_2, u_2), (t_3, u_3), \ldots$ be a sequence with $0 < u_1, u_2, \ldots < 1$ and $\sum u_i < \infty$, the $t_i$ being any distinct real numbers. Then

$$\prod_{i=1}^{\infty} (1 - u_i) = 1 - \sum_{i=1}^{\infty} v_i u_i,$$  \hspace{1cm} (5.13)$$

where $v_i$ is the product of all factors $(1 - u_j)$ such that $t_j < t_i$. Take $v_i = 1$ if there are no such factors.

Now let us apply (5.13) to the expression for $\varepsilon(t)$ in (5.10), including in (5.13) only those $u_i$ for which $t_i \leq t$. Notice that $v_i$ will then be $\varepsilon(t_i - 0)$. 
Hence we have
\[ \varepsilon(t) = 1 - \sum_{t_i \leq t} u_i \varepsilon(t_i - 0), \]  
(5.14)

where \( u_i \varepsilon(t_i - 0) \) represents the amount of energy lost at \( t_i \).

6. Distribution of \( X(t) = -\log \varepsilon(t) \) when \( t \) is small

For later use we must find the form of the distribution of \( \varepsilon(t) \) or \( X(t) \) when \( t \) is small. In the language of the theory of semigroups, we consider the semigroup of transformations \( U^t \), where \( U^t F(x) = \mathcal{S} F(x + X(t)) \). If \( t \) is small, we should expect to have \( U^t F(x) = F(x) + t U_0 F(x) + o(t) \), where \( U_0 \) is an operator called the infinitesimal generator of the semigroup \( U^t \). The form of \( U_0 \) is known; see Maslov and Povzner (1958, Eq. (22)); however, the factor \( \gamma^2/(1 + \gamma^2) \) in (22) should be replaced by its reciprocal. The constant \( \gamma \) in (22), for our case, is such that there is no term involving \( F'(x) \).

For our purposes it is convenient to give a direct derivation of the form of \( U_0 \) for certain functions \( F \). This derivation will provide a needed bound for the term \( o(t) \).

We begin by showing that \( X(t) \) has a probability density \( h_t(x) \) given by either of the expressions on the right side of (6.1) below\(^1\). (In case \( \mu = 0 \), the necessary modifications are discussed in Remark 2 following Theorem 6.3.)

**Theorem 6.1.** If \( t > 0 \) then \( X(t) \) has a probability density \( h_t(x) \), continuous for \( x > 0 \), satisfying

\[
h_t(x) = \frac{1}{2\pi i x} \int_{-\infty}^{\infty} e^{-i \tau x} \left( \frac{d \theta_t(\tau)}{d \tau} \right) d \tau = \lim_{T_t \to \infty} \frac{1}{2\pi} \int_{-T_t}^{T_t} e^{-i \tau x} \theta_t(\tau) d \tau, \quad \tau > 0, \tag{6.1}
\]

where the first integral in (6.1) is absolutely convergent, and \( \theta_t(\tau) \) is given by (4.1).

**Proof.** Referring to (4.1), we may write

\[
\frac{\log \theta_t(\tau)}{t} = \int_0^{\infty} e^{i \tau x} \left( k(1 - e^{-x}) - \frac{\mu}{x} \right) e^{-x} d x + \mu \int_0^{\infty} \left( e^{i \tau x} - 1 \right) \left( \frac{e^{-x}}{x} \right) d x. \tag{6.2}
\]

\(^1\) The existence of a density for \( X(t) \) follows from a result of Tucker (1962) and also from a result of Fisz and Varadarajan (1963).
The last integral in (6.2) is $-\mu \log (1-i\tau)$. After integrating the first integral by parts we obtain
\begin{align*}
\frac{\log \theta_i(\tau)}{\tau} &= -\mu \log (1-i\tau) - A + \frac{g(0)}{1-i\tau} + \frac{\xi(\tau)}{1-i\tau},
\end{align*}
where
\begin{align*}
g(x) &= k(1-e^{-x}) - \frac{\mu}{x}, \\
\xi(\tau) &= \int_0^\infty e^{tx} e^{-x} g'(x) \, dx,
\end{align*}
\begin{align*}
A &= \xi(0) + g(0) = \int_0^\infty e^{-x} g(x) \, dx.
\end{align*}
Conditions 3.2 insure that $\xi(\tau), \xi'(\tau), \text{ and } \xi''(\tau)$ are bounded continuous functions of $\tau$. We also note that $g(0) = \frac{1}{2} \mu + k_0(0)$.

From (6.3) we see that for each fixed $t > 0$, we have $|\theta_i(\tau)| = O(|\tau|^{-\mu})$ and $|d\theta_i(\tau)/d\tau| = O(|\tau|^{-\mu-1})$ as $\tau \to \pm \infty$. Hence
\begin{align*}
\int_{-\infty}^{\infty} |d\theta_i(\tau)/d\tau| \, d\tau < \infty.
\end{align*}
This implies that $X(t)$ has a probability density $h_i(x)$, continuous for $x > 0$, given by the first integral on the right side of (6.1). (See, for example, the argument on p. 480 of HARRIS (1948).) If we write this integral as $\lim_{T_1 \to \infty} \int_{-T_1}^{T_1}$, integrate by parts, and let $T_1 \to \infty$, we obtain the second integral on the right side of (6.1). Thus the usual Fourier inversion formula (i.e., the second integral) holds even though we have not proved that $h_i(x)$ is of bounded variation in any $x$-interval. \[\square\]

By using (6.1) and (6.3) we can determine the behavior of $h_i(x)$ and of expectations $\int_0^\infty h_i(x) F(x) \, dx$ for certain functions $F$ when $t$ is small. The results are given in the following two theorems. However, since the proofs are somewhat lengthy and involve numerous routine estimates, we defer them to Appendix 1.

**Theorem 6.2.** The probability density $h_i(x)$ satisfies
\begin{align*}
h_i(x) &= e^{-At-x} \left( \frac{x^{\mu t-1}}{I(\mu t)} + \frac{tg(0) x^{\mu t}}{I(\mu t+1)} \right) \\
&\quad + te^{-x} (g(x) - g(0)) + t^2 R(t, x),
\end{align*}
where $A$ and $g$ are defined by (6.4), and $R(t, x)$ and $\int_0^\infty |R(t, x)| \, dx$ are bounded for $0 \leq t < T$ and $x \geq 0$.

**Theorem 6.3.** Let $F(x)$ be a bounded function such that
\begin{align*}
\int_0^\infty |F(x) - F(0)| \cdot \left| \frac{\log x}{x} \right| \, dx < \infty
\end{align*}
for any $c > 0$, and define $I_F$ (which is then finite) by

$$I_F = \sup_{x \geq 0} |F(x) - F(0)|$$

$$+ \int_0^\infty x^2 |F(x) - F(0)| (1 + x^{uT}) (1 + |\log x|) (1 + x) e^{-x} dx.$$  

Then

$$\int_0^\infty h_t(x) F(x) \, dx = F(0) + t \int_0^\infty \left( F(x) - F(0) \right) k(1 - e^{-x}) e^{-x} \, dx + I_F t^2 R_1(t), \quad (6.6)$$

where $|R_1|$ has a finite upper bound that is independent of the form of $F$.

**Remark 1.** Formula (6.6) has the following interpretation. The energy of an electron decreases by jumps, and we may write $e(t) = (1 - U_1(t)) \times (1 - U_2(t)) \ldots$, where $U_1(t), U_2(t), \ldots$ are the largest, next largest, \ldots of the $\nu_i$ for which $0 < \nu_i \leq t$. (See Sec. 5.) Now from (5.1) $U_1(t)$ has the probability density

$$tk(u) \exp \left[ -t \int_0^1 k(v) \, dv \right], \quad (6.7)$$

and it can be verified that, neglecting terms in $t^2$, the expression (6.6) is the same as would be obtained by taking $X(t) = -\log (1 - U_1(t))$. In other words, the only jump that is important, if $t$ is small, is the largest one (where "large" is used in a proportional rather than in an absolute sense).

**Remark 2.** If $\mu = 0$, then $X(t)$ has the probability

$$\exp \left( -t \int_0^1 k(u) \, du \right) = e^{-A t}$$

of being 0, but its distribution has a density at all positive values when $t > 0$; we still denote this density by $h_t(x)$. Theorems 6.1 to 6.3 require only minor modifications. The first expression for $h_t(x)$ in (6.1) remains true, while the second is true if $\theta_i(\tau)$ is replaced by $\theta_i(\tau) - e^{-A t}$. In Theorem 6.2, we have the simpler expression

$$h_t(x) = t e^{-x} k(1 - e^{-x}) + t^2 R_0(t, x), \quad (6.8)$$

where $R_0$ has the properties describing the function $R$ in Theorem 6.2. Theorem 6.3 remains true if we add $e^{-A t} F(0)$ to the left side of (6.6). We can now replace $I_F$ by $\sup_{x \geq 0} |F(x) - F(0)|$, and we need require of $F$ only that it be a bounded Borel-measurable function.

**7. Definition of the electron-photon cascade and of the random variable $N(E, t)$ (Approximation A)**

We are now ready to define the electron-photon cascade. We shall make the definition in detail only for the case in which the initial particle is an electron, the case of an initial photon being similar. Moreover, it
suffices to consider an initial particle of energy 1, other cases involving only simple changes.

7.1. Indexing of the particles. The electrons and photons are indexed, somewhat as in the scheme of Chapter VI, by a symbol \( \iota \), which is 0 or a finite sequence of positive integers \( i_1 j_1 i_2 j_2 \ldots i_k j_k \) or \( i_1 j_1 \ldots i_k \). The \( j \)'s may take any positive integer values, but each \( i \) is either 1 or 2. The object corresponding to the index \( \iota \) is denoted by \( \langle \iota \rangle \). The symbol \( \langle 0 \rangle \) denotes the original electron; next, \( \langle 1 \rangle \), \( \langle 2 \rangle \), \ldots are the first, second, \ldots photons produced by \( \langle 0 \rangle \), where the terms "first", "second", etc., are explained below. The symbols \( \langle i_1 \rangle \) and \( \langle i_2 \rangle \) denote, respectively, the first and second electrons produced by \( \langle i \rangle \) when it disappears. For definiteness we may suppose that the first electron is the positive one and the second is the negative one. Next, \( \langle i_1 j_1 i_2 \rangle \) denotes the \( i_2 \)-th photon produced by \( \langle i_1 j_1 \rangle \). It should now be clear how the enumeration proceeds.

An electron \( \langle i_1 j_1 \ldots i_k j_k \rangle \) is in the \( k \)-th electron generation; \( \langle 0 \rangle \) is the 0-th electron generation; a photon \( \langle i_1 j_1 \ldots i_k \rangle \) is in the \( k \)-th photon generation.

In this section we agree that if \( \langle \iota \rangle \) is a particle, then \( \langle \iota' \rangle \) is the parent of \( \langle \iota \rangle \). For example, if \( \iota = i_1 j_1 i_2 \), then \( \iota' = i_1 j_1 \).

A symbol such as \( \iota i \) means the sequence \( \iota \) with \( i \) added at the right end; if \( \iota = 0 \), then \( \iota i \) is simply \( i \).

7.2. Histories of lives and energies. The history of a cascade is given in terms of certain numbers and random functions, which we now list. (See Fig. 6.)

For each electron or photon \( \langle \iota \rangle \) we put

\[
\tau_\iota = \text{time at which } \langle \iota \rangle \text{ is born; }
\]

\[
\varepsilon_\iota = \text{energy of } \langle \iota \rangle \text{ at birth; }
\]

\[
\varepsilon_\iota (t) = \text{energy of } \langle \iota \rangle \text{ at time } t \text{ (write } \varepsilon (t) \text{ for } \varepsilon_\iota (t));
\]

\[
u_\iota = \text{fraction received by } \langle \iota \rangle \text{ of parental energy at time } \langle \iota \rangle \text{ is born; that is, } \varepsilon_\iota = \varepsilon_\iota' (\tau_\iota - 0) u_\iota, \text{ where } \langle \iota' \rangle \text{ is the parent of } \langle \iota \rangle.
\]

In addition, if \( \langle \iota \rangle \) is a photon, we let \( \ell_\iota \) denote its life-length.

We agree that \( \varepsilon_\iota (t) = 0 \) if \( t < \tau_\iota \). In the case of a photon, \( \varepsilon_\iota (t) = 0 \) if \( t \geq \tau_\iota + \ell_\iota \).

We must also introduce numbers \( t_1, t_2, \ldots \), defined whenever \( \langle \iota \rangle \) is an electron. Here \( \tau_\iota + t_\iota \) represents the time of birth of the photon \( \langle \iota i \rangle \).

The numbers \( t_\iota, u_\iota, \) and \( \ell_\iota \) are positive and are subject to the following additional conditions. For each pair of sister electrons, say \( \langle \iota 1 \rangle \) and \( \langle \iota 2 \rangle \), we have

\[
0 < u_\iota 1 < 1, \text{ and } u_\iota 1 + u_\iota 2 = 1. \tag{7.1}
\]
Moreover, if \( \langle \ell \rangle \) is an electron, then
\[
0 < t_{ij} < T, \quad i = 1, 2, \ldots, \quad \text{and} \quad t_{ii} = t_{ij} \quad \text{if} \quad i \neq j, \quad (7.2)
\]
and there are infinitely many \( t_{ii} \) on every interval in \((0, T)\). \( (7.3)\)

Furthermore, if \( \langle \ell \rangle \) is an electron, then
\[
1 > u_{i1} > u_{i2} > \cdots > 0 \quad \text{and} \quad \sum_{i=1}^{\infty} u_{ii} < \infty. \quad (7.4)
\]

If we are given numbers \( t_i, u_i, \) and \( \ell_i \), then we define the other quantities for the cascade in the following manner, remembering that \( \langle \ell \rangle \) is the parent of \( \langle \ell \rangle \).

\[
\begin{array}{c}
\downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \quad \quad \quad \downarrow \\
\text{Fig. 6. In the figure wavy lines represent life spans of photons; solid lines, electrons. The photon } \langle 1 \rangle \text{ is born at } t_1 \text{ and lives until } t_1 + t_{11}, \text{ when it is replaced by the electrons } \langle 31 \rangle \text{ and } \langle 32 \rangle. \text{ The photon } \langle 312 \rangle \text{ is born at } t_2 + t_3 + t_{111} \text{ and lives until } t_4 + t_{112} + t_{113}, \text{ etc.}.
\end{array}
\]

For the electron \( \langle \ell \rangle \) we have
\[
\begin{align*}
\tau_i &= \tau_{i'} + \ell_{i'}, \quad \ell = 0; \quad \tau_0 = 0; \\
\varepsilon_{(i)} &= u_i \varepsilon_{(i')}, \quad \ell = 0; \quad \varepsilon_{(0)} = 1; \\
\varepsilon_{i}(t) &= \varepsilon_{(i)} \varepsilon_{i} (t - \tau_i; t_{11}, u_{11}, t_{12}, u_{12}, \ldots), \\
& \quad t \geq \tau_i,
\end{align*}
\]
\( (7.5) \)

where \( \varepsilon \) is the function defined by \((5.10)\).

For the photon \( \langle \ell \rangle \) we have
\[
\begin{align*}
\tau_i &= \tau_{i'} + \ell_i, \\
\varepsilon_{(i)} &= u_i \varepsilon_{i} (\tau_i - 0).
\end{align*}
\]
\( (7.6) \)

7.3. Probabilities in the cascade; definition of \( \Omega \). We must now prescribe joint probability distributions for the numbers \( \ell_i, u_i, \ell_i \). In
this manner we determine a probability measure \( P \) on the space \( \Omega \) of sequences \( \omega = (t_1, u_1, t_2, u_2, \ldots) \), where the coordinates in \( \omega \) are the \( t_i, u_i, \) and \( t_\ell \), enumerated in some definite order. The coordinates are nonnegative, and we can assume that \( \Omega \) contains only sequences satisfying (7.1) -- (7.4), since all other sequences will have total probability 0.

We assume that the \( t' \)s are uniformly distributed on \((0, T)\) and are mutually independent and independent of everything else. The \( t' \)s have the density \( \lambda e^{-\lambda t'}, t' > 0 \), and have the same independence properties as the \( t' \)s. The \( u' \)s have the following dependency properties. If \( \langle t \rangle \) is an electron, then \( u_{i1}, u_{i2}, \ldots \) have the same joint probability law as do \( u_1, u_2, \ldots \) in (5.1). If \( \langle t \rangle \) is a photon, then \( u_{i1} + u_{i2} = 1; u_{i1} \) has the probability density \( q \), and from symmetry so does \( u_{i2} \) (see Conditions 3.1). Otherwise, the \( u' \)s are independent of one another and of everything else.

In case \( \mu = 0 \), then for each electron \( \langle t \rangle \) we have \( u_{iti} = 0 \) for all sufficiently large \( i \), with probability 1. Thus many particles in the cascade are born with energy 0, but this causes no difficulty.

For the nucleon cascade, NEX (1961) has used a different scheme to establish a probability measure.

7.4. Definition of \( N(E, t) \).

Definition 7.1. Let \( N(E, t) = N(E, t, \omega) \) be the number of electrons whose energy at \( t \) is \( >E \), where \( E > 0 \).

Remark. Strictly speaking, we should define two functions in Def. 7.1, one corresponding to an initial electron and one to an initial photon. However, when confusion will not arise, we use the same notation \( N \) for each.

8. Conservation of energy (Approximation \( A \))

In this section we assume that initially there is one electron with energy 1.

According to Approximation \( A \) (Sec. 2.1), loss of energy from a particle is accompanied by an equal transmission of energy to other particles. Accordingly, we should expect the total energy in all particles at any thickness \( t \) to equal 1, the original energy. It is not quite obvious that this is true, and the reader might for an exercise construct a cascade (i.e., a single \( \omega \)) for which it is not true. FIPPOV (1961), in discussing a related process with one type of particle, gives examples where (in our terminology) the form of \( k \) depends on \( E \), and where there is a loss of total energy, although each individual transformation conserves it. However, in our case, such exceptions have total probability 0, as the following result shows.
Theorem 8.1. Let \( e_i(t) \) be the energy of \( \langle i \rangle \) at \( t \), with \( e_0(t) = \varepsilon(t) \). Then with probability 1 we have
\[
\sum_i e_i(t) = 1, \quad \text{all } t. \tag{8.1}
\]

\textbf{Proof.} Recall the definition of \( \omega \) (Sec. 7.3). Let \( \varepsilon_i^\omega(t) = \varepsilon_i^\omega(t, \omega) \) be defined as \( e_i(t) \), the birth energy of \( \langle i \rangle \), if \( \langle i \rangle \) is born at or before \( t \); otherwise \( \varepsilon_i^\omega(t) = 0 \). The first step is to show that the relation
\[
\varepsilon(t) + \sum_{i=1}^\infty \varepsilon_i^\omega(t) = 1 \tag{8.2}
\]
holds for every \( t \) and every \( \omega \). Now if \( t_i > t \), then \( \varepsilon_i^\omega(t_i) = 0 \), while if \( t_i \leq t \) then \( \varepsilon_i^\omega(t_i) = e_i(t_i - 0; t_i, t_1, t_2, t_3, \ldots) \) from (7.6) and (7.5). Using (5.14), we then obtain (8.2).

Next, since the photon \( \langle i \rangle \) shares its energy when it dies between the electrons \( \langle i1 \rangle \) and \( \langle i2 \rangle \), we have \( \varepsilon_i^\omega(t) = \varepsilon_i(t) + \sum_{j=1}^2 \varepsilon_{ij}^\omega(t) \). Then, arguing as for (8.2), we obtain \( \varepsilon_{ij}^\omega(t) = \varepsilon_{ij}(t) + \sum_{r=1}^\infty \varepsilon_{ijr}^\omega(t) \). Continuing this process, we have the following identity holding for every \( t \geq 0 \) and every \( \omega \) in \( \Omega \):
\[
1 = \varepsilon(t) + \sum_{i_1} \varepsilon_{i_1}(t) + \sum_{i_1 j_1} \varepsilon_{i_1 j_1}(t) + \cdots + \sum_{i_1 j_1 \ldots j_{k-1} i_k} \varepsilon_{i_1 j_1 \ldots j_{k-1} i_k}(t) + \sum_{i_1 j_1 \ldots i_k} \varepsilon_{i_1 j_1 \ldots i_k}(t) + \sum_{i_1 j_1 \ldots j_{k-1} i_k} \varepsilon_{i_1 j_1 \ldots j_{k-1} i_k}(t) = R_k(t, \omega) + S_k(t, \omega), \tag{8.3}
\]
where \( S_k(t) \) is the last summation in (8.3), and \( R_k(t) \) is the energy at \( t \) of all photons in generations 1 through \( k \) of photons and of all electrons in generations 0 through \( k-1 \) of electrons (see Sec. 7.1).

Let us show that \( \lim k \rightarrow \infty S_k = 0 \). Putting \( i_1 j_1 \ldots j_k = i \), we may write a typical term in \( S_k(t) \) as \( \varepsilon_{i_1 j_1} f(t - \tau_i) \), where \( e_{i_1 j_1} \) is the birth energy of \( \langle i \rangle \), \( \tau_i \) is the time of birth of \( \langle i \rangle \), and \( f(x) = 0 \) for \( x < 0 \) and 1 for \( x \geq 0 \). Now \( \tau_i > \ell_{i_1} + \ell_{i_1 i_2} + \ell_{i_1 i_2 i_3} + \cdots + \ell_{i_1 i_2 \ldots i_{k-1} i_k} \), the sum being distributed as the sum of \( k \) independent random variables, each having the density \( \lambda e^{\lambda t} \). Hence
\[
P \{ f(t - \tau_i) > 0 \} \leq \frac{\lambda^k}{(k - 1)!} \int_0^t x^{k-1} e^{-\lambda x} dx \bigg| \tag{8.4}
\]
\[
\leq \frac{\lambda^k}{(k - 1)!} \int_0^t \frac{\lambda^k e^{-\lambda x}}{k!} \, dx = \frac{\lambda t^k}{k!}.
\]

Next, we see from the definition of \( \varepsilon_{i_1} \) that
\[
\varepsilon_{i_1} \leq u_{i_1} u_{i_1 i_2} u_{i_1 i_2 i_3} \ldots u_{i_1 i_2 \ldots i_k}. \tag{8.5}
\]
Now from (5.2) we see that
\[ \mathcal{E} u_{i_1} \leq \left( \frac{cT}{1 + cT} \right)^{i_1}, \quad \mathcal{E} u_{i_1 i_2} \leq \left( \frac{cT}{1 + cT} \right)^{i_1 + i_2}, \] etc.,
while
\[ \mathcal{E} u_{i_1 i_2 \cdots i_k} = \cdots = \frac{1}{2} \] because of the symmetry of \( q \) (Conditions 3.1). Since the \( u \)'s in (8.5) are independent, we see that
\[ \mathcal{E} \mathcal{E}_{(i)} = \left( \frac{1}{2} \right)^{k} \left( \frac{cT}{1 + cT} \right)^{i_1 + i_2 + \cdots + i_k}. \]
Moreover, \( \mathcal{E}_{(i)} \) and \( J(t - \tau) \) are independent. Hence
\[ \mathcal{E} S_k \leq \sum_{i_1, \ldots, i_k = 1}^{\infty} \sum_{j_1, \ldots, j_k = 1}^{2} \frac{(\lambda t)^k}{k!} \left( \frac{1}{2} \right)^{k} \left( \frac{cT}{1 + cT} \right)^{i_1 + i_2 + \cdots + i_k} = \frac{(c \lambda t T)^k}{k!}. \tag{8.6} \]
Hence for any \( t \), \( \lim_{k \to \infty} \mathcal{E} S_k(t) = 0 \).

Now the random function \( R_k(t, \omega) \) in (8.3) is a nondecreasing function of \( k \) for each \( t \) and \( \omega \), and hence \( S_k(t, \omega) \) is nonincreasing in \( k \). Since \( \mathcal{E} S_k \to 0 \), this implies that for each fixed \( t \) we have \( \Pr \{ \lim_{k \to \infty} S_k(t) = 0 \} = 1 \).

On the other hand, since \( S_k(t, \omega) \) is the total initial energy received at or before \( t \) by a certain set of electrons, it must be nondecreasing in \( t \) for each \( k \) and \( \omega \). Hence, if for some \( \omega \) and \( t \) we have \( \lim_{k \to \infty} S_k(t, \omega) = 0 \), then \( S_k(t', \omega) \to 0 \) for all \( t' < t \). This suffices to prove the theorem\(^1\).

9. Functional equations

9.1. Introduction. During most of the rest of the chapter we shall be investigating the random variable \( N(E, t) \), the number of electrons at \( t \) of energy \( > E \), under the respective hypotheses

\[ H_1: \text{one initial photon of energy 1,} \]
\[ H_2: \text{one initial electron of energy 1.} \]

Expectations under the two hypotheses will be denoted by \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \), respectively. Although we shall deal for the most part only with the number of electrons, entirely similar equations can be obtained for photons, or for photons and electrons jointly.

Several different kinds of functional equations can be used for the investigation. At the present time no deep investigation of the relationships among the various approaches has been made, and convenience has been the main criterion as to which one should be used.

There is first a choice of what functions of the probabilities should be considered — moments, product densities, generating functions, characteristic functionals, etc. Then the type of functional equation must be selected: (a) We may consider the cascade at times 0, \( \Lambda \), and \( t \), letting

\(^1\) It has long been recognized that the functional equations for cascades are consistent with Theorem 8.1, but the author is not aware of a prior proof of the theorem.
$A \downarrow 0$. This corresponds to the approach used in getting the “backward equations” for Markov processes, in particular to (V.3.4). (b) We may consider the cascade at $0$, $t$, and $t + A$, letting $A \downarrow 0$. This corresponds to the “forward equations” for Markov processes, in particular to (V.3.3). (c) We may consider the system at a point of regeneration, as in the case of the age-dependent processes of Chapter VI.

We shall use the approach (a) in conjunction with the generating functions

$$f_i(s, E, t) = \mathcal{E}_i s^{N(E, t)}, \quad i = 1, 2. \quad (9.1)$$

This approach leads to the basic equations (11.14), which have the form $\partial f_i / \partial t = A_i (f_1, f_2)$, $i = 1, 2$, where $A_1$ and $A_2$ are nonlinear integral operators. Differentiation of these equations with respect to $s$ at $s = 1$ leads to linear equations in the moments. Equations similar to (11.14) can be obtained, at least formally, for the moment-generating functionals

$$\Phi_i(S_1, S_2, t) = \mathcal{E}_i \exp \{- \int [S_1(E) dE N(E, t) + S_2(E) dE N_0(E, t)]\},$$

where $S_1$ and $S_2$ are nonnegative functions of $E$, and $N_0$ is the number of photons.

If we try the approach (b), we can obtain forward equations for $\Phi_1$ and $\Phi_2$, but not for $f_1$ and $f_2$. The forward equations for $\Phi_1$ and $\Phi_2$ are linear, as we should expect from consideration of the analogous equations (V.4.2), while the nonlinearity of the backward equations for $f_1$ and $f_2$ is to be expected from the nonlinearity of (V.4.3).

The point-of-regeneration method (c) can be used when there is one initial photon, the point of regeneration being the transformation of the initial photon. If there is initially one electron, the method at first sight seems unusable, since there is no first production of a photon. However, a modification of the method can be used, following a procedure employed in a somewhat different connection by Moyal (1956). We shall not discuss this possibility. (If $\mu = 0$, the method presents no difficulty.)

A few of the more important references are Carlson and Oppenheimer (1937), approach (b) for the first moments; Bhabha and Heitler (1937), direct treatment of the first moments by study of successive generations; Nordsieck, Lamb, and Uhlenbeck (1940), approach (b) for the probabilities; Jánossy (1950b), approach (c) for the generating functions, leading indirectly to the differential equations (Jánossy’s “$G$-equations”) that arise through approach (a); and Bhabha (1950), Ramakrishnan (1950), and Bhabha and Ramakrishnan (1950), product densities and approach (b). There have been numerous papers by H. Messel and collaborators, some of them listed in the article by Messel in Wilson (1954). Ramakrishnan and Srinivasan (1956) have studied the total number of particles of specified energies produced between 0 and $t$, rather than the number at $t$. 

...
9.2. An integral equation. We shall establish an integral equation that will be used in Sec. 10 to establish certain properties of \( f_1, f_2, \mathcal{F}_1 N(E, t), \) and \( \mathcal{F}_2 N(E, t). \) These properties, besides being important in themselves, are required for the derivation of the functional equations of Theorem 11.1.

In the case of an initial electron of energy \( 1 \), the total energy in all particles is always \( 1 \) (Theorem 8.1). A similar result holds for an initial photon. Hence in either case we have \( N(E, t) < 1/E \), and hence \( f_1 \) and \( f_2 \) are, for fixed \( E \) and \( t \), polynomials in \( s \).

**Theorem 9.1.** The generating functions \( f_1 \) and \( f_2 \) are related by the equation, holding for each complex \( s \),

\[
f_1(s, E, t + \Delta) = e^{-\lambda \Delta} f_1(s, E, t) + \lambda \int_0^\Delta e^{-\lambda \tau} d\tau \int_0^1 f_2\left(s, \frac{E}{u}, t + \Delta - \tau\right) q(u) du,
\]

\[
A \geq 0, \ t \geq 0, \ 1 \geq E > 0.
\]

Equation (9.2), similar to one obtained by Jánossy (1950b), has an obvious interpretation. If the initial photon is still present at \( \Delta \), then the situation is the same as \( \Delta \) as it was at \( 0 \). However, if the initial photon is transformed at \( \tau < \Delta \), then two electrons of energy \( u \) and \( 1 - u \) will be created, which then produce independent families. From the definition of our process, an electron of energy \( u \) has the same probability distribution for progeny of energy \( > E \) as does an electron of energy \( 1 \) for progeny of energy \( > E/u \). A similar consideration applies to an electron of energy \( 1 - u \). Thus we explain the product of two generating functions on the right side of (9.2). We omit the detailed proof, which presents no difficulties and is similar to the proof of Theorem VI.7.1.

9.3. Derivation of the basic equations (11.14) in case \( \mu = 0 \). In case \( \mu = 0 \), the probability that an initial electron produces no photons in the interval \( (0, t) \) is \( e^{-A t} \), where \( A = \int_0^1 k(u) du \). (Compare (6.4).) Considerations similar to those leading to (9.2) then yield the integral equation, holding for all complex \( s \),

\[
f_2(s, E, t + \Delta) = e^{-\lambda \Delta} f_2(s, E, t) + \lambda \int_0^\Delta e^{-\lambda \tau} d\tau \int_0^1 f_1\left(s, \frac{E}{u}, t + \Delta - \tau\right) q(u) du,
\]

\[
A \geq 0, \ t \geq 0, \ E > 0.
\]

From (9.2) and (9.3) we see that \( f_1 \) and \( f_2 \) are continuous in \( t \) uniformly for \( t \geq 0, \ 1 \geq E > 0 \), and \( |s| \leq 1 \). Letting \( \Delta \to 0 \) with \( t \) fixed, we then see
that equations (11.14a) and (11.14b) are satisfied if the derivatives are interpreted as right-hand derivatives. Similarly, considering \( t + \Delta \) fixed and letting \( t \to t + \Delta \), we see that (11.14a) and (11.14b) are satisfied for the left-hand derivatives, and hence for the usual derivatives. Thus in case \( \mu = 0 \), the arguments in Sec. 11 are unnecessary.

10. Some properties of the generating functions and first moments

We define the first moments as follows.

**Definitions 10.1.** Let \( M_1(E, t) = \partial f_1(1, E, t)/\partial s = \mathcal{E}_1 N(E, t) \), \( M_2(E, t) = \partial f_2(1, E, t)/\partial s = \mathcal{E}_2 N(E, t) \).

Note that \( M_1(E, t) = M_2(E, t) = 0 \) for \( E \geq 1 \), and \( M_1(E, 0) = 0 \). Moreover, since \( N(E, t) < 1/E \), we have

\[
M_1(E, t) < 1/E, \quad M_2(E, t) < 1/E, \quad E > 0.
\]

We shall now demonstrate some properties of the \( M_i \) and the \( f_i \) that imply that these functions are differentiable with respect to \( E \) and \( t \). At the same time we obtain useful bounds for the difference quotients.

**Remarks on notation.** In Secs. 10 and 11 we shall use \( c \) to denote a constant, not necessarily the same each time. This constant is independent of \( t, E, \Delta, s \), or other quantities unless some limitation is stated. For example, Theorem 10.3 means that given any \( \delta > 0 \) we can find a constant \( c_\delta \) such that (10.3) is true with \( c = c_\delta \) if \( |s|, 1/|s| \), and \( E \) are \( > \delta \), if \( E_1 \leq E_2 < \infty \), and if \( 0 \leq t < T \). We continue to use \( T \) as in Def. 5.1, and always \( 0 \leq t < T \).

**Theorem 10.1.** The expectations \( M_1 \) and \( M_2 \) satisfy the equation

\[
M_1(E, t) = 2 \lambda \int_0^1 \left\{ \int_0^t e^{-\lambda \tau} M_2 \left( \frac{E}{u}, t - \tau \right) d\tau \right\} du, \quad 0 < E \leq 1. \tag{10.1}
\]

**Proof.** Set \( t = 0 \) in (9.2), replace \( \Delta \) by \( t \), and differentiate with respect to \( s \) at \( s = 1 \). Using the symmetry of \( q \) (Conditions 3.1) and the relations \( M_2(E, t) = 0 \) for \( E \geq 1 \), \( M_1(E, 0) = 0 \), we arrive at (10.1). \( \square \)

**Theorem 10.2.** The expectation \( M_i(E, t) \) satisfies

\[
|M_i(E_2, t) - M_i(E_1, t)| \leq ct \frac{|E_2 - E_1|}{E_1^2}, \quad 0 < E_1 \leq E_2 < \infty. \tag{10.2}
\]

**Proof.** Put \( E = e^{-y}, u = e^{-z} \) in (10.1), \( 0 \leq y, z < \infty \). Then (10.1) can be written

\[
M_i(E, t) = 2 \lambda I(y, t) = 2 \lambda \int_0^y \psi(y - z) \varphi(z, t) dz,
\]

where \( \varphi(y) = e^{-y} q(e^{-y}) \) and \( \psi(z, t) = \int_0^t e^{-\lambda \tau} M_2(e^{-z}, t - \tau) d\tau \). Using the
inequality $M_2(e^{-s}, t) \leq e^s$ and the boundedness of $q$ and its derivative, we obtain

$$|I(y + A, t) - I(y, t)| \leq c e^y |A + e^y - 1|, \quad 0 \leq y \leq y + A.$$ 

Putting $e^{-y} = E_2$, $e^{-(y + A)} = E_1$, $\Delta = \log (E_2/E_1) \leq (E_2 - E_1)/E_1$, we obtain (10.2) for $0 < E_1 \leq E_2 \leq 1$. Since $M_1(E, t) = 0$ for $E \geq 1$, (10.2) holds for the range of values $0 < E_1 \leq E_2 < \infty$. □

**Theorem 10.3.** The generating function $f_1$ satisfies

$$|f_1(s, E_1, t) - f_1(s, E_2, t)| \leq c|E_1 - E_2|, \quad 0 < E_1 \leq E_2 < \infty,$$  

(10.3)

provided $E_1, |s|$, and $1/|s|$ are bounded away from 0.

**Proof.** Let $N(E_i, t) = N_i$, $i = 1, 2$. Then, if $0 < E_1 \leq E_2$, we have $1/E_i > N_1 \geq N_2$, and

$$|f_1(s, E_1, t) - f_1(s, E_2, t)| \leq c \delta_1 \{ |s|^{N_1} - |s|^{N_2} \} \leq c \delta_1 \{ |s|^{N_1} \log (E_2/E_1) \log - 1 \},$$  

(10.4)

where we take $0 \leq \arg s < 2\pi$.

Under the conditions of the theorem, $\log s$ and $(N_1 - N_2) \log s$ are bounded and hence $|s|^{N_1 - N_2} \leq c (N_1 - N_2)$. Hence (10.4) leads to

$$|f_1(s, E_1, t) - f_1(s, E_2, t)| \leq c \delta_1 (N_1 - N_2)$$

(10.5)

Theorem 10.3 now follows from (10.5) and Theorem 10.2. □

**Theorem 10.4.** The generating function $f_1$ satisfies

$$|f_1(s, E, t + \Delta) - f_1(s, E, t)| \leq c \Delta, \quad E > 0, \Delta > 0,$$

provided $E$ and $1/|s|$ are bounded away from 0.

This result follows from (9.2), if we observe that $f_1$ and $f_2$ are bounded by $|s|^{1/E} + 1$.

**Theorem 10.5.** The function $M_2$ satisfies the inequality

$$|M_2(E_1, t) - M_2(E_2, t)| \leq c|E_1 - E_2|, \quad 0 < E_1 \leq E_2 < 1,$$

provided $E_1$ and $E_2$ are bounded away from 0 and 1.

**Proof.** If we take expectations $\mathcal{E}_2$ of both sides of equation (2) of Appendix 2, we obtain

$$M_2(E, t) = P(\epsilon(t) > E) + \mathcal{E}_2 \sum_{i=1}^{\infty} M_1 \left( \frac{E}{\epsilon(i)}, t - t_i \right),$$  

(10.6)

where $\epsilon(i)$ and $t_i$ are the energy at birth and time of birth of the photon $\langle i \rangle$, $\epsilon(t)$ is the energy of $\langle 0 \rangle$ at $t$, and $M_1$ is 0 if $t - t_i < 0$. From Theorem
6.2 it follows that the contribution to the difference \( |M_2(E_1, t) - M_2(E_2, t)| \) by the first term on the right side of (10.6) is bounded by
\[
ct |E_2 - E_1|, \quad 0 < E_1 \leq E_2 < 1,
\]
provided \( E_1 \) and \( E_2 \) are bounded away from 0 and 1. From Theorem 10.2 the difference \( M_1(E_2(\varepsilon(t)), t - t_i) - M_1(E_1(\varepsilon(t)), t - t_i) \) is bounded in magnitude by
\[
ct \left| \frac{E_2}{\varepsilon(t)} - \frac{E_1}{\varepsilon(t)} \right| \left( \frac{E_1}{\varepsilon(t)} \right)^2 = \frac{ct \varepsilon(t)|E_2 - E_1|}{E_1^2}.
\]

We see from (8.2) that \( \sum \varepsilon(t) \leq 1 \), since \( \varepsilon(t) = \varepsilon(t) \) for \( t \geq t_i \). We then obtain the desired result by applying (10.7) and (10.8) to (10.6).

**Theorem 10.6.** The generating function \( f_2 \) satisfies the inequality
\[
|f_2(s, E_1, t) - f_2(s, E_2, t)| \leq ct |E_1 - E_2|, \quad 0 < E_1 \leq E_2 < 1,
\]
provided \( |s|, 1/|s| \), and \( E_1 \) are bounded away from 0 and provided \( E_2 \) is bounded away from 1.

**Proof.** This follows from Theorem 10.5 almost as Theorem 10.3 follows from Theorem 10.2.

11. Derivation of functional equations for \( f_1 \) and \( f_2 \)

In this section we shall frequently use the following conditions on the variables \( s, t, E, \) and \( \Delta \). The definition of \( T \) is in Def. 5.1. We continue to use \( c \) to mean a constant, not necessarily the same each time.

**Conditions 11.1.** The quantities \( |s| \) and \( 1/|s| \) are bounded away from 0; \( E \) lies between 0 and 1 and is bounded away from 0 and 1; \( 0 < t < T; 0 < \Delta < T - t \). The meaning of "bounded away from 0" and similar expressions should be clear from the remarks on notation near the beginning of Sec. 10.

**Special meaning of the \( O \)-notation.** In this section a statement such as \( F = O(\Delta^3) \) will mean \( |F| \leq c \Delta^3 \), where the constant \( c \) can be chosen independently of \( s, E, t, \) and \( \Delta \) provided those variables satisfy Conditions 11.1.

We are now ready to derive the basic functional equations for \( f_1 \) and \( f_2 \). The derivation is rather lengthy, largely because of the presence of the "infrared catastrophe" (see Sec. 3). Accordingly, we shall first sketch the main ideas. We have seen, in Sec. 9.3, that the procedure is much simpler in the case of a finite cross section.

We have already established the integral equation (9.2). The meaning of this equation is given just below it. We then obtain one of our basic equations, (11.14a), by letting \( \Delta \to 0 \) in (9.2).
In order to establish (11.14b), the first step is to establish (11.1) for the case of an initial electron of energy 1. The quantities $t'_i$ and $u'_i$ appearing in (11.1) are defined above it, and the meaning of the equation is explained just below it.

Equation (11.1) is still too complicated to use directly. However, it turns out that we can discard all but the first factor in the infinite product in (11.1), with an error that is $O(A^2)$ as $A \to 0$. In other words, if $A$ is small, nearly all the energy lost by the electron $\langle 0 \rangle$ in the interval $(0, A)$ goes to one photon. Moreover, we can replace the argument $t + A - t'_i$ in (11.1) by $t$, again with an error that is $O(A^2)$, rather than $O(A)$ as might be expected at first sight. Thus we arrive at equation (11.4).

In order to take the final step of letting $A \to 0$ in (11.4), we use Theorem 6.3, which enables us to evaluate the expectation of functions of $X(t)$ or $e(t)$ as $t$ goes to 0. In this way we arrive at the equation (11.14b).

We now carry out the derivation.

11.1. Singling out of photons born before $A$. We defined (Def. 5.2) the energy of an electron in terms of a sequence $t_1, u_1, t_2, u_2, \ldots$, where $0 < t_i < T$ and $1 > u_1 > u_2 > \ldots > 0$, each pair $(t_i, u_i)$ corresponding to the emission of a photon. Now let $\Delta$ be a fixed positive number $< T$, and let us single out those points $(t_i, u_i)$ for which $0 < t_i < \Delta$. We shall denote them, ordered according to decreasing $u$-coordinates, by $(t'_1, u'_1), (t'_2, u'_2), \ldots$. The sequence, of course, depends on $\Delta$, and according to (7.3) there are infinitely many points $(t'_i, u'_i)$. We shall suppose that none of the $t_i$ is equal to $\Delta$, the contrary event having probability 0. The $t'_i$ and the $u'_i$ have the joint distributions of the $t_i$ and the $u_i$ prescribed in Sec. 5, except that $\Delta$ replaces $T$. (See Appendix 2.) Referring to Def. 5.2, we see that if $t \leq \Delta$, then $e(t; t_1, u_1, \ldots) = e(t; t'_1, u'_1, \ldots)$, since only points $(t_i, u_i)$ with $t_i < \Delta$ are involved.

Our first result is the following lemma.

**Lemma 11.1.** The generating function $f_2$ satisfies the relation

$$f_2(s, E, t + \Delta) = \mathcal{E}_2 \left\{ f_2 \left( s, \frac{E}{e(A; t'_1, u'_1, \ldots)}, t \right) \times \prod_{i=1}^{\infty} f_1 \left( s, \frac{E}{e(t'_1 - 0; t'_2, u'_2, \ldots)}, t + \Delta - t'_i \right) \right\}$$

(11.1)

The proof of Lemma 11.1 will be indicated in Appendix 2. The interpretation of (11.1) is as follows. The original electron $\langle 0 \rangle$ will have the energy $e(A; t_1, u_1, \ldots) = e(A; t'_1, u'_1, \ldots)$ at $\Delta$; the history of this electron and its descendants born after $\Delta$ follows the same probability law as the
original process except that all energies are multiplied by $\epsilon (\Delta)$. This part of the process accounts for the factor $f_2$ on the right side of (11.1). Any first-generation photon born before $\Delta$ corresponds to a point $(t'_1, u'_1)$, and the energy at birth of the photon is $u'_1 \epsilon (t'_1 - 0; t'_1, u'_1, t'_2, u'_2, \ldots)$. The electrons descended from this photon account for the $i$-th factor of the product on the right side of (11.1).

Since $\lim_{i \to \infty} u'_i = 0$, and since $f_1 (s, E, t) = 1$ when $E \geq 1$, only finitely many terms in the infinite product differ from 1.

**11.2. Simplification of equation (11.1).** The first step is the replacement of $\prod_{i=1}^{\infty} f_2 (s, E, t + \Delta)$ in (11.1) by the single factor corresponding to $i = 1$, with an error that is $O (\Delta^2)$. That is, only the "biggest" first-generation photon born in $(0, \Delta)$ is important.

**Lemma 11.2.** Under Conditions 11.1 and the additional requirement $|s| \leq 1$, the function $f_2$ satisfies

$$
\left. \begin{array}{c}
\mathcal{E}_2 \left\{ f_2 \left( s, \frac{E}{\epsilon (\Delta + t'_1) \epsilon (t'_i - 0)}, t + \Delta - t'_1 \right) \right\} + O (\Delta^2) \\
\mathcal{E}_2 \left\{ f_2 \left( s, \frac{E}{\epsilon (\Delta + t'_i) \epsilon (t'_i - 0)}, t + \Delta - t'_1 \right) \right\} = O (\Delta^2) \\
\end{array} \right\} (11.2)
$$

**Proof.** From (5.4) we have $\mathcal{E}_2 \left( \sum_{i=2}^{\infty} u'_i \right) = O (\Delta^2)$. Now if the numbers $y, z_1, z_2, \ldots, z_n$ are each bounded in absolute value by 1, we have the algebraic inequality

$$
|y z_1 z_2 \cdots z_n - y z_1| \leq \sum_{i=2}^{n} |1 - z_i|, \quad (11.3)
$$

whose proof for $n = 3$, for example, is suggested by writing $y z_1 z_2 z_3 - y z_1 = (y z_1 z_2 z_3 - y z_1 z_2) + (y z_1 z_2 - y z_1)$. Hence if we replace the product $\prod_{i=1}^{\infty} f_2 (s, E, t + \Delta)$ in (11.1) by the first factor of the product, the error is bounded by

$$
\mathcal{E}_2 \left\{ \sum_{i=2}^{\infty} f_1 \left( s, \frac{E}{\epsilon (\Delta + t'_i) \epsilon (t'_i - 0)}, t + \Delta - t'_1 \right) \right\} = O (\Delta^2). 
$$

Since the $i$-th term of the sum is bounded by 1 and is 0 if $u'_i < E$, the error is bounded by $\sum_{i=2}^{\infty} P (u'_i \geq E) \leq (1/E) \sum_{i=2}^{\infty} \mathcal{E}_2 (u'_i) = O (\Delta^2)$. Hence the lemma is proved.

Our next step is to show that the $f_1$-term in (11.2) can be replaced by $f_1 \left( s, \frac{E}{1 - \epsilon (\Delta + t'_1)}, t \right)$, again producing an error that is $O (\Delta^2)$.

**Lemma 11.3.** Under Conditions 11.1, the function $f_2$ satisfies

$$
\left. \begin{array}{c}
\mathcal{E}_2 \left\{ f_2 \left( s, \frac{E}{\epsilon (\Delta)}, t \right) f_1 \left( s, \frac{E}{1 - \epsilon (\Delta)}, t \right) \right\} = O (\Delta^2), \\
|s| \leq 1. \\
\end{array} \right\} (11.4)
$$
Proof. Refer to (8.2). If the photon \(t_i\) is born before \(\Delta\), i.e., if \(t_i < \Delta\), then \(t_i\) must appear as one of the \(t'_i\)'s, say \(t'_i\), and \(\varepsilon_i \varepsilon (t'_i) = 0\). Hence, putting \(t = \Delta\) in (8.2), we obtain

\[
1 - \varepsilon (\Delta) = \sum_{i=1}^{\infty} u_i \varepsilon (t'_i - 0) .
\]  

(11.5)

We have pointed out above that \(\varepsilon_2 \sum_{i=2}^{\infty} u_i = O(\Delta^2)\). Hence, from (11.5),

\[
\varepsilon_2 [1 - \varepsilon (\Delta) - u_i \varepsilon (t'_i - 0)] = O(\Delta^2) .
\]  

(11.6)

Put \(q_E (x) = 1, 0 < x \leq E; q_E (x) = E/x, E \leq x \leq 1\). Then from Theorem 10.3 we have, for \(0 < x, y \leq 1\),

\[
\left| f_1 (s, q_E (x), t) - f_1 (s, q_E (y), t) \right| \leq c \left| q_E (x) - q_E (y) \right| .
\]  

(11.7)

Since \(\left| q_E (x) \right| \leq 1/E\), the right side of (11.7) is bounded by \(c \left| x - y \right| / E\).

Since \(f_1 (s, u, t) = 1\) if \(u \geq 1\), we can write \(f_1 (s, E/x, t) = f_1 (s, q_E (x), t)\) for \(0 < x \leq 1\). Hence,

\[
\left| f_1 (s, E/x, t) - f_1 (s, E/y, t) \right| \leq c \left| q_E (x) - q_E (y) \right| \leq \frac{c \left| x - y \right|}{E} ,
\]  

(11.8)

\(0 < x, y \leq 1\).

Applying (11.6) and (11.8) with \(x = u \varepsilon (t'_i - 0)\) and \(y = 1 - \varepsilon (\Delta)\), we see that

\[
f_1 (s, u \varepsilon (t'_i - 0), t + \Delta - t'_i) = f_1 (s, E, t + \Delta - t'_i) + R ,
\]  

(11.9)

where \(R = O(\Delta^2)\).

In order to conclude the proof of Lemma 11.3, we must be able to replace \(t + \Delta - t'_i\) by \(t\) with a suitably small error. Consider the difference

\[
R_1 = f_1 (s, E, t + \Delta - t'_i) - f_1 (s, E, t) .
\]  

(11.10)

If \(\varepsilon (\Delta) \geq 1 - E\), then \(R_1 = 1 - 1 = 0\). Moreover, \(\varepsilon (\Delta) = (1 - u_1) (1 - u_2) \ldots\) depends only on the \(u_i\) and hence is independent of \(t'_i\). Hence, using Theorem 10.4, we have

\[
\varepsilon_2 \left| R_1 \right| \leq c P[\varepsilon (\Delta) < 1 - E] \varepsilon_2 (\Delta - t'_i) .
\]

Now \(\varepsilon_2 (\Delta - t'_i) = \Delta/2\), and (see Def. 4.1 and equation (4.2))

\[
P(\varepsilon (\Delta) < 1 - E) = P[X(\Delta) > - \log (1 - E)] \leq \frac{\varepsilon X(\Delta)}{- \log (1 - E)} \leq \frac{\varepsilon \Delta}{- \log (1 - E)} .
\]

Hence

\[
\varepsilon_2 \left| R_1 \right| = O(\Delta^2) .
\]  

(11.11)

Lemma 11.3 now follows from (11.2), (11.9), (11.10), and (11.11).

11.3. Limiting form of \(f_2 (s, E, t + \Delta)\) as \(\Delta \downarrow 0\). We are now ready to apply Theorem 6.3 to determine the limiting form of \(f_2 (s, E, t + \Delta)\) as
\( A \downarrow 0 \), using (11.4). Recalling that \( e(A) = \exp(-X(A)) \), we take the function \( F(x) \) of Theorem 6.3 to be

\[
F(x) = f_1 \left( s, \frac{E}{1 - e^{-x}}, t \right) f_2(s, E e^x, t),
\]

and we consider \( s, E \), and \( t \) fixed, \( 0 < E < 1, 0 < |s| \leq 1 \). From Theorem 10.6 we can verify that \( F \) satisfies the conditions of Theorem 6.3, noting that \( f_1 = 1 \) when \( x \) is near 0.

If we apply Theorem 6.3 to the right side of (11.4), we obtain, for \( 0 < |s| \leq 1 \) and \( 0 < E < 1 \),

\[
f_2(s, E, t + \Delta) = f_2(s, E, t)
+
\Delta \int_0^\infty \left[ f_1 \left( s, \frac{E}{1 - e^{-x}}, t \right) f_2(s, E e^x, t) - f_2(s, E, t) \right] dx + I_F R_2 A^2 + O(A^2),
\]

where \( I_F \) is defined in Theorem 6.3, \( R_2 \) has a bound that is independent of \( s, E, \) and \( t \), and it can be verified that \( I_F \) is bounded provided Conditions 11.1 hold.

Assuming \( 0 < E < 1 \) and \( 0 < |s| \leq 1 \), we see that \( f_2 \) has a right-hand derivative in \( t \), namely, the coefficient of \( A \) in (11.13), and also that \( f_2 \) is a continuous function of \( t \). By a routine argument we can show that the coefficient of \( A \) on the right side of (11.13) is a continuous function of \( t \). Hence \( f_2 \) has a continuous right-hand \( t \)-derivative. Using a result of the theory of real variables (Hobson (3d ed., 1927, Vol. 1, p. 365)), we see that \( f_2 \) has a \( t \)-derivative for each \( t \) and is an absolutely continuous function of \( t \).

Since \( f_2 \) is a power series in \( s \) (in fact, a polynomial), we can express the coefficients of the powers of \( s \) by means of Cauchy's integral formula. In this way we can see that the coefficients are themselves differentiable in \( t \).

**Theorem 11.1.** The generating functions \( f_1 \) and \( f_2 \) satisfy the equations

\[
\frac{\partial f_1(s, E, t)}{\partial t} = -\lambda f_1(s, E, t)
+
\lambda \int_0^1 f_2 \left( s, \frac{E}{u}, t \right) f_2 \left( s, \frac{E}{1-u}, t \right) q(u) \, du,
\]

\[
E > 0, \quad t > 0,
\]

\[
\frac{\partial f_2(s, E, t)}{\partial t} = \int_0^1 \left\{ f_1 \left( s, \frac{E}{u}, t \right) f_2 \left( s, \frac{E}{1-u}, t \right) - f_2(s, E, t) \right\} k(u) \, du,
\]

\[
E > 0, \quad t > 0,
\]

\[
1 \quad \text{These equations are comparable to equations (15) of Jánossy (1950b), the "G-equations". See also Harris (1957b).}
\]
for all complex \( s \), with the conditions
\[
\begin{align*}
  f_1(s, E, 0) &= 1, & E > 0; & f_2(s, E, 0) = s, & 0 < E < 1; \\
  f_2(s, E, 0) &= 1, & E \geq 1.
\end{align*}
\quad (11.14c)
\]

**Proof.** First suppose \( 0 < E < 1, 0 < |s| \leq 1 \). If we let \( \Delta \downarrow 0 \) in (11.13), we see that the right-hand \( t \)-derivative of \( f_2 \) is equal to the right side of (11.14b), after making the change of variable \( u = 1 - e^{-s} \). We have already seen that \( f_2 \) has a \( t \)-derivative; hence (11.14b) holds if \( 0 < E < 1, 0 < |s| \leq 1 \). We may then extend the range of \( E \) to all \( E > 0 \), since both sides of (11.14b) are 0 if \( E \geq 1 \). Finally, since \( f_1 \) and \( f_2 \) are both polynomials in \( s \), the equation must hold for all values of \( s \).

We obtain (11.14a) in a similar manner by letting \( \Delta \downarrow 0 \) in (9.2).

The truth of the conditions (11.14c) is obvious from the definition of the process.

We shall state a uniqueness condition for the solution of (11.14) after we have discussed the moments.

---

12. **Moments of \( N(E, t) \)**

Since \( N(E, t) \) is finite if \( E > 0 \), it is evident that all the moments of \( N \) are finite and therefore the moments can be obtained by solving the linear equations that arise when we differentiate (11.14) with respect to \( s \) and set \( s = 1 \).

12.1. **First moments.** Refer to Def. 10.1. Differentiation of (11.14) at \( s = 1 \) yields the following pair of equations (we use the relations \( q(t) = q(u) \) and \( M_i(E, t) = 0 \) for \( E \geq 1 \)):
\[
\begin{align*}
\frac{d M_1(E, t)}{dt} &= -\lambda M_1(E, t) + 2\lambda \int_0^1 \frac{E}{u} q(u) du, \quad (12.1a) \\
\frac{d M_2(E, t)}{dt} &= \int_0^1 \left\{ M_1\left(\frac{E}{u}, t\right) + M_2\left(\frac{E}{1-u}, t\right) - M_2(E, t) \right\} k(u) du, \quad (12.1b)
\end{align*}
\]

with the initial conditions
\[
\begin{align*}
  M_1(E, 0) &= 0, & E > 0; & M_2(E, 0) = 1, & 0 < E < 1; \\
  M_2(E, 0) &= 0, & E \geq 1. \quad (12.1c)
\end{align*}
\]

Carlson and Oppenheimer (1937) gave forward equations for the first-moment densities. Equations (12.1), which are backward equations, correspond to equation (24) of Jánossy (1950b).

In order to solve (12.1), we follow the customary procedure, introducing the Mellin transforms
\[
\begin{align*}
\hat{M}_i(s, t) &= \int_0^1 E^{s-1} M_i(E, t) dE, \quad i = 1, 2, \quad (12.2)
\end{align*}
\]
which are defined for $Re(s)>1$, since $M_1(E, t) < 1/E$. If we multiply both sides of (12.1a) and (12.1b) by $E^{s-1}$ and integrate on $E$ from 0 to 1, we obtain

\[
\frac{\partial \hat{M}_1(s, t)}{\partial t} = -\lambda \hat{M}_1(s, t) + 2\lambda \left[ \int_0^1 u^s \theta(u) \, du \right] \hat{M}_2(s, t), \tag{12.3a}
\]

\[
\frac{\partial \hat{M}_2(s, t)}{\partial t} = \left[ \int_0^1 u^s k(u) \, du \right] \hat{M}_1(s, t) - \left[ \int_0^1 (1-u^s) k(1-u) \, du \right] \hat{M}_2(s, t), \tag{12.3b}
\]

\[
\hat{M}_1(s, 0) = 0, \quad \hat{M}_2(s, 0) = \frac{1}{s}. \tag{12.3c}
\]

The justification of the operations leading to (12.3) is routine in view of the properties of $M_1$ and $M_2$ deduced in Sec. 10.

For fixed $s$, (12.3) is a linear system of differential equations in $t$, which can be solved explicitly. The Mellin transforms can then be inverted numerically to yield values for $M_1(E, t)$ and $M_2(E, t)$. Such calculations have been carried out by a number of authors. Values for $M_2$ may be found in RAMAKRISHNAN (1962, p. 538), the parameter $\gamma$ in the table being the negative of the natural logarithm of our parameter $E$.

The calculations indicate that if $E$ is fixed, then $M_1$ and $M_2$ first increase and then decrease as $t$ increases, as suggested in Sec. 1. In Sec. 14, we make a closer study of the first moments.

12.2. Second and higher moments. Calculations for the second moments have been carried out by JÁNOSSY and MESSEL (1950), RAMAKRISHNAN and MATHEWS (1954), RAMAKRISHNAN and SRINIVASAN (1955), and others. See the tables on pp. 539—543 of RAMAKRISHNAN (1962). Calculation of higher moments would be complicated.

12.3. Probabilities. The probability distribution of $N(E, t)$ can be obtained from (11.14) as follows. For $E > 0$, $f_1$ and $f_2$ are polynomials of degree $<1/E$. Hence the probability distribution of $N(E, t)$, for any particular $E$, is uniquely determined by the factorial moments of order $<1/E$. These moments can be obtained, in principle, by differentiating (11.14) the required number of times at $s=1$, using the Mellin transform, and solving the resulting linear equations. See MESSEL (1956). This method is, of course, not practical if $E$ is small, and indeed no practical methods have been devised other than perhaps artificial sampling (or Monte Carlo) methods.

12.4. Uniqueness of the solution of (11.14). The Mellin transforms $\hat{M}_1$ and $\hat{M}_2$ are uniquely determined by equations (12.3), and the first moments $M_1$ and $M_2$ are then uniquely determined because of the uniqueness property of the Mellin transform. Similar considerations
show that all the higher moments of $N(E, t)$ are uniquely determined through (11.14). Thus the pair $(\lambda_1, \lambda_2)$ is the only solution of (11.14) consisting of power series in $s$ whose coefficients are regular enough so that (11.14) can be differentiated arbitrarily often at $s=1$. However, we shall not investigate the extent of this class.

13. The expectation process

In order to motivate what follows, let us consider a process with only one type of particle rather than two. We suppose that the total energy of all particles is constant, and that the proportion of its energy that a particle loses in a collision is independent of the magnitude of the energy. Let $m(E, t) \, dE$ be the expected number of particles with energies in $(E, E+\Delta E)$ at thickness $t$, if initially there is one particle of energy $E$. If necessary, the density $m$ may have a $\delta$-function component at $E=1$. Then the above assumptions lead to the equations

$$\int_0^1 E m(E, t) \, dE = 1, \quad (13.1)$$

$$m(E, t_1 + t_2) = \int E m(u, t_2) m(E-u, t_2) \frac{du}{u}. \quad (13.2)$$

If we make the change of variable $E = e^{-z}$, $z \geq 0$, and if we put $\varphi(z, t) = e^{-2z} m(e^{-z}, t)$, then equations (13.1) and (13.2) become, respectively,

$$\int_0^\infty \varphi(z, t) \, dz = 1, \quad (13.3)$$

$$\varphi(z, t_1 + t_2) = \int_0^z \varphi(z-y, t_2) \varphi(y, t_2) \, dy. \quad (13.4)$$

In other words, we can regard $\varphi(z, t)$ as the probability density of a non-negative additive random process $Z(t)$. The statement that $Z(t)$ has approximately a Gaussian distribution when $t$ is large can be translated in terms of the density $m(E, t)$, or its integral over certain ranges. However, we must be careful about the range of validity of the approximation, as will be explained in more detail below, and the situation is not as satisfactory as we should like.

Physicists have obtained approximations to the moments in electron-photon cascades by the use of saddle-point methods; see, e.g., Jánossy (1950a) and the references of Sec. 12.2. In principle, we are rather following Khinchin (1949), who used the central limit theorem extensively in statistical mechanics as a substitute for saddle-point methods.

---

1 The expectation process for electron-photon cascades was introduced by Harris (1957b). A similar process for cascades with one type of particle has been used by Filipovic (1961).
KHINCHIN used the device of a "conjugate distribution" to shift the region of the approximation to the position of most interest. An analogue to this device can be defined for the more complex problem to be treated below, but at present it is impossible to judge whether it would be useful to do this, and we shall not discuss it.

The treatment below is only an outline and is heuristic rather than rigorous.

13.1. The probabilities for the expectation process. We continue to use the index \(i\) or \(j=1\) for photons and \(2\) for electrons.

In order to define the expectation process, we must consider the case in which there is initially one photon of energy \(1\) as well as the case of one initial electron, and we must consider the number of photons at \(t\) as well as the number of electrons.

Definitions 13.1. Let \(M_{ij}(E, t)\) be the expected number of particles of type \(j\) and energy \(>E\) at \(t\) if there is initially one particle of type \(i\) and energy \(1\). Let \(\hat{M}_{ij}(s, t) = \int_0^1 E^{s-1} M_{ij}(E, t) \, dE\), and let \(\hat{M}\) be the matrix \((\hat{M}_{ij})\).

Of course, \(M_{12}\) and \(M_{22}\) are identical with \(M_1\) and \(M_2\) of Def. 10.1. Moreover, equations (12.1a) and (12.1b) are satisfied if we replace \(M_1\) and \(M_2\) by \(M_{11}\) and \(M_{21}\), respectively, with the initial conditions

\[
\begin{align*}
M_{11}(E, 0) &= 1, \quad 0 < E < 1; \quad M_{11}(E, 0) = 0, \quad E \geq 1; \\
M_{21}(E, 0) &= 0, \quad E > 0.
\end{align*}
\]

The argument is similar to that used in deriving (12.1).

The integral \(\int_0^1 E \, dE \, M_{ij}(E, t)\) is the expected amount of energy at \(t\) in particles of type \(j\) with energies \(>E_0\), if initially there is one particle of type \(i\) and energy \(1\). Hence, from Theorem 8.1 and its counterpart when the initial particle is a photon, we have

\[
\sum_{j=1}^{2} \int_0^1 E \, dE \, M_{ij}(E, t) = 1, \quad i = 1, 2.
\]

This suggests that it may be useful to define \(-E \, dM_{ij}(E, t)\) as the differential element of a probability. However, the treatment is simpler if we make the transformation \(E = e^{-z}\). Hence we define

\[
dP_{ij}(z, t) = e^{-z} \, dE \, M_{ij}(e^{-z}, t), \quad z \geq 0,
\]

putting \(P_{ij}(0+, t) = 0\). Note that \(P_{11}(0+, t) = M_{11}(1 - 0, t) = e^{-Mt}\), while \(P_{ij}(0+, t) = M_{ij}(1 - 0, t) = 0\) for \(t > 0\) and \((i, j) \neq (1, 1)\). We take \(P_{ij}(z, t)\) to be continuous to the right in \(z\).
Then (13.6) becomes
\[ \sum_{j=1}^{2} \int_{0-} \int_{0-} dP_{i}(z, t) = \lim_{t \to \infty} \sum_{j=1}^{2} P_{i}(z, t) = 1. \] (13.8)

Now define \( \hat{P}_{i}(s, t) \) and the matrix \( \hat{P}(s, t) \) by
\[
\hat{P}_{i}(s, t) = \int_{0-} e^{-st} dP_{i}(z, t), \quad \hat{P}(s, t) = (\hat{P}_{i}(s, t)).
\]
(13.9)

Because of (13.8), the functions \( \hat{P}_{i} \) are defined at least for \( Re(s) \geq 0 \). Let us note the relation
\[ \hat{M}_{ij}(s, t) = \frac{1}{s} \hat{P}_{ij}(s-1, t), \]
which follows from (13.7) and integration by parts.

The matrix \( \hat{P}(s, t) \) satisfies the following equation, whose derivation is similar to that of (12.3):
\[ \frac{\partial \hat{P}(s, t)}{\partial t} = B(s) \hat{P}(s, t), \quad \hat{P}(s, 0) = I; \quad Re(s) \geq 0, \] (13.10)
where \( I \) is the identity matrix and \( B \) is the matrix
\[
B(s) = \begin{pmatrix}
-\lambda & 2 \lambda \int_{0}^{1} u^{s+1} q(u) du \\
\int_{0}^{1} u^{s+1} k(u) du & - \int_{0}^{1} (1 - u^{s+1}) k(1 - u) du
\end{pmatrix}.
\]
(13.11)

The solution of (13.10) is
\[ \hat{P}(s, t) = e^{tB(s)}, \] (13.12)
which satisfies the functional equation
\[ \hat{P}(s, t_1 + t_2) = \hat{P}(s, t_1) \hat{P}(s, t_2), \quad t_1, t_2 \geq 0. \] (13.13)

The elements of the matrix product on the right side of (13.13) are sums of products of Laplace transforms, corresponding to sums of convolutions. Hence expressing (13.13) in terms of the \( P_{i,j} \), we have
\[ P_{i,j}(z, t_1 + t_2) = \sum_{k=1}^{2} \int_{0}^{z} P_{i,k}(z-y, t_2) dP_{k,i}(y, t_1), \quad z, t_1, t_2 \geq 0. \] (13.14)

Let us interpret (13.8) and (13.14).

13.2. Description of the expectation process. Let us picture a vector Markovian process \( (I(t), Z(t)) \), \( t \geq 0 \), where \( I(t) = 1 \) or 2 and \( Z(t) \geq 0 \). We suppose that the process is additive in the \( Z \)-component; in other words, \( \text{Prob} \{ I(t_2) = j, Z(t_2) \leq z, I(t_1) = i, Z(t_1) = z_1 \} \) depends on \( i, j, z_2 - z_1 \), and \( t_2 - t_1 \).
If we interpret the $P_{i,j}$ as

$$P_{i,j}(z,t) = \text{Prob}\{I(t) = j, Z(t) \leq z | I(0) = i, Z(0) = 0\}, \quad (13.15)$$

then equations (13.14) are simply the Chapman-Kolmogorov equations for the process $(\hat{I}(t), Z(t))$, while (13.8) insures that the probabilities add to 1.

In order to deduce the nature of our Markov process, we may study its behavior in a small $t$-interval. This can be done most conveniently by considering the behavior of $\int_0^\infty H(z) dP_{i,j}(z,t)$ for small $t$, where $H$ is an arbitrary polynomial in $e^{-z}$. This behavior can be deduced from the relation (obtained from (13.12)) $\int_0^\infty H(z) dP(z,t) = H(0) I + tD + O(t^2)$, where $P = (P_{i,j})$ and

$$D = \begin{pmatrix}
-\lambda H(0) & 2\lambda \int_0^\infty q(e^{-z}) H(z) e^{-2z} dz \\
\int_0^\infty e^{-2z} k(e^{-z}) H(z) dz & \int_0^\infty (H(z) - e^z H(0)) k(1-e^{-z}) e^{-2z} dz
\end{pmatrix}.$$

It is then possible to deduce the following behavior for the expectation process $(\hat{I}(t), Z(t))$, although we omit the argument. The component $I(t)$ takes the values 1 or 2 and is a jump-type Markov process with infinitesimal transition probabilities \(\text{Prob}\{I(t + dt) = 2 | I(t) = 1\} = \lambda \ dt,\) \(\text{Prob}\{I(t + dt) = 1 | I(t) = 2\} = K \ dt,\) where

$$K = \int_0^1 u k(u) \ du. \quad (13.16)$$

The $Z$-component behaves one way between jumps of $I$ and another way when jumps occur. During any $t$-interval when $I$ remains equal to 1, $Z$ remains constant. During any $t$-interval when $I$ remains equal to 2, $Z$ increases like the Markov process $X(t)$ of Sec. 4, except that the function $k(u)$ is replaced by $(1-u)k(u)$. If $I$ jumps from 1 to 2 at $t$, then $Z$ has a jump at $t$ of magnitude $z > 0$ with probability density $2e^{-2z} q(e^{-z})$. If $I$ jumps from 2 to 1 at $t$, then $Z$ has a jump at $t$ of magnitude $z > 0$ with density $e^{-2z} k(e^{-z})/K$. We always begin with $Z(0) = 0$.

If we plot $Z(t)$ as the abscissa and $I(t)$ as the ordinate of a point in the Cartesian plane, regarding $t$ as a time parameter, we see that the point moves to the right, jumping back and forth between the lines $I = 1$ and $I = 2$. Since $Z$ behaves like a homogeneous additive process on each line, it is plausible that the distribution of $Z(t)$ is approximately Gaussian when $t$ is large.

The expectation process is a special case of the processes treated by N\o v\o e (1961). However, N\o v\o e does not discuss the distribution problems in which we shall be interested.
14. Distribution of $Z(t)$ when $t$ is large

The author conjectures that $Z(t)$ has an approximately Gaussian distribution when $t$ is large. Hence we shall want to calculate the mean and variance of $Z(t)$. It is convenient to make the calculation when $I(0)$ has the stationary distribution for $I(t)$, given by the vector

$$\pi_0 = \left( \frac{K}{\lambda + K}, \frac{\lambda}{\lambda + K} \right).$$

Presumably, the mean and variance are asymptotically the same, whatever the distribution of $I(0)$.

The expected value of $Z(t)$ is $\pi_0 M(t) \nu$, where $M(t)$ is the matrix whose elements are $\int z \, dP_i(z, t) = -\frac{\partial}{\partial s} \hat{P}_i(0, t)$, and $\nu$ denotes the column vector $(1)$. Let us note the relations

$$\begin{align*}
B(0) &= \begin{pmatrix} -\frac{\lambda}{K} & \frac{\lambda}{K} \\ -K & -K \end{pmatrix}, \quad \pi_0 B(0) = (0, 0), \quad B(0) \nu = (0)^t, \\
\hat{P}(0, t) \nu &= e^{B(0)t} \nu = \nu.
\end{align*}$$

Differentiating (13.10) with respect to $s$ at $s = 0$, we obtain

$$\frac{dM(t)}{dt} = -B'(0) \hat{P}(0, t) + B(0) M(t),$$

where the prime denotes differentiation with respect to $s$. If we multiply (14.3) on the left by $\pi_0$, on the right by $\nu$, and use (14.2), we obtain

$$\frac{d}{dt} \left( \pi_0 M(t) \nu \right) = \frac{d}{dt} \varepsilon Z(t) = -\pi_0 B'(0) \nu,$$

and since $Z(0) = 0$, this means

$$\varepsilon Z(t) = -t \pi_0 B'(0) \nu, \quad \nu = (1)^t,$$

where

$$B'(0) = \begin{pmatrix} 0 & 2 \lambda \int u q(u) \log u \, du \\ \int u \, k(u) \log u \, du & 1/2 \int u \, k(1-u) \log u \, du \end{pmatrix}.$$  

The evaluation of the variance is somewhat more complicated, but involves only routine methods of treating linear equations. We obtain the estimate

$$\text{Variance} \ Z(t) = \pi_0 \left[ B''(0) - \frac{2}{(\lambda + K)^2} B'(0) B(0) B'(0) \right] \nu t + O(1),$$

again assuming that initially $Z(0) = 0$ and that $I(0)$ has the stationary distribution.
14.1. Numerical calculation. If we use the numerical values given in Sec. 3, we find
\[ \lambda = 0.774, \; K = 1.01, \; \pi_0 = (0.5661, 0.4339), \]
\[ B(0) = \begin{pmatrix} -0.774 & 0.774 \\ 1.01 & -1.01 \end{pmatrix}, \quad B'(0) = \begin{pmatrix} 0 & -0.3678 \\ -1.131 & -0.6761 \end{pmatrix}, \]
\[ B''(0) = \begin{pmatrix} 0 & 0.3836 \\ 2.454 & 0.3858 \end{pmatrix}. \]

Performing the required calculations, we obtain
\[ \mathcal{E}/Z(t) = 0.992t, \quad \text{Var} \; Z(t) = 1.564t + O(1), \quad t \to \infty. \] (14.9)

The standard deviation of \( Z(t) \) is thus \( 1.25t^{1/4} + O(t^{-1/4}) \).

The distribution of \( Z(t) \) has a probability density, except for the small probability concentrated at 0; let \( \phi(z, t) \) denote this density. Then, assuming that \( Z(t) \) has an approximately Gaussian distribution, we have the asymptotic relation, for \( \beta_1 \) and \( \beta_2 \) fixed,
\[ \int_{0.992t^{1/4} - 1.25\beta_1}^{0.992t^{1/4} + 1.25\beta_1} \phi(z, t) \, dz \to \frac{1}{\sqrt{2\pi}} \int_{\beta_1}^{\beta_2} e^{-\frac{1}{2}x^2} \, dx, \quad t \to \infty. \] (14.10)

In order to interpret (14.10), let \( m(E, t) \, dE \) be the expected number of particles of both types with energies between \( E \) and \( E + dE \), if initially there is one photon with probability 0.5661 or one electron with probability 0.4339; let us refer to this as the stationary case. Then (14.10) becomes, on referring to (13.7),
\[ e^{-0.992t - 1.25\beta_1} \int_{e^{-0.992t - 1.25\beta_1}} e^{-\frac{1}{2}x^2} \, dx. \] (14.11)

The left side of (14.11) is the expected amount of energy, in the stationary case, contained in particles whose energies lie between the limits of integration. For example, particles with energies \( < e^{-0.992t} \) should contain, on the average, half the total energy.

The author does not know whether formula (14.11) has appeared in the literature. Since we have not proved the Gaussian character of \( Z(t) \), the formula must be considered a conjecture, although a very probable one. Note that (14.11) is an asymptotic expression for the amount of energy, not the number of particles. Asymptotic formulas for the expected number of particles above a given energy level are given in Heisenberg (1943, pp. 18–24). See also the paper by R. W. Williams in the collection of Menzel (1960, Vol. 2, Sec. 2.3, p. 555).

\[ ^1 \text{As a result of some rounding-off errors, these calculations were carried out with the value } \lambda = 0.774 \text{ rather than the value } 0.77333 \ldots \text{ of Sec. 3.1.} \]
It is tempting to approximate \( m(E, t) \) by the formula

\[
m(E, t) \sim \frac{1}{E^2 \sqrt{(2\pi)(\frac{1.564}{t})}} e^{-(\log E - 0.992t/1.318)^2},
\]

(14.12)

where \( t \) and \(-\log E\) go to \( \infty \) in such a manner that \( |-(\log E - 0.992t)/1.318| \) remains bounded. Now the right side of (14.12) reaches its maximum, for any given \( t \), when \( E = E_t = e^{-4.138t} \), which is presumably outside the range of validity of (14.12). However, the right side of (14.12) reaches its maximum, for a given \( E \), when \( t = t_E = -\log E/0.992 + O(1) \), where \( O(1) \) is bounded as \( E \to 0 \). This is within the range where (14.12) should be valid, and hence we expect

\[
m(E, t_E) \sim \frac{0.318}{E^2 \sqrt{-\log E}}, \quad E \to 0.
\]

(14.13)

As a matter of fact, \( m(E, t_E) \) has been calculated by physicists using saddle-point methods, and the calculations agree with (14.13). Let us refer to MENZEL (1960, Vol. 2, formula (2), and Table 2 of Sec. 2.4, pp. 555–556). According to (2), whether the initial particle is a photon of energy \( 1 \) or an electron of energy \( 1 \), the maximum densities for photons and electrons are respectively (asymptotically for small \( E \)) \( 0.180/E^2(-\log E)^{1/2} \) and \( 0.137/E^2(-\log E)^{1/2} \). The sum of 0.180 and 0.137 is 0.317, which checks with our value 0.318 in (14.13). Since the author’s calculations were rather rough, the closeness of the agreement may be partly fortuitous.

15. Total energy in the electrons

Although the total energy in all particles is always equal to 1, the amount of energy in the electrons is a random variable, which we shall call \( W(t) \). The expected value of \( W(t) \), if the initial particle is of type \( i \), is

\[
\epsilon_i W(t) = -\int_0^1 E dM_{i2}(E, t) = P(I(t) = 2 | I(0) = i)
\]

in the notation of Sec. 13. Since \( I(t) \) is a two-state Markov process with the limiting probability distribution \((K/\lambda + K), \lambda/\lambda + K\)\), we see that \( \epsilon_i W(t) \to \frac{\lambda}{\lambda + K}, \) a result given by BHABHA and CHAKRABARTY (1943).

Actually, we have the stronger result\(^1\)

\[
\lim_{t \to \infty} \epsilon_i \left[ W(t) - \frac{\lambda}{\lambda + K} \right]^2 = 0, \quad i = 1, 2.
\]

(15.1)

In other words, for large thicknesses the fraction of energy in the electrons is with high probability close to \( \lambda/\lambda + K = 0.4339 \).

As was pointed out in Sec. 5, our probability space has not been defined so as to give a rigorous probabilistic meaning to statements

\(^1\) HARRIS (1957b).
involving "\(t \to \infty\)". However, the joint distribution of \(W(t'), W(t'')\), ... can be shown to be independent of \(T\) provided \(t', t'', \ldots < T\). Since \(T\) is arbitrary, we can define a stochastic process \(W(t), 0 \leq t < \infty\), by means of these joint distributions; we shall then interpret (15.1) as applying to this process.

**Definition 15.1.** Let \(\varphi_i(s, t) = \mathcal{E}_i e^{-sW(t)}, \ Re(s) \geq 0; \ i = 1, 2\).

In essentially the same manner as equations (11.14) were derived, we can show that the following equations hold:

\[
\frac{\partial \varphi_1(s, t)}{\partial t} = -\lambda \varphi_1(s, t) + \lambda \int_0^1 \varphi_2(s u, t) \varphi_2(s (1-u), t) q(u) \, du, \quad (15.2a)
\]

\[
\frac{\partial \varphi_2(s, t)}{\partial t} = \int_0^1 \left[ \varphi_2(s u, t) \varphi_2(s (1-u), t) - \varphi_2(s, t) \right] h(u) \, du, \quad (15.2b)
\]

\[
\varphi_1(s, 0) = 1, \quad \varphi_2(s, 0) = e^{-s}. \quad (15.2c)
\]

As usual, we obtain the moments by differentiating (15.2a) and (15.2b) at \(s = 0\). The first moments are

\[
\mathcal{E}_1 W(t) = \frac{\lambda}{K + \lambda} \left( 1 - e^{-(K + \lambda) t} \right),
\]

\[
\mathcal{E}_2 W(t) = \lambda \frac{K}{K + \lambda} + \frac{K}{K + \lambda} e^{-(K + \lambda) t}. \quad (15.3)
\]

It can then be shown that the ratios \(\mathcal{E}_1 W^2(t) / (\mathcal{E}_1 W(t))^2\) and \(\mathcal{E}_2 W^2(t) / (\mathcal{E}_2 W(t))^2\) approach 1 as \(t \to \infty\), implying that the variance of \(W(t)\) goes to 0. Hence (15.1) holds.

**15.1. Martingale property of the energy.** From the definition of the electron-photon cascade we see heuristically that

\[
\mathcal{E}_i [W(t+h) \mid W(\tau)] = W(t) \mathcal{E}_i W(h) + [1 - W(t)] \mathcal{E}_i W(h)
\]

\[
= W(t) e^{-(K + \lambda) h} + \frac{\lambda}{K + \lambda} \left[ 1 - e^{-(K + \lambda) h} \right], \quad \ i = 1, 2; \ h \geq 0. \quad (15.4)
\]

Introduce the random function \(W^*(t) = e^{(K + \lambda) t} \left[ W(t) - \frac{\lambda}{K + \lambda} \right];\) then (15.4) implies that \(W^*(t)\) is a martingale. However, it does not appear easy to evaluate \(\mathcal{E}_i [W^*(t)]\), and it can be shown that \(\mathcal{E}_i (W^*(t))^2 \to \infty\) as \(t \to \infty\). Hence it is not clear whether we can apply the martingale convergence theorem given in Doob (1953, Chapter 7).

\footnote{Harris (1957b, footnote 12). A martingale property of the energy in nucleon cascades has been investigated by Peter Ney (1961), who has studied the total energy in nucleon cascades where there may be a loss of energy at each collision. Ney (1962a, b) has also studied random functions analogous to the energy in more general kinds of cascade processes.}
16. Limiting distributions

As in the case of other branching processes, it is natural to consider the limiting distributions as $t \to \infty$. We shall first quote a result about the distribution of $N(E, t)$ as $t \to \infty$ when $E$ is fixed. Next, we shall make some conjectures about the situation if $E$ goes to 0 at a suitable rate as $t \to \infty$. The papers cited in Sec. 16.1 make the assumption that $\lambda < \int_0^1 k(u) \, du < \infty$ and $0 < k(u)$, $q(u)$ for $0 < u < 1$.

16.1. Case in which $t \to \infty$, $E$ fixed. Let $N(E, t)$ and $N_0(E, t)$ be the respective numbers of electrons and photons with energies $> E$ at $t$. Let us first observe that, whether the initial particle is an electron or a photon, $N(E, t)$ and $N_0(E, t)$ converge in probability to 0 as $t \to \infty$. This was proved by URBANIK (1955 b). The result also is a consequence of the statement that $\lim_{t \to \infty} P(z, t) = 0$ (see Sec. 13.1), which seems obvious from the nature of the expectation process.

It is then natural to consider the joint conditional distribution of $N(E, t)$ and $N_0(E, t)$ as $t \to \infty$ with $E$ fixed, given that their sum is not 0. A limiting distribution exists, but the situation is quite different from the cases where YAGLOM’s theorem and its generalization apply (Theorems I.9.1 or II.9.1), since the limiting distribution is degenerate.

In fact, we have the following result, due to KONWENT and ŁOPUSZANKI (1956). The result, which is closely related to the work of URBANIK (1955 b, c), ŁOPUSZANKI (1955 a, b’; 1956), STACHOWIAK (1956), and CZERWONKO (1957), is as follows. (The initial particle, of energy 1, may be either an electron or a photon.)

Suppose that $E$ and $E’$ are fixed, $0 < E < E’ < 1$. Under the condition that $N(E, t) + N_0(E, t) \geq 1$, the probability approaches 1 as $t \to \infty$ that $N(E, t) = 0$, that $N_0(E, t) = 1$, and that $N(E’, t) + N_0(E’, t) = 0$. In other words, if there are any particles of energy $> E$ when $t$ is large, then with high probability there is just one particle, it is a photon, and its energy is almost exactly $E$. (The authors disclaim complete rigor.)

It also follows from the work of the above authors that

$$\lim_{t \to \infty} \frac{P_{ij}(E, t)}{M_{ij}(E, t)} = 1, \quad 0 < E < 1, \quad i, j = 1, 2,$$

where $M_{ij}$ is defined in Def. 13.1 and $P_{ij}(E, t)$ is the probability of one or more particles of type $j$ and energy $> E$ at $t$, without regard to the number of particles of the other type, if initially there is one particle of type $i$.

It may seem surprising that photons are completely dominant among those rare particles that are still energetic at very great thicknesses, since the electrons carry about 43 per cent of the total energy (see Sec.15).
In view of (16.1), the dominance of the photons is closely related to the assertion that \( \lim_{t \to \infty} M_2(E, t)/M_1(E, t) = 0, \quad i = 1, 2; \quad 0 < E < 1. \) Since (13.7) implies \( EM_i(E, t) \leq P_i(-\log E, t) \leq M_i(E, t), \quad 0 < E < 1, \) this assertion is equivalent to the following one about the expectation process:

\[
\lim_{t \to \infty} \frac{\text{Prob}\{I(t) = 2 | I(0) = i, Z(t) \leq z\}}{\text{Prob}\{I(t) = 1 | I(0) = i, Z(t) \leq z\}} = 0, \quad z > 0. \quad (16.2)
\]

The author conjectures that (16.2) is true. It would be interesting to prove it by probabilistic arguments.

16.2. Limit theorems when \( t \to \infty \) and \( E \to 0. \) No limit theorems of this sort have been proved for the electron-photon cascade. If we consider the results of KOLMOGOROV (1941) and FILIPPOV (1961) mentioned in Sec. III.16, in conjunction with (14.11), it appears probable that the following sort of result holds, for either an initial electron or an initial photon. We use the numerical values of Sec. 14.1.

Let \( Y(\beta, t) \) be the total amount of energy at \( t \) in particles whose energies are \( > \exp\{-0.992t - 1.25 \beta^2 \}. \) Then the ratio \( Y(\beta_2, t)/Y(\beta_1, t) \) should converge in probability to \( \frac{\varphi(\beta_2)}{\varphi(\beta_1)} \) as \( t \to \infty, \) where \( \varphi(x) = (2\pi)^{-\frac{1}{2}} \int_{-\infty}^{\infty} e^{-t^2} dt. \) (Here \( \beta \) is not the parameter of Sec. 17.)

It also seems plausible that \( Y(\beta, t)/\delta Y(\beta, t) \) converges in probability to a random variable, for any fixed real \( \beta. \)

17. The energy of an electron when \( \beta > 0 \) (Approximation \( B \))

Let us return to the case mentioned briefly in Sec. 2.2, where an electron loses energy at the constant rate \( \beta \) per unit of time (ionization loss) in addition to losses from the radiation of photons. It was pointed out in Sec. 3.1 that we should take account of ionization loss unless the ratio \( \beta/E \) is small. Since \( \beta \) is about 100 million electron volts per cascade unit in air, Approximation \( A \) should not be used for electrons in air having energies of less than some hundreds of millions of electron volts.

Let us continue to denote by \( \varepsilon(t) \) the energy of an electron as defined under Approximation \( A \) (that is, the random function of Def. 5.2), and let \( \varepsilon_1(t) \) denote the energy of an electron under Approximation \( B. \) We wish to find an appropriate way of expressing a sample function \( \varepsilon_1 \) in terms of a sample function \( \varepsilon. \)

We shall list certain appropriate requirements for a sample function \( \varepsilon_1 \) having photon emissions at the same thicknesses as a given sample function \( \varepsilon \) but subject also to ionization loss. We shall then see that these requirements determine \( \varepsilon_1 \) uniquely.
By neglecting certain events whose total probability is 0, we can suppose that \( \varepsilon(0) = 1 \) and that \( \varepsilon \) is continuous to the right and always positive. (See Sec. 5.)

The requirements for \( \varepsilon_1 \) are the following three.

(a) \( \varepsilon_1(0) = 1 \); \( \varepsilon_1 \) is continuous at every continuity point of \( \varepsilon \), is nonnegative and nonincreasing, and is continuous to the right at every point.

(b) If \( \tau \) is a point of discontinuity of \( \varepsilon \) and if \( \varepsilon_1(\tau - 0) > 0 \), then

\[
\frac{\varepsilon_1(\tau)}{\varepsilon_1(\tau - 0)} = \frac{\varepsilon(\tau)}{\varepsilon(\tau - 0)}.
\] (17.1)

Note. From (a) and (b) we can deduce that \( \varepsilon_1(t)/\varepsilon(t) \) must be a continuous function of \( t \) for all \( t \geq 0 \).

(c) Let \( t \) be any point such that \( \varepsilon_1(t) \) is positive. Then we require the inequality

\[
-\frac{\beta}{\varepsilon(t + h)} \leq \frac{1}{h} \left[ \frac{\varepsilon_1(t + h)}{\varepsilon(t + h)} - \frac{\varepsilon_1(t)}{\varepsilon(t)} \right] \leq -\frac{\beta}{\varepsilon(t)},
\] (17.2)

provided \( h \) is positive and sufficiently small.

Equation (17.2) has the following interpretation. Bremsstrahlung is a multiplicative operation and ionization loss is additive; since the two operations do not commute, it is not immediately evident what we should mean by simultaneous and continual application of the two. However, it is surely reasonable to require that if \( h > 0 \) is sufficiently small, then \( \varepsilon_1(t + h) \) is less than what we would obtain by first subtracting the ionization loss \( \beta h \) from \( \varepsilon_1(t) \) and then multiplying by \( \varepsilon(t + h)/\varepsilon(t) \), and \( \varepsilon_1(t + h) \) is greater than what would be obtained by performing these operations in the reverse order; that is,

\[
\varepsilon_1(t) \frac{\varepsilon(t + h)}{\varepsilon(t)} - \beta h \leq \varepsilon_1(t + h) \leq (\varepsilon_1(t) - \beta h) \frac{\varepsilon(t + h)}{\varepsilon(t)}.
\] (17.3)

But equation (17.3) is equivalent to (17.2).

From (17.2) we see that \( \varepsilon_1(t)/\varepsilon(t) \) is differentiable on the right at every point \( t \) such that \( \varepsilon_1(t) > 0 \), the right-hand derivative being equal to \( -\beta/\varepsilon(t) \) whenever \( \varepsilon_1(t) > 0 \). Since \( \varepsilon_1/\varepsilon \) is also continuous, it must have a derivative, equal to \( -\beta/\varepsilon(t) \), at each continuity point \( t \) of \( \varepsilon \) for which \( \varepsilon_1(t) > 0 \) (Hobson 1927, Vol. 1, p. 365). Since \( \varepsilon_1(0)/\varepsilon(0) = 1 \), we have\(^1\)

\[
\varepsilon_1(t) = \varepsilon(t) \max \left[ 0, 1 - \beta \int_0^t \frac{ds}{\varepsilon(s)} \right].
\] (17.4)

It can be shown that the function \( \varepsilon_1 \) defined by (17.4) satisfies (a), (b), and (c).

\(^1\) Harris (1957b).
The form of the expression (17.4) does not depend on the Markovian nature of the process \( \varepsilon \). However, the energy of an electron under Approximation B can be appropriately defined as a Markov process and studied by means of differential equations; see, e.g., Ramakrishnan and Mathews (1956). An alternative approach is suggested by the expression (17.4). Put

\[
Y(t) = \varepsilon(t) - \beta \varepsilon(t) \int_0^t \frac{ds}{\varepsilon(s)}. \tag{17.5}
\]

Since \( \varepsilon_1(t) = \max(0, Y(t)) \), the distribution of \( \varepsilon_1(t) \) is determined by the distribution of \( Y(t) \). This distribution is determined by its moments, which can be found by tedious but direct calculation from (4.1) and the expression (17.5).

We now show that our definition of \( \varepsilon_1 \) makes the proper disposition of energy.

**Theorem 17.1.** If \( \varepsilon_1 \) is defined by (17.4), then

\[
\varepsilon_1(t) = 1 - \beta t - \text{(sum of magnitudes of jumps of } \varepsilon_1 \text{ preceding or at } t), \tag{17.6}
\]

provided \( \varepsilon_1(t) > 0 \).

**Proof.** Suppose \( \varepsilon_1(t_0) > 0 \). Let \( t_1, t_2, \ldots \) be the location of the jumps of \( \varepsilon \) preceding or at \( t_0 \). Then, from (17.4),

\[
\sum_{i=1}^{\infty} [\varepsilon_1(t_i - 0) - \varepsilon_1(t_i + 0)] = \sum [\varepsilon(t_i - 0) - \varepsilon(t_i + 0)] \left[ 1 - \beta \int_0^{t_i} \frac{ds}{\varepsilon(s)} \right]. \tag{17.7}
\]

To simplify (17.7), observe that \( \sum [\varepsilon(t_i - 0) - \varepsilon(t_i + 0)] = 1 - \varepsilon(t_0) \) and that if \( f \) is any continuous function, then

\[
\sum [\varepsilon(t_i - 0) - \varepsilon(t_i + 0)] f(t_i) = - \int_{t_0}^{t_i} f(t) \, d\varepsilon(t).
\]

Thus we can rewrite (17.7) as

\[
1 - \varepsilon(t_0) + \beta \int_0^{t_i} \left[ \int_0^t \frac{ds}{\varepsilon(s)} \right] d\varepsilon(t) = 1 - \varepsilon(t_0) + \beta \int_0^{t_i} \left[ \int_s^{t_i} d\varepsilon(t) \right] \frac{ds}{\varepsilon(s)}
\]

\[
= 1 - \varepsilon(t_0) + \beta \int_0^{t_i} \frac{\varepsilon(t_0) - \varepsilon(s)}{\varepsilon(s)} \, ds = 1 - \beta t_0 - \varepsilon_1(t_0),
\]

which proves the theorem. \( \square \)

Formula (17.4) is useful for production of \( \varepsilon_1 \) sample functions by artificial sampling (Monte Carlo), since a single \( \varepsilon \) function can be used to produce numerous \( \varepsilon_1 \) functions corresponding to different values of \( \beta \); or, if \( \beta \) is fixed, for many different values of the initial energy.
18. The electron-photon cascade (Approximation $B$)

When electrons lose energy according to the law described in Sec. 17, the treatment of electron-photon cascades becomes much more complicated than for Approximation $A$, and many authors have given analytical and numerical treatments. Various types of equations for the first and second moments have been derived; see Bharucha-Reid (1960, Chapter 5) and Ramakrishnan (1962, Chapter XIII). The first moments have been tabulated (see Chakrabarty and Gupta (1956) and Ramakrishnan (1962, p. 537)), but tabulations of the second moments do not seem to have been performed.

The following heuristic discussion shows some rather surprising properties of the cascade process under Approximation $B$ if $\mu \geq 0$. The reader must keep in mind that here we are speaking only of the mathematical model. The physical significance, if any, of these remarks must be very limited.

In what follows, we suppose that there is one initial electron with energy $1$.

We let $N(t)$ be the number of electrons with positive energies at $t$. Since infinitely many photons are created (and hence infinitely many electrons), we might expect $N(t)$ to be infinite. However, we must keep in mind that electrons disappear when they reach 0 energy, and hence it is not immediately obvious whether $N$ is finite or infinite.

From Theorem 17.1 we see that the total energy in the electrons and photons decreases at the rate $\beta N(t)$. Since the total energy lost cannot exceed 1, we have

$$\beta \int_0^\infty N(t) \, dt \leq 1, \quad (18.1)$$

with probability 1, and accordingly,

$$\beta \int_0^\infty \delta N(t) \, dt \leq 1. \quad (18.2)$$

This means that $\delta N(t)$ must be finite for almost all $t$. Indeed, it was shown by Bhabha and Chakrabarty (1943) that $\delta N(t) < \infty$ for each $t$. We shall not prove this statement here. It can be shown that likewise $\delta N^2(t) < \infty$ for each $t$.

Although the relation $\delta N(t) < \infty$ implies that for each particular $t$ the random variable $N(t)$ is finite with probability 1, the random function $N$ has the following peculiar property\(^1\). In each $t$-interval the random function $N$ is infinite for infinitely many values of $t$ with probability 1.

The following argument should convince the reader that this statement is true. Suppose that initially there is one electron, and let $\langle 1 \rangle$,
\( \langle 2 \rangle, \ldots \) be the first-generation photons born from the initial electron before its energy reaches 0. Let \( I = [t_1, t_2] \) be any fixed closed interval. With probability 1, one of the photons, say \( \langle n_1 \rangle \), gives birth to an electron that lives through some random closed interval \( I_1 < I \). With probability 1 there is a photon \( \langle n_2 \rangle, n_2 > n_1 \), such that \( \langle n_2 \rangle \) gives birth to an electron that lives through some random closed interval \( I_2 < I_1 \). Carrying on this argument, we see that there is a sequence of photons \( \langle n_1 \rangle, \langle n_2 \rangle, \ldots \) such that \( \langle n_i \rangle \) gives birth to an electron that lives through a closed interval \( I_i \), where \( I > I_1 > I_2 > \ldots \). Since the intervals \( I_i \) are closed, they must have a common point \( I \in I \), and obviously \( N(t) = \infty \).

Another property of \( N \) is that it must vanish somewhere in every \( \ell \)-interval of length greater than \( 1/\beta \). This follows from (18.1) and the fact that \( N(t) \) is an integer.

### Appendix 1

**Proofs of Theorems 6.2 and 6.3.** The constants \( \epsilon, \epsilon_1, \epsilon_2, \ldots \) are independent of \( x, t, \) and \( \tau \). The statement that a function is bounded applies to the ranges \( 0 < t < T, -\infty < r < \infty, 0 < x < \infty \), whichever are applicable.

From Condition 3.2 we see that \( e^{-\epsilon} \gamma'(x) = O(e^{-\epsilon T}), \gamma \to \infty \), for some \( c > 0 \). Hence \( \int_{-\infty}^{\infty} e^{-\epsilon} \gamma'(x)^2 \, dx < \infty \), and hence, from the Parseval equality, \( \int_{-\infty}^{\infty} \xi(\tau)^2 \, d\tau < \infty \).

Then from the Schwarz inequality we see that \( \xi(\tau)/(1 - i\tau) \) is absolutely integrable.

From (6.3) we have

\[
\theta_i(\tau) = \frac{e^{-At}}{(1 - i\tau)^{\mu t}} \left( 1 + \frac{t \gamma(0)}{1 - i\tau} + \frac{t \xi(\tau)}{1 - i\tau} \right)
\]

\[
+ \frac{e^{-At}}{(1 - i\tau)^{\mu t}} \frac{t^2 \gamma(0) + \xi(\tau)^2}{(1 - i\tau)^2} \left( \psi \left( \frac{t \gamma(0) + \xi(\tau)}{1 - i\tau} \right) \right)
\]

where \( \psi(z) = (e^{z} - 1 - z)/z^2 \).

Let us write the right side of (1) as \( g_1 + ig_2 + ig_3 + ig_4 \), where \( g_1 = e^{-At}(1 - i\tau)^{-\mu t} \), \( g_2 = e^{-At}g(0)(1 - i\tau)^{-1-\mu t} \), etc. Then, from the Fourier inversion formula,

\[
\phi(t) = \lim_{T \to \infty} \frac{1}{2\pi} \int_{-T}^{T} e^{-i\tau x} (g_1 + ig_2 + ig_3 + ig_4) \, d\tau.
\]

We recognize \( g_1 + ig_2 \) as the Fourier transform of the terms involving gamma functions on the right side of (6.5), and hence this part of (6.5) is accounted for.

Let us next consider the function

\[
\phi(x, t) = \frac{\Gamma(\mu + 1)}{2\pi} \int_{-\infty}^{\infty} e^{-i\tau x} \frac{\xi(\tau)}{(1 - i\tau)^{1+\mu t}} \, d\tau.
\]

Since \( \xi(\tau) \) is the Fourier transform of \( e^{-\epsilon} \gamma'(x) \) and \( \Gamma(\mu + 1)(1 - i\tau)^{-1-\mu t} \) is the transform of \( e^{-\epsilon} x^\mu \), the product of these two transforms is the transform of the convolution

\[
\int_0^x e^{-(x-y)} (x-y)^\mu e^{-\gamma} \gamma'(y) \, dy.
\]

The function in (4) has a continuous partial derivative in \( x \) for \( x > 0 \) and hence is of bounded variation in every positive \( x \) neighborhood. Hence from the Fourier
inversion formula we see that the function in (4) is \( \varphi(x, t) \), and \( \varphi(x, 0) = e^{-x}(g(x) - g(0)) \). From the definition of \( g \) and Conditions 5.2 we see that \( |g'(x)| \leq c_1 e^{c_2 x}, 0 < c_2 < 1 \). Hence \( |\varphi_t|/|t| \leq c_3 e^{-(1-c_4)x} \). Since \( 1/(\mu t + 1) \) is analytic and bounded and has a bounded derivative for \( t \geq 0 \), we have, from the law of the mean,

\[
\varphi(x, t) = e^{-x}(g(x) - g(0)) + t e^{-(1-c_4)x} R_2,
\]

where \( R_2 \) is bounded. Hence the term in (2) involving \( g_3 \) gives us

\[
te^{-x}(g(x) - g(0)) + t^2 R_3,
\]

where \( \int_0^\infty |R_3| \, dx \) is a bounded function of \( t \).

If we now examine \( g_4 \) in (2), we see that \( g_4, \partial g_4/\partial \tau, \) and \( \partial^2 g_4/\partial \tau^2 \) vanish at \( \tau = \pm \infty \), and are absolutely integrable in \( \tau \), the integrals of the absolute values being bounded functions of \( t \). Hence, integrating twice by parts, we see that

\[
\int_{-\infty}^{\infty} e^{-i\tau x} g_4 \, d\tau = \frac{1}{x^2} \int_{-\infty}^{\infty} e^{-i\tau x} \frac{\partial^2 g_4}{\partial \tau^2} \, d\tau, \quad x > 0.
\]

The left side of (6) can be seen directly to be a bounded function of \( t \) and \( x \). On the other hand, from the right side of (6) we see that the bound is \( \leq c_4/x^2 \). Hence the term in (2) involving \( g_4 \) has the form \( R_4 t^2 \), where \( \int_{-\infty}^{\infty} |R_4| \, dx \) is a bounded function of \( t \).

We complete the proof of Theorem 6.2 by collecting the terms in the above estimates.

Theorem 6.3 is deduced by writing

\[
\int_0^\infty F(x) h_t(x) \, dx = F(0) + \int_0^\infty (F(x) - F(0)) h_t(x) \, dx
\]

and then using Theorem 6.2 to express \( h_t(x) \). In evaluating the integrals we make use of the law of the mean to write \( x^\mu = 1 + \mu t x^\mu \log x, 0 < t < t \). The details of the proof are straightforward and need not be included here.

### Appendix 2

**Proof of (11.1).** The purpose of this appendix is to derive (11.1), which is basic to establishing the equation (11.14b). We shall take \( f_1(s, E, t) = 1 \) when \( t < 0 \).

**Lemma 1.** With probability 1 we have

\[
\mathcal{E}_2 \{ \mathcal{E}^N(E, t) | t_1, u_1, t_2, u_2, \ldots \} = \mathcal{S} \{ \mathcal{S} | t; t_1, u_1, t_2, u_2, \ldots \} - E \prod_{i=1}^\infty t_i \left[ s, \frac{E}{u_i e^{t_i - 0}}, t_i - t_i \right],
\]

where \( J(x) = 1, x > 0 \) and \( J(x) = 0, x \leq 0 \).

**Remark.** Hence \( f_2(s, E, t) \) is equal to the expectation of the right side of (1). This will be used later.

Note that \( u_i e(t_i - 0) \) is the energy of the photon \( \langle i \rangle \), and (1) means that the electrons at \( t \) are the original electron \( \langle 0 \rangle \) plus those descended from the first-
generation photons born before \( t \). Since \( u_1 \to 0 \) with probability 1, only finitely many factors on the right side of (1) differ from 1.

Proof. We can write

\[
N(E, t; t_1, u_1, \ldots) = J \left[ \varepsilon(t; t_1, u_1, t_2, u_2, \ldots) - E \right] + \sum_{i=1}^{\infty} N' \left( \frac{E}{u_i \varepsilon(t; t_1, u_1, \ldots)}, t - t_i; t_i, u_i, \ldots \right),
\]

where \( N'(E, t) = N'(E, t, \omega) \) is a random function, constructed analogously to \( N(E, t) \), denoting the number of electrons of energy \( > E \) at \( t \), if initially there is one photon of energy \( 1 \). If \( u_1, u_2, \ldots \) and \( t_1, t_2, \ldots \) are fixed numbers, then the \( i \)-th term and the \( j \)-th term on the right side of \( (2) \), \( i \neq j \), are independent. Let \( P \) be the probability measure on those coordinates in \( \omega \) (Sec. 7.3) other than \( t_1, t_2, \ldots \) and \( u_1, u_2, \ldots \). Then \( P \) is a product measure \( P_1 \times P_2 \times \cdots \), where \( P_i \) is the probability measure on coordinates (other than \( t_i, u_i, \ldots \)) appearing in the \( i \)-th term of the sum on the right side of \( (2) \). Using \( (2) \) to evaluate \( f x^N d P \), we obtain Lemma 1.

Now consider the set \( V \) of Def. 5.1. We shall refer to a denumerable set \( \xi \) of points in \( V \) as a point-distribution if it has the following properties. (1) No two points of \( \xi \) have the same ordinate \( u \). (2) If \( c > 0 \), only finitely many points of \( \xi \) have ordinates \( > c \). (3) For each interval \( (a, b) \), \( 0 < a < b < T \), infinitely many points of \( \xi \) have abscissae between \( a \) and \( b \). Let \( \mathcal{E} \) be the set of all point-distributions \( \xi \). Let \( \xi(A) \) denote the number of points of \( \xi \) in the set \( A \). We allow \( \xi(A) = \infty \).

We can define a probability measure \( P_0 \) on \( \mathcal{E} \), based on the Poisson law that follows Def. 5.1. The procedure is similar to that used in Chapter III to define measures on point-distributions and will not be discussed here. The measurable sets in \( \mathcal{E} \) correspond to those generated by cylinder sets of the form \( \{ \xi(A_1) = n_1, \ldots, \xi(A_m) = n_m \} \), where \( A_1, A_2, \ldots \) are rational intervals in \( V \) that are bounded away from the \( t \)-axis.

Now let \( \Omega^* \) be the set of sequences \( \omega^* = (t_1, u_1, t_2, u_2, \ldots), 0 < t_i < T, 0 < u_i < 1 \). Let \( \sigma \) denote the mapping taking each point-distribution \( \xi \) into a sequence \( \omega^* = \sigma \xi = (t_1, u_1, t_2, u_2, \ldots) \), where the \( (t_i, u_i) \) are the coordinates of the points in \( \xi \), ordered so that \( u_1 > u_2 > \cdots \). The measurable sets in \( \Omega^* \) will be those generated in the usual way by cylinder sets on a finite number of coordinates. It can be verified that if \( A \) is a measurable set in \( \Omega^* \), then \( \sigma^{-1} A \) is a measurable set in \( \mathcal{E} \).

Hence we can define a measure \( P^* \) on \( \Omega^* \) by putting \( P^*(A) = P_0(\sigma^{-1} A) \).

Now let \( A \) be a positive number, \( 0 < A < T \), and let \( V = V' \cup V'' \), where \( V' \) is the part of \( V \) for which \( t < A \) and \( V'' \) is the remainder of \( V \). A point-distribution \( \xi \) determines a pair of sequences \( \omega' = (t'_1, u'_1, \ldots) \) and \( \omega'' = (t'_2, u'_2, \ldots) \), where \( \omega' \) corresponds to the points of \( \xi \) in \( V' \) and \( \omega'' \) to the points of \( \xi \) in \( V'' \) and the \( u \)-coordinates are in decreasing order. Thus we have a mapping \( S \) of \( \mathcal{E} \) into the product space \( \Omega' \times \Omega'' \), where \( \Omega' \) is the space of sequences \( (t'_1, u'_1, \ldots) \) with \( 0 < t'_1 < A \) and \( 0 < u'_1 < 1 \), and \( \Omega'' \) is the space of sequences \( (t'_2, u'_2, \ldots) \) with \( A \leq t'_2 < T \) and \( 0 < u'_2 < 1 \). This mapping determines a probability measure \( Q \) on \( \Omega' \times \Omega'' \). It is important to notice that \( Q \) is a product measure, \( Q = P' \times P'' \), where \( P' \) is the measure induced on \( \Omega' \), and \( P'' \) is the measure induced on \( \Omega'' \). This corresponds to the fact that the points of \( \xi \) in the region \( 0 < t < A, 0 < u < 1 \) are independent of the points of \( \xi \) in the region \( A \leq t < T, 0 < u < 1 \). We shall assume that none of the \( t_i \) (and hence none of the \( t_i' \) or \( t_i'' \)) is equal to \( A \); this is true with probability 1.

The \( t_i' \) and the \( t_i'' \) are all independent and are uniformly distributed on the intervals \( (0, A) \) and \( (A, T) \), respectively. The random variables \( u'_1, u'_2, \ldots \) are independent of the \( t_i' \) and the \( t_i'' \) and are distributed like \( u_1, u_2, \ldots \) in (5.1) except that
$T$ is replaced by $A$. The random variables $u_1', u_2', \ldots$ are independent of $u_1', u_2', \ldots$ and of the $t_i'$ and the $t_i''$, and are distributed as in (5.1) except that $T$ is replaced by $T - A$.

The mapping $S$ has a unique inverse for all $(\omega', \omega'')$, except a set of $Q$-measure 0.

Now let $f(\omega^*)$ be an integrable function on $\Omega^*$. Then

$$\int_{\Omega^*} f(\omega^*) dP(\omega^*) = \int f(\sigma \xi) dP_0(\xi)$$

$$= \int f(\sigma S^{-1}(\omega', \omega'')) dQ(\omega', \omega'')$$

$$= \int f(\sigma S^{-1}(\omega', \omega'')) dP''(\omega'').$$

(3)

Let us apply (3) to Lemma 1. From the definition of the random function $\varepsilon$ we see that if $t > A$, then

$$\varepsilon(t; t, u_1, \ldots) = \varepsilon(A, t, u_1', u_2', \ldots) = \varepsilon(t - A, t', u_1', t_2' - A, u_2', \ldots).$$

(4)

Next, we can write the infinite product on the right side of (1) as the product of two products, one containing factors with $t_i < A$, the other containing factors with $t_i > A$. Using (4) and noting that $f(ax) = f(x)$ if $a > 0$, we can write the right side of (1), with $t$ replaced by $t + A$, as

$$\prod_{i=1}^{\infty} l_{i} \left( s, u_i', t_i' - A - 0; \frac{E}{t_i' - t}, u_i', \ldots \right) = s^{J_{1}} \Pi_{1}, \Pi_{2}.$$

(5)

Now let us consider what happens if we calculate the expectation of (5) using (3). We first integrate with respect to $dP''(\omega'')$; in this integration, $\Pi_{2}$ is constant. Reference to the remark following Lemma 1 shows that

$$\int s^{J_{1}} \Pi_{1} dP'' = \int_{2} \left( s, \frac{E}{\varepsilon(A)}, t \right).$$

(6)

Hence we have

$$\int_{2} (s, E, t + A) = \int \left( \int_{2} \left( s, \frac{E}{\varepsilon(A)}, t \right) \Pi_{2} \right) dP'$$

and this is just (11.4).
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