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Summary

The UK’s roads, railways and airports are some of the most congested in the world (Mills et al. 2011). In the past, countries including the UK have addressed such problems with additional infrastructure investment. But this strategy has its limits: land is finite and subject to competing uses, government resources are constrained, and study after study has shown that it is not possible to build one’s way out of congestion, because improved transport services entice more people to use those services. Innovate UK is looking at other strategies to alleviate congestion, such as managing demand, making better use of existing capacity, and encouraging shifts away from congested modes of travel. Essentially, the goal is to make the existing transport system more efficient and effective.

One way to approach this problem is through technology. Technologies could help address all three of these possible strategies. For example, virtual presence may be an appropriate substitute for some types of journey, thus reducing overall travel demand. Advanced manufacturing methods, like 3D printing, could create consumer products closer to their potential markets, thus reducing shipping distances. With regard to capacity, ride- or load-sharing apps could help fill empty passenger seats in cars or unutilised space in lorries. And to encourage mode shifts, instead of trying to push people away from already crowded modes, we need to lure them away with innovative strategies and ensure that transfers across modes are seamless.

Key technologies

This study was commissioned to explore how different technologies might address travel demand in the future. The focus is on travel in 2035. Any technology that will be widely available in 2035 is most likely to already be under development. Consequently, radically new technologies are not considered, but rather we focus on technologies that are in development currently, but that are not yet commercially viable, or that may combined with other technologies to create new uses, or those that are currently prohibitively expensive but may become more affordable in the future.

From a long-list of over 60 technologies, six were identified that could have a substantial impact on the efficiency and effectiveness of the transport network, by influencing travel demand, increasing the capacity of the transport network, or by improving the productivity of travellers. These are:

- **Autonomous vehicles (AVs):** a field of technologies that, in their fullest expression, will allow vehicles to sense their environment and navigate without human input. There may also be more limited options in which vehicles could self-navigate only in certain environments or certain circumstances; such vehicles would still occasionally require human drivers.

- **Next-generation ICT connectivity / telecommuting / telehealth:** These three initially separate technologies were merged and considered as one broad group. Next-generation connectivity denotes a range of telecommunications technologies that improve bandwidth, network availability and download/upload speeds for wireless communication. Telecommuting is the ability of an employee to work remotely without needing to be physically present at a workplace.
Telehealth is the remote delivery of health-related services, ranging from a simple GP consultation over the phone through to remote-controlled robotic surgery.

**User apps / Big Data / intelligent processing:** These technologies were merged and considered as one broad group. User apps include personalisation (such as voice and facial recognition) that provides individuals with new ways to access and visualise data to inform transport decisions. This could also include wearable technology, such as ‘smart’ watches. Big Data refers to the growing generation and collation of vast amounts of data, with the sheer volume presenting novel challenges and opportunities in terms of analysis, storage and visualisation. Intelligent processing includes new, ‘smart’ ways of processing and leveraging this data in future.

**Advanced manufacturing (including 3D printing):** Advanced manufacturing comprises a range of novel technologies to improve manufacturing processes. These include the use of additive manufacturing (also known as 3D printing), robotics, novel materials (e.g. bio, nano, composite, smart), and other advanced equipment (e.g. lasers, plasma, waterjet). It also includes novel methods, digital tools, rapid prototyping and synthetic environments (e.g. virtual or augmented reality) to aid design and production processes.

**Internet of Things:** The Internet of Things (IoT) is a network of physical objects capable of detecting and communicating information between each other through the use of embedded chips, sensors and connectivity. It creates a pervasive and self-organising network of identifiable physical objects, such as ‘smart’ meters, wearable technology or domestic appliances, which can then transfer data between each other.

**Novel materials and embedded sensors in infrastructure:** This refers to a range of advances in materials science and production techniques. Self-healing materials, for example, could automatically repair ruptures or abrasions in road surfaces, and embedded sensors in roads, rails or runways could provide continuous self-monitoring of the need for maintenance.

We deliberately excluded fuel and vehicle technologies whose main purpose is to reduce emissions or fuel consumption. This is not to say they are not important – they obviously are, given the sizable contributions of the transport sector to environmental concerns including climate change – but simply that these technologies do not directly influence the effectiveness and efficiency of the network.
Three future scenarios

We used a scenario approach to explore plausible visions of the future. The aim was not to attempt to predict the future, but to explore a broad spectrum of future possibilities.

Our futures methodology combines expert opinion, gathered via in-person workshops, with cross-impact analysis, consistency analysis and cluster analysis using specialised computer support. Even though it relies more on substantive expertise than on formal research and modelling, the approach was highly empirical.

We developed three future travel scenarios, incorporating the technologies described above, as well as social and economic factors that may influence future travel. These scenarios vary by GDP growth assumptions, technology development, cost of travel and total travel.

Driving Ahead: A scenario where gross domestic product (GDP) and per capita travel have grown at rates higher than anticipated. Stimulating growth in both is the rise of autonomous vehicles (AVs), which are changing the face of not only transport, but also healthcare and retail. Many of these are shared vehicles, reducing costs for those who no longer have to own cars. The ease of use has led to growth in vehicle travel and congestion, as being stuck in traffic no longer means being unproductive. As the population has grown, the large proportion of older people who live on their own have greater flexibility to travel, especially for medical visits, and the freight and retail sectors make heavy use of AVs for both long-haul freight as well as delivery to customers.

Live Local: This scenario is distinguished by more use of digital substitution for travel and lower per capita travel. The most advanced technologies developed by 2035 are more powerful ICT, user apps and the Internet of Things. They have led to some profound changes in travel demand, because their ease of use has led to far greater use of telepresence. At the same time there has been an evolution in environmental attitudes, with a robust ‘Live Local’ movement that frowns on excess travel, as well as greater decentralisation of both population and employment away from London. Two other factors have contributed to the decline in per capita travel: first, AVs have not been widely adopted by the public, and second, road pricing has become sophisticated and effective.

Digital Divide: In this scenario, the economy and the overall population are growing at slower-than-anticipated rates. Income inequality is increasing and, while advanced technologies have been commercialised, many remain financially out of reach for much of the population. Lower GDP growth combined with increased travel costs has led to lower levels of travel per capita. Advanced ICT has contributed to businesses moving away from London, which has remained very expensive. AVs and 3D printing are used fairly extensively in the freight sector, with warehouses around the country serving as devolved 3D printing locations. An extensive peer-to-peer and sharing-based economy has developed, because many people cannot afford to buy everything new.
Strategic roadmap of policy and investment

In order to encourage efficient and effective transport in future, government agencies should:

As a priority, invest in and monitor technological interventions that are robust across a range of future scenarios:

- Be aware of what quality of ICT services are needed to support future technologies and services, such as next-generation telecommuting and telehealth, user apps, Big Data, V2V and V2I communication, and ensure that these services are available, across all geographies.
- Support the development of frameworks and systems necessary for addressing issues of data governance, transparency, value, privacy and security, ensuring balance in regulation between the beneficial uses of data and consumer protection. Contribute to brokering on issues related to data ownership and data sharing. Support Open Data initiatives that lead to social, environmental and economic benefits for society.
- Support pilot testing of new technologies and services, particularly those that will bring substantial societal benefits.

Develop policies to ensure that new technologies lead to the best outcomes for society:

- Monitor road congestion and introduce road-pricing policies to manage travel demand, if required.
- Support training and up-skilling of workers to ensure they have the skills needed for future jobs.
- Ensure equity of access to technologies that have the possibility of bringing substantial societal benefits, across geographies and society.

Address key barriers to innovation for AVs, next-generation ICT and Big Data / user apps / intelligent processing:

- Monitor and, if necessary, address future liability and safety regulatory issues for AVs.
- Monitor and, if necessary, support the development of standards supporting interoperability of systems, ensuring that such standards are developed in consultation with all relevant stakeholders.
- Provide education to ensure that all those with access to new services are able to benefit from them, particularly monitoring the use and take up of new technology by the elderly.

These scenarios are then used to identify innovation investment and policies that are robust across all scenarios or that ensure positive societal outcomes for the different scenarios or that support development of key technologies. To this end we undertook interviews with experts from government, academia and industry.

The resulting recommendations reflect high-level observations on policy and innovation investments, based on consideration of the potential future landscape for transport, across the range of technologies discussed. When thinking about the likely development pathway for any one technology, further in-depth studies will be necessary to consider the impact of policies or innovation investments on how that technology may develop.

This study has identified three technologies that are likely to have a substantial impact on future travel: AVs, next-generation ICT and user apps / Big Data. Further work is now required to envisage roadmaps of implementation for each, thinking through how policy may have an impact on their development and use in society. For without thoughtful facilitation, these technology areas are unlikely to develop in ways that will provide the maximum societal benefit.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>AV</td>
<td>Autonomous vehicle</td>
</tr>
<tr>
<td>CEN</td>
<td>European Committee for Standardization</td>
</tr>
<tr>
<td>C-ITS</td>
<td>Cooperative Intelligence Transport Systems</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>FAV</td>
<td>Fully autonomous vehicle</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross domestic product</td>
</tr>
<tr>
<td>GP</td>
<td>General practitioner (medical doctor)</td>
</tr>
<tr>
<td>HALE</td>
<td>High-altitude long-endurance</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and communications technology</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>LED</td>
<td>Light-emitting diode</td>
</tr>
<tr>
<td>Li-Fi</td>
<td>Light-enabled Wi-Fi</td>
</tr>
<tr>
<td>NHTSA</td>
<td>US National Highway Traffic Safety Administration</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned aerial vehicle, e.g. drone</td>
</tr>
<tr>
<td>V2I</td>
<td>Vehicle-to-infrastructure</td>
</tr>
<tr>
<td>V2V</td>
<td>Vehicle-to-vehicle</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>Wireless computing technology</td>
</tr>
</tbody>
</table>
Chapter One.
Using future transport scenarios to identify future policy and investment needs
1.1. Study background, scope and objectives

The UK, like many other countries, faces an increasing congestion problem. Demand for both passenger travel and goods movement continues to grow and with it a host of problems, including: travel delays and additional costs for motorists, shippers and emergency services; decreasing quality of life; overconsumption of petrol and diesel; greenhouse gas and particulate emissions; and impacts on economic growth.

In the past, most countries have addressed such problems with additional infrastructure investment. But this strategy has its limits. Land is finite and subject to competing uses, government resources are constrained, and most importantly study after study has shown that it is impossible to build one’s way out of congestion (Goodwin 1996; Cervero & Hansen 2002; Noland & Lem 2002; Rohr et al. 2013b).

When infrastructure supply is constrained, other approaches are needed to ensure that the existing system is used with maximum efficiency. While a variety of strategies could be pursued, this project focuses on how key technologies and innovation can help. The goal is to envision plausible futures that exploit key technologies and innovation to increase the effectiveness and efficiency of the transport network. We then use these to determine which technologies and innovations may be most valuable across a wide range of future scenarios.

Technologies and innovations could be useful for improving effectiveness and efficiency in a variety of ways. First, instead of trying to supply more capacity, we can make the most of the capacity we already have: moving more vehicles on existing roads and more people on existing public transport service, using unused capacity in single-occupant vehicles or part-filled heavy goods vehicles, as well as making better use of the total capacity, both day and night. Second, instead of trying to push people away from already crowded modes of transport, we need to lure them away with innovative strategies and ensure that transfers across modes are seamless. And finally, instead of assuming that all travel demand can be satisfied only with travel, we need to take advantage of new technologies and innovations that can substitute for travel.

Technologies can help to address all three of these strategies. For example, in relation to capacity, ride-sharing apps can let drivers with empty seats find passengers, or allow haulage companies to better match partial loads with available capacity; automated vehicles can platoon, allowing more vehicles to use the same roads; and real-time information for parking can help drivers avoid excess driving by guiding them directly to available parking spaces. With regard to mode shift, innovations that make car-sharing convenient may discourage car ownership and depress demand for driving; smart braking on cars might reduce collisions with pedestrians and cyclists, encouraging use of those modes; faster broadband and higher-quality connections could enable greater use of telehealth and telework, meaning that less travel may be necessary; and advances in 3D printing might mean that goods can be produced closer to where they are needed, reducing the need for transport. In this report we focus on technologies that may affect the effectiveness and efficiency of the transport network; we have deliberately excluded fuel and vehicle technologies whose main purpose is to reduce emissions or petrol consumption. This is not to say they are not important – they are, given the sizable contributions of the transport sector to environmental concerns including climate change – but simply that these technologies do not directly influence the effectiveness and efficiency of the network.

We use a futures methodology that takes a systematic view of travel activity, looking at scenarios that incorporate insights from key activities that generate travel: work/business, health, retail, long-distance travel for work and leisure, and freight movement. We focus on 2035: a timeframe that could realistically be influenced.
by decisions taken today. Looking at a future 20 years away strikes a good balance between the possibility of major change – to use an example that has revolutionised our own world, the first device called a ‘smartphone’ became commercially available in 2000 – yet grounds us in technologies that are almost certainly already under development. However, these technologies may not be commercially viable (yet), they may be improved exponentially, they may fall in price so significantly that far more people can afford them, or they might be combined with existing technologies in ways that create new products and uses. Our focus is on technologies at this stage of development, where experts in the field can realistically assess their future prospects and the changes they may bring.

1.2. Our study methodology

Our study methodology involved three main tasks, as illustrated in Figure 1.1 below. First, we undertook a review to identify future technologies that would have an influence on the effectiveness and efficiency of the transport network, recognising that we could not meaningfully compare potential future impacts of more than half a dozen key technologies. Second, we developed scenarios that illustrate how these technologies might play out in 20 years’ time. Finally we interviewed experts about what these scenarios may mean in terms of innovation investment and policy priorities.

The results of the technology review process are presented in Chapter 2, the completed scenarios are in Chapter 3, and the results of the interviews are in Chapter 4.

1.2.1. Technology review

The aim of this task was to identify technologies that could influence the efficiency and effectiveness of the transport network to be considered in the development of the future scenarios. To this end we used a methodology developed by RAND called STREAM – Systematic Technology Reconnaissance, Evaluation and Adoption Methodology (Popper et al. 2013). The STREAM system relies on desktop research and expert interviews to assess the benefits of future technologies, across a range of criteria developed for the project, and the possibility of their successful implementation. The steps of the STREAM methodology are summarised in Figure 1.2 (further details are also provided in Appendix A).

1.2.2. Creating the scenarios

The aim of this task was to produce a range of plausible scenarios, reflecting differing views of technology, social and economic change, and the influence of these on future transport. The scenarios are not forecasts but represent a spectrum of future possibilities, as illustrated in Figure 1.2.

---

**Figure 1.1. Study tasks and methodologies**

<table>
<thead>
<tr>
<th>Technology review</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Desktop research</td>
</tr>
<tr>
<td>• Expert interviews</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Develop scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Desktop research</td>
</tr>
<tr>
<td>• Expert workshops</td>
</tr>
<tr>
<td>• Cross-impact analysis</td>
</tr>
<tr>
<td>• Consistency analysis</td>
</tr>
<tr>
<td>• Cluster analysis</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Identify innovation partners</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Expert interviews</td>
</tr>
</tbody>
</table>

---
The scenario development process used the scenario framework presented in Gausemeier et al. (1998), which combines expert opinion, gathered via in-person workshops, with cross-impact analysis, consistency analysis and cluster analysis using specialised computer support. Even though it relies more on substantive expertise than on formal research and modelling, the approach was highly empirical.

We operationalised this approach in five steps, as shown in Figure 1.4 and briefly discussed below. The methodology is presented in more detail in Appendix B.

**Select influencing areas**

We adopted a framework that recognises that individuals, households and businesses need and desire to participate in activities and that participating in these activities generates travel. We assumed that in future people will continue to participate in such activities, but that this participation, and the travel generated by it, may be influenced by social and economic factors and future technologies.

We focused on four activities that may influence travel:

- Undertaking work and business
- Seeking healthcare
- Shopping
- Making long-distance journeys for work or leisure.

These were selected on the basis of several criteria: the share of journeys made for these purposes, the possibility of major change in the activity, and the need to capture both within-city and between-city travel.

A fifth activity, freight movement, was included because it is important to the economy and it contributes to and is affected by transport capacity constraints. Furthermore, delivery of packages to individuals is an area of increasing growth, and many of these movements are between businesses, so they would not be captured in the other four activities.

---

**Figure 1.2. The STREAM methodology for technology assessment**

The scenario development process used the scenario framework presented in Gausemeier et al. (1998), which combines expert opinion, gathered via in-person workshops, with cross-impact analysis, consistency analysis and cluster analysis using specialised computer support. Even though it relies more on substantive expertise than on formal research and modelling, the approach was highly empirical.

We operationalised this approach in five steps, as shown in Figure 1.4 and briefly discussed below. The methodology is presented in more detail in Appendix B.

**Select influencing areas**

We adopted a framework that recognises that individuals, households and businesses need and desire to participate in activities and that participating in these activities generates travel. We assumed that in future people will continue to participate in such activities, but that this participation, and the travel generated by it, may be influenced by social and economic factors and future technologies.
Identify critical factors

For each activity, we identified key social and economic factors that could substantially influence travel for the activity in future. For example, the prevalence of online shopping is likely to influence retail travel. We narrowed the factors using two criteria. First, we selected factors whose future state is uncertain, because different outcomes would lead to different scenarios. Second, we looked for ‘active’ factors, that is, those that have a substantial impact on other factors or on travel in general. Appendix B provides a full list of the 29 factors considered. Six of these were common across all activities (for example, we expect that GDP per capita growth will affect multiple activities). For each activity, we identified four or five specific factors.

Elicit projections on critical factors

The research team held one workshop for each activity to collect expert opinion. At each workshop, we asked experts to make projections for both the common and the activity-specific factors for 2035, the impact of each projection on travel, and the impact of key technologies on both factors and travel. For example, we asked the freight experts to project the trends in warehousing, whether it would become more centralised or more decentralised (and whether that would be influenced by any of the technologies). Many of these projections were qualitative; we asked about increases vs. decreases, rather than estimated percentage change. The number of projections depended on the degree of consensus on likely futures among the experts. We also asked the experts
to provide their reasoning (or assumptions) for each projection.

Over 75 experts participated across all of the workshops, including policymakers as well as people from academia and the private sector; most were experts in a particular activity, while others were experts on particular technologies.

**Integrate into scenarios**

To assemble the projections into distinct scenarios, we established consistency (or lack thereof) among projections across all factor pairs. *Consistency* means how well the projections ‘fit’ and how realistic it would be for both to happen simultaneously. For example, an increase in London-centric development is consistent with rising property prices, but inconsistent with declining prices. We then used an online tool called the RAHS¹ platform to group projections across all activities. Of all the mathematically possible groupings of projections, RAHS eliminated those that were deemed inconsistent. Of those remaining, RAHS identified clusters of factors and projections that formed unique scenario frameworks. Because of the large number of factors, we made separate runs considering one technology at a time, and then grouped together outputs with similar characteristics.

**Produce scenario narratives**

There is no hard and fast limit on the number of scenarios that should be developed – selecting those that differ most meaningfully requires expert judgment. Of the many clusters produced, the research team selected three to develop further. These varied in two significant ways: the projected levels of gross domestic product (GDP) growth and total travel. The three clusters were called:

- **Driving Ahead**
- **Live Local**
- **Digital Divide**.

The Driving Ahead scenario is based around high growth in both measures, while Live Local and Digital Divide have lower (but differing) growth rates in GDP and lower travel. Drawing on the reasoning and assumptions that surfaced during the expert workshops, we developed written narratives. These were validated with the experts who attended the workshops, to ensure that they were plausible, understandable and internally consistent.

**1.2.3. Draw policy and innovation implications**

The three scenarios were then used to identify innovation investments and policies that are robust, in other words those that provide substantial benefits across the range of scenarios, those that ensure positive societal outcomes for the different scenarios, or those that support development of key technologies. To do this, we undertook interviews with 14 experts from government, academia and industry. The interviews followed a semi-structured approach, examining:

- Aspects of each scenario that were positive and negative for Britain
- Key technologies driving the positive impacts, and enablers and barriers to their development
- Policy and investment implications of the scenarios.

---

¹ RAHS is a prototype of a web-based foresight platform that the Future Analysis Branch of the German Federal Ministry of Defence developed and funded to enhance external cooperation with industrial and scientific partners and thus to strengthen the methodological fundamentals of its own foresight work.
Chapter Two. Key technologies that could influence transport efficiency in 2035
Prior to developing the scenarios, we identified technologies that are being developed today that could affect travel effectiveness and efficiency in 2035. We considered over 60 technologies, shortlisting these to the following six based on expert advice (see Appendix A for details).

The key technologies that were selected for consideration in the scenarios were:

- Autonomous vehicles
- Next-generation ICT connectivity / telecommuting / telehealth
- User apps, Big Data, intelligent processing
- Advanced manufacturing (including 3D printing)
- Internet of Things
- Novel materials and embedded sensors in infrastructure.

Below we provide brief descriptions of each of these, as provided to experts who participated in the scenario development process.

### Table 2.1. NHTSA taxonomy of autonomy levels

<table>
<thead>
<tr>
<th>Category</th>
<th>Definition</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level zero – No automation</td>
<td>The driver is ‘in complete and sole control of the primary vehicle controls (brake, steering, throttle and motive power) at all times and is solely responsible for monitoring the roadway and for safe operation of all vehicle controls’.</td>
<td>Standard vehicle, and/or monitoring systems (for driver information only), e.g. forward collision warning</td>
</tr>
<tr>
<td>Level one – Function-specific</td>
<td>The vehicle is able to ‘assist or augment the driver in operating one of the primary controls – either steering or braking/throttle controls (but not both)’.</td>
<td>Automatic braking, cruise control, lane centring</td>
</tr>
<tr>
<td>Level two – Combined function</td>
<td>The vehicle is able to coordinate two or more ‘primary functions’ simultaneously, but a driver remains in overall control.</td>
<td>Adaptive cruise control working in concert with automatic lane centring</td>
</tr>
<tr>
<td>Level three – Limited self-driving</td>
<td>The vehicle is able to control all ‘safety-critical functions under certain traffic or environmental conditions’, but would need to relinquish control to a driver on occasion to deal with more complex driving scenarios.</td>
<td>Current autonomous vehicle prototypes</td>
</tr>
<tr>
<td>Level four – Full self-driving</td>
<td>‘Vehicle is designed to perform all safety-critical driving functions and monitor roadway conditions for an entire trip’. The vehicle may be occupied or unoccupied, and is solely responsible for safe operation.</td>
<td>Fully-independent, driverless car</td>
</tr>
</tbody>
</table>


---

2 A remote sensing method that uses light in the form of pulsed laser.
avoid collisions or other potential problems. These techniques may reduce the frequency of crashes due to human error, as well as enabling vehicles to ‘platoon’ closely together or travel at higher speeds, able to exploit computers’ faster reaction times to shorten braking distances. There are also potential gains in terms of driver productivity – with the average driver in England spending 235 hours behind the wheel every year, new technology may allow road users to work or relax while in their autonomous car (Dearden 2015). Similarly, autonomous vehicles may improve the accessibility of road travel to the elderly, underage, disabled, intoxicated, unlicensed or otherwise impaired. An additional result of autonomous technologies may be a change in parking behaviours – as a vehicle could drop an occupant off at their destination and park at a distance – or even ownership models, for instance by marrying driverless cars with car-sharing apps. To explore these potential advantages, in 2015 the UK government announced the allocation of £19 million to support pilot schemes in Milton Keynes, Bristol, Coventry and Greenwich (Dearden 2015).

Predictions for the future market potential of the technology vary significantly. The overall market for Intelligent Mobility, which includes driverless cars, has been valued at £900 billion by 2025 (Transport Systems Catapult 2015b). KPMG also predict annual economic benefits from autonomous and connected vehicles of around £51 billion by 2030 (KPMG 2015), while separate
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Studies by IHS and the Boston Consulting Group suggest fully autonomous (i.e. NHTSA ‘level four’) vehicles could make up around 10 per cent of global sales in 2035 (Worstall 2014). This would build on the proliferation of function-specific automation (i.e. automated parking) in the late 2010s, with semi-autonomous, ‘level three’ vehicles on the market around 2025. At the same time, a number of barriers remain that may limit popular uptake of the technology, including concerns over safety, liability, security, privacy and cost, as well as regulatory issues and the slow pace with which existing stocks of road vehicles are replaced (The Economist 2013a).

Autonomous technologies are not confined to the road alone, however. There has also been significant investment in applying autonomy to other modes of travel. Unmanned aerial vehicles (UAVs) or ‘drones’, both big and small, are increasingly a feature of the aerospace sector; while similar developments are underway for both surface and underwater maritime transport. As with automated cars, these air and sea vehicles vary in sophistication from remotely or optionally piloted systems through to fully independent craft capable of choosing navigational paths and making decisions based on a series of objectives or an end location. These technologies have a range of potential applications to UK transport, for instance by reducing the reliance on the road or rail networks. A number of logistics and retail firms have expressed interest in using small UAVs to perform automated deliveries, with Amazon beginning trials in Cambridge, UK, in 2014 (Financial Times 2014).

In the resulting scenarios and analysis, when we refer to AVs we are referring to those with an autonomy level of four.

2.2. Next-generation connectivity

Next-generation connectivity denotes a range of telecommunications technologies that aim to improve bandwidth, network availability and download/upload speeds for wireless communication. Examples include 5G, Li-Fi, fibre optic, low-cost satellites and even UAV-based Wi-Fi connectivity. 5G (5th generation) mobile networks represent the next major phase of mobile telecommunications standards, aiming to improve data rates, coverage and the efficiency with which large numbers of devices use the same radio frequency spectrum. Li-Fi (a portmanteau of light and Wi-Fi) uses light rather than radio waves to create a wireless network, using rapidly pulsing light-emitting diodes (LEDs) to broadcast data to compatible devices. Fibre optic cables, meanwhile, allow for faster broadband connection speeds than metal wires. Advances in launch vehicles and small, low-cost satellites (e.g. CubeSat) also raise the possibility of greatly improved (and more affordable) satellite coverage, while a number of companies including Google and Facebook are exploring the potential use of high-altitude long-endurance (HALE) unmanned aircraft or ‘drones’ to provide Wi-Fi connectivity to large areas.

Using such technologies, the wireless industry is reported to be aiming to deliver the first 5G networks by 2020, although a number of analysts suggest that these may not become widely available until 2025 (Shankland 2015). British Telecom has also announced plans to provide broadband speeds of 500MB per second across the UK by 2025, with a pilot scheme scheduled to commence for 4,000 homes and businesses in summer 2015 (McCaskill 2015). Samsung, meanwhile, has already conducted trials for 1GB per second, with researchers at the University of Surrey suggesting it may even be possible to support wireless connections at up to 800GB per second – the equivalent of downloading 33 high-definition films every second (BBC News 2014).
Such technologies could have a wide range of implications for transport, both direct and indirect (Dredge 2014). Reliable connectivity and minimal latency are important enablers for networking autonomous vehicles together, for instance – while 4G takes around 15 to 25 milliseconds for one car to tell another that it has begun braking, that delay could drop to 1 millisecond with 5G data speeds (Shankland 2015). At the same time, next-generation connectivity could facilitate the rapid expansion of the so-called Internet of Things, with between 50 and 100 billion devices connected to the Internet by 2020 (BBC News 2014).

This could potentially transform the management of logistics as well as the ability of people and businesses to access information remotely, facilitating greater uptake of telehealth or telecommuting services, with knock-on effects for transport demand. In the health domain, for instance, the global market for remote telecare devices and related services is estimated to have risen by around 20 per cent annually since 2008, with a range of new technologies allowing for the remote monitoring of patient vital signs (Deloitte Centre for Health Solutions 2012). Particularly significant is the growing convergence between wearable technology, cloud computing and user software – with smartphone operating systems playing host to over 40,000 medical, health and fitness apps, many of which are also supported by new wearable products such as the Apple Watch. A further development has been growing investment in telepresence technologies. In Japan, for instance, a number of trials have explored the possibility of providing health and social care to an ageing population remotely,
using a combination of health monitoring devices, robotic attendants or digital avatars, all supported by connections to the cloud (Grifantini 2015). The telecommuting market has experienced similar growth, especially in high-technology businesses, where the United States Census Bureau recorded a 70 per cent increase in home-based working between 2000 and 2010 – a trend likely to continue into the future (The Economist 2013b). Critics caution, however, that the ideas of telecommuting and telehealth have lengthy histories of unfulfilled predictions of revolutionary change, with many of the main barriers being social and cultural, rather than to do with the technologies themselves (The Economist 2014). If these obstacles can be overcome, however, next-generation connectivity could enable a range of new business and health solutions that would have significant implications for transport in 2035.

2.3. User apps and Big Data

Big Data is a broad term referring to the growing generation and collation of vast amounts of data, with the sheer volume of information presenting novel challenges (as well as opportunities) in terms of analysis, storage and visualisation. At the same time, advances in ICT may generate new ‘smart’ ways of processing and leveraging these data in future. Examples include the growing use of data mining, predictive algorithms, machine learning and even artificial intelligence (AI). These technologies may enable new, flexible and targeted approaches to complex systems such as transport.

Future advances in ICT technology and personal electronic devices may also affect the nature of the software and hardware with which travellers gain access to the transport network, travel information and other services. In the virtual sphere, the period to 2035 is expected to see the ongoing
proliferation of mobile ‘apps’, personalisation and Big Data, providing individuals, companies and transport providers with new ways of accessing and visualising data to inform transport decisions, as well as easing processes such as ticketing, navigation and payment, boosting intermodal connections. Recent years have seen the emergence of popular taxi apps such as Uber (Cellan-Jones 2015), freight haul apps such as Cargomatic (Graham 2015), transit planners such as Citymapper and Moovit (Shead 2015), contactless payments (Jones & Buckle 2015), live traffic alerts (Pieters 2015), car-sharing apps (Bloomberg 2015) and digital cycle hire services (Nicholls 2015).

A number of schemes are also underway to unite such functionalities in one cohesive system. In Finland, for example, the city of Helsinki has announced plans to roll out a comprehensive, point-to-point ‘mobility on demand’ system by 2025, which would allow users to purchase a range of different travel options in real time from their smartphones, eliminating the need for individual car ownership (Greenfield 2014). This builds on the Helsinki Regional Transport Authority’s deployment in 2013 of its Kutsuplus minibus service, which lets riders specify their own pick-up and drop-off points via smartphone, before aggregating all users’ requests and calculating an optimal route that most closely satisfies them all (Barry 2013).

A related development is the emergence of wearable technology, with the growing proliferation of smart watches or even clothing capable of conveying information to the user. Similarly, advances in biometrics, voice and facial recognition technologies may support ongoing personalisation. The confluence of Big Data, user apps and these other technologies may have wide-ranging applicability to transport: on the one hand enabling transport planners to monitor a huge range of variables in real time, optimising traffic flows and identifying potential issues before they occur, and on the other empowering users to make more informed travel decisions, investigating a wide range of different travel options at their convenience (Shankleman 2013).

2.4. Advanced manufacturing

Advanced manufacturing comprises a range of novel technologies that aim to improve products and manufacturing processes. This includes the use of additive manufacturing (including 3D printing as well as other more advanced techniques), robotics, novel materials (e.g. bio, nano, composite, smart), and other advanced equipment (e.g. lasers, plasma, waterjet). More widely, it also includes the application of novel methods, digital tools, rapid prototyping and synthetic environments (e.g. virtual or augmented reality) to aid design and production processes. While the nature and impact of advanced manufacturing is likely to vary from one sector to another, the technology has the potential to create a wide range of new designs, reduce workforce size and materials waste, make products much more customisable for consumers, and change when and where manufacturing occurs. 3D printers, for instance, may allow a business to rapidly produce items on demand, customised for individual customers, or allow people to download blueprints online and print objects at home.

While additive manufacturing, in particular, has been the subject of extensive media focus, expert perspectives on the technology’s future prospects vary significantly. The technology has already seen extensive use in certain niche areas, such as ‘rapid prototyping’ or the development of lightweight parts for aircraft (Hellgren et al. 2013), and recent years have seen a shift away from prototyping to using additive manufacturing for direct production. Final products now comprise over 20 per cent of output, with projections suggesting this figure may reach 50 per cent by 2020 (The Economist 2011). The technology has been the subject of significant business and public excitement, with a number of commentators suggesting it could lead to a ‘Third Industrial Revolution’ (Sissons & Thompson 2012; Campbell et al. 2011), the reshoring of manufacturing to rich countries, and
the diffusion of production away from centralised factories to local businesses, shops and homes (The Economist 2012). As a result, it has received significant interest and investment, with the additive manufacturing sector growing by double digits in recent years – by nearly 30 per cent in 2011 alone – with a possible total supply chain value of £80 billion annually by 2020 (Hague & Reeves 2013).

However, critics caution that industry and media may overestimate the technology’s readiness level, as well as the barriers to full implementation. A study by the Centre for Business Relationships, Accountability, Sustainability and Society found that public expectations for the technology tend to give an exaggerated perspective on additive manufacturing’s future potential, based often on selective and anecdotal evidence (Smith 2012). This disconnect is also partially linked to the different definitions and terminologies encompassed in this field, which equate 3D printing and additive manufacturing when in fact these technologies are overlapping but distinct. While additive manufacturing is applied to high-value manufacturing using advanced techniques at an enterprise level, 3D printing produces low-value goods that are more limited in their size, complexity, resolution, materials and final part integrity, and is often conducted by amateur hobbyists. Nonetheless, both elements of the technology are expected to become more widespread within the next 10 years, as equipment and material costs continue to fall. By 2035, the proliferation of advanced manufacturing techniques and devices may have significant knock-on effects for freight movement, telecommuting and overall transport demand.

2.5. Internet of Things

The Internet of Things (IoT) is a network of physical objects capable of detecting and communicating information between each other through the use of embedded chips, sensors and connectivity. It builds out from today’s Internet by creating a pervasive and self-organising network of unique, identifiable and addressable physical objects, such as ‘smart’ meters, wearable technology and domestic appliances. The use of embedded sensors allows for a wide array of data to be gathered in real time – data that are then communicated from machine to machine without need for human-to-computer interaction. Cloud computing provides the necessary infrastructure to collate, monitor and analyse this data, allowing devices to make increasingly ‘smart’ decisions (Burrus 2014). Improvements in network connectivity and component miniaturisation are expected to facilitate the rapid expansion of this so-called Internet of Things, with between 50 and 100 billion devices connected to the Internet by 2020 (BBC News 2014).

A much-publicised example already in use today is Google’s NEST thermostat, which automatically attempts to reduce home energy usage by learning its owner’s behaviours. NEST detects when its owners are away from the house via their smartphone, and can be controlled remotely via Wi-Fi (Arthur 2014). The global retailer, Amazon, has also begun to offer subscribers to its Prime scheme a range of wireless-connected buttons, which they can place around their home and press when they are running low on certain household items, triggering an immediate online order to replenish them. A number of manufacturers are similarly trying to develop products, from fridges to washing machines, that can sense when domestic supplies are running low, monitor faults remotely and analyse usage behaviour to improve efficiency (The Economist 2015). This trend could have significant ramifications for logistics and retail in 2035, with knock-on effects for transport demand.
Another area of potential significance is the impact of the Internet of Things on telehealth (see Section 2.2). The global market for remote telecare devices and related services is estimated to have risen by around 20 per cent annually since 2008, with a range of new technologies allowing for the remote monitoring of patient vital signs (Deloitte Centre for Health Solutions 2012). Allowing care to be delivered remotely, enabled in part by the Internet of Things, could have significant implications for transport demand out to 2035, although a number of social, cultural and regulatory barriers remain (The Economist 2014).

2.6. Novel materials and embedded sensors in infrastructure

A range of advances in materials science and production techniques may have potential ramifications for future transport infrastructure.

The creation of affordable, highly resilient materials, for instance, may serve to reduce damage and wear-and-tear of road surfaces, while others may help reduce or improve friction as needed. In addition, self-healing materials could automatically repair ruptures or abrasions, without the need for work by a human crew. In 2014, for instance, researchers at Bath, Cambridge and Cardiff universities unveiled a novel concrete blend, which uses micro-capsules of bacteria to plug cracks and...
crevices (Gardner 2014). Embedding sensors and actuators in roads, rails or runways might also provide continuous self-monitoring of their health, enabling transport planners to anticipate faults or issues, targeting inspection and repair efforts in a more intelligent way. This could significantly reduce incidents such as large-scale roadworks, railway faults or runway closures, all of which can cause significant delays. Vehicle manufacturers are also increasingly applying similar principles to engine and vehicle design, reducing the frequency of breakdowns and thus also the disruption to drivers or pilots and others around them.

Scientists have also raised the possibility of applying LEDs or temperature-sensitive paint to road surfaces to warn drivers about icy conditions, as well as embedding heating elements within to help melt snow. In 2014, the Netherlands installed the world’s first solar cycle path, replacing the traditional road surface with solar panels to generate power and preventing icing, improving throughput and reducing accidents (Atkinson 2015). Similarly, using conductive or inductive materials in roadways could enable wireless charging of electric vehicles and devices, reducing the ‘range anxiety’ currently limiting those technologies and thus also the requirement to interrupt journeys with recharging stops.

Networking these different infrastructure-based technologies with embedded IP connectivity — using the model of the Internet of Things — could also bring a range of new functionalities for personal user apps; for instance, a faulty rail signal could automatically alert not only the railway company but also rail travellers, so that they could plan alternative routes. At the same time, there are a number of obstacles to successful implementation, with the Royal Academy of Engineering citing concerns over lack of investment, data quality, privacy and the long lifetime of existing infrastructure (2012).
Chapter Three.
Three future transport scenarios
This chapter presents the three scenarios developed in this study:

- **Driving Ahead**: a high-growth future with fully autonomous vehicles and more travel
- **Live Local**: a modest growth future with high use of technologies that substitute for travel
- **Digital Divide**: a lower growth future with rising income inequality where technologies tend to be used mostly by the affluent.

These scenarios are built around two principles. First, we differentiate the scenarios by economic growth and changes in travel demand: in each, different technologies are more prominent. We do not anticipate a scenario in which every technology reaches its full potential; technologies, as with other trends, have winners and losers.

Second, we intend for the scenarios to be plausible, but challenging. For example, not everybody agrees on the likelihood of fully autonomous vehicles operating on city streets within 20 years. Among those who think it is unlikely, part of their assessment is based on the current level of research and testing, and an understanding of funding and policy issues that affect the development of this technology. We are challenging those assumptions (which could very well be true), instead postulating that with sufficient investment and the removal of barriers, a fully autonomous vehicle could indeed drive through London in 2035. Our goal is to portray the various technologies at their plausible limits within the stated timeframe, not to state what is most likely given various existing barriers.

We also make the assumption that there will not be substantial investment in transport infrastructure over the next 20 years. We do this in order to illustrate changes in travel speed or reductions in congestion from technology adoption or changes in travel demand. This helps focus the scenarios on the impacts of the technologies, and which ones might be the most beneficial, as well as where there is a need for innovation investment or policy intervention.

We have written the scenarios in broad terms, in the interest of keeping them general and concise. We recognise that overall trends may mask underlying disparities. Not every potential change affects every sector, or even every segment of the population. An overall assessment, for example, that travel costs are rising does not mean that every element of every cost on every travel mode is increasing. Rather, we are trying to identify the broadest of trends and how they differ from the present situation.

As is customary in scenario writing, we write from the perspective of 2035, looking back on how we arrived at this future point in time. Each scenario also includes a vignette suggesting how life might be lived in this particular future.
Figure 3.1. The Driving Ahead, Live Local and Digital Divide scenarios

**Driving Ahead**

**Live Local**

**Digital Divide**
- Slow growth of economy and population. Higher travel costs and lower total travel (per capita). High income inequality. Extensive peer-to-peer and sharing-based economy. AVs and 3D printing used extensively for freight.
3.1. Driving Ahead

**Summary:** In this scenario, both gross domestic product (GDP) and per capita travel have continued to rise at rates higher than anticipated. Growth in both of these is being stimulated by the rise of autonomous vehicles, which are changing the face of not only transport, but also healthcare and retail. Many of these are shared vehicles, reducing costs for those who no longer have to own cars. The ease of use has led to growth in vehicle travel and congestion, as being stuck in traffic no longer means being unproductive. As the population has grown, the large proportion of older people who live on their own has greater flexibility to travel, especially for medical visits, and the freight and retail sectors make heavy use of autonomous vehicles for both long-haul freight as well as delivery to customers.

**General demographic and economic trends:** GDP per capita has been growing on average by more than the forecast 1.6 per cent per year. Growth has been driven by reshoring of manufacturing and increases in productivity and employment due to technology development. The healthy economy is also one reason for higher increases in population, because the UK has attracted a sizeable number of immigrants. As a result, the proportion of the population who are over 65 is smaller than predicted decades ago, because the growth in that demographic segment has been slower than that of migration, which generally brings in younger, economically active people.

**Technology development:** The defining technology of the past ten years has been the fully autonomous vehicle – one that drives in any location without any human assistance. It did

---

3 Assumed levels of growth for key factors are detailed in Appendix B
not arise in a vacuum, of course; research has been ongoing for years. A key development was the creation of cheaper sensors, which brought prices down considerably. In addition, faster broadband speeds throughout the country have allowed for rapid updating of the detailed maps that are essential for fully autonomous vehicles (now commonly known as FAVs) to function properly, especially in urban environments. Vehicles passed relatively quickly through the various levels of automation, and FAVs have been commercially available since the mid-2020s.

Information and communications technology (ICT) has certainly developed to a considerable extent, but it has had a lesser impact on travel patterns. Higher broadband speeds are a reality in most areas, although some rural areas still lack good coverage. But instead of substituting for travel, the market for ICT has been for increasingly sophisticated connectivity in vehicles. Data privacy and security remain an issue for some people, as hackers keep up with security improvements, but the advantages of in-vehicle connectivity generally far outweigh privacy concerns.

Advanced manufacturing has not developed as rapidly as some other technologies, and is important mainly in a few niche markets. The fast-growing robotics sector, including automotive applications, with its major engineering challenges, has attracted more talent than other manufacturing segments. Whilst serial manufacturing methods account for the large volume of items in demand, 3D printing (additive manufacturing) has found uses in niche items. These niches are for products that otherwise are difficult to manufacture and for spare parts where the economies of scale offered by serial production do not apply. Consumer markets for customised products have not been particularly lucrative.

**Work and business:** In 2035 the physical workplace has not changed that much, but FAVs have allowed people to live further from work, meaning longer but more productive commute journeys. Some models even feature workspace amenities such as telepresence screens and connections. Improvements in the scheduling algorithms for vehicle sharing have meant that a larger fraction of commuters ride to work with one or two other passengers. Working hours for many have become longer, not shorter, as it is increasingly expected that employees are available to work even during their commute. However, people also have more flexibility in their hours, since they can more easily work on their journey. People also continue to conduct many business meetings in person.

With travel comparatively easy, some employees don’t mind living further from their offices, and as a result commuting distances have increased. Housing prices have continued to climb, so people are moving further out of congested cities to find lower prices, with the trade-off of longer commutes. London continues to be the hub of business creation, so the demand for housing in the southeast remains strong, and prices throughout the region are high.

**Health:** FAVs have made it easier for people to access medical care, since people who cannot drive due to medical conditions can still attend appointments in person. Some FAVs now cater to this segment of the market. ‘Medivans’ have low-floor entry and medical alert call buttons in case of an onboard emergency. Some of these are owned by hospitals, which deploy them to bring patients in for treatment. Often a member of medical staff rides along as well to start gathering some of the basic information from the patient, which is then transmitted to the doctor who will see the patient. For patients who don’t require that level of care, but who cannot drive, regular FAVs can still shuttle them to their appointments, so in-person visits have increased. FAVs have also had some negative health consequences, since the average journey now involves less walking and the need to drive is no longer a limiting factor for social drinking.

The over-65 population is a smaller share than predicted (roughly 22 per cent, as opposed to...
25 per cent). The proportion of people of this age who live at home has increased, since they can meet their medical needs with Medivans, as well as some home-based monitoring of chronic conditions and home visits.

Real-time telehealth delivery is only a partial substitute for in-person visits to a GP. Most people still prefer to monitor symptoms at home on a stand-alone device, and then bring it to their appointment for the doctor to analyse rather than transmitting the data electronically. These improvements have made the country healthier overall, although this is partly attributable to the younger (and healthier) workers brought in by immigration.

Retail: The retail sector is booming with an increased population and high economic growth. Both per capita and total consumption are up. Online sales have increased considerably, and FAVs have been instrumental in last-mile deliveries to customers’ houses and workplaces. On a daily basis FAVs arrive at a block of flats or an office building and alert customers that their packages have arrived. Usually this happens at a set time of day, and people then have a fixed amount of time to pick up their packages or a contact person will keep them until the customer can fetch them. The same vehicles can also take returns of unwanted items. This ‘daily drop-off’ service is fairly new but catching on quickly. While delivery drones have been tested, manoeuvring through large cities has proved challenging. Some are in use in more rural areas, but urban deliveries are generally made with FAVs.

The ease of delivery for goods ordered online has contributed to a decline in high street retail. Footfall is still high in many areas; more restaurants and leisure activities have moved in, and parking is less of a problem since many shoppers are dropped off by FAVs. However, retail purchases on high streets have declined. Some stores offer delivery of goods purchased in person, since many people are already signed up for daily drop-offs, and some think this will be one of the elements that saves high street retail. Person-to-person retail has also continued to increase because FAVs make shipping such purchases very easy.

Freight: FAVs have had two transforming effects on the freight sector. First, the growth in online shopping and daily drop-off has opened up new opportunities to partner with retailers, and start-ups have edged into the package delivery market. Generally customers sign up for a monthly fee that covers all deliveries, regardless of amount. The value is less in the fleet and more in the algorithms that make this new delivery model viable and lucrative. Eventually one or two firms will be the winners, since customers value the ability to get one delivery with goods from a variety of retail outlets. Second, FAVs are frequently used for long-haul journeys. Most of the high-volume motorways across the country have a dedicated lane for exclusive FAV use. As carriers faced shortages of drivers, they began buying FAVs for their fleets and have been pleased since there have been fewer crashes, fewer employee problems and lower costs. Lorries can platoon for miles, with three or four vehicles following a lead lorry, reducing wind drag and therefore fuel costs. Without drivers who need to sleep, many goods can move at night when road capacity is more available.

Due to both lower fuel costs and higher property costs, the prevailing model for non-consumer goods is one of greater centralisation of warehouses outside major urban centres. These major hubs have also attracted some reshoring of manufacturing. This trend is also encouraged by increasing labour costs in other countries, the need in many industries for skilled factory workers and engineers and, to a lesser extent, security concerns in countries with political turmoil.

Long-distance travel: The leisure travel market is reasonably strong. While people’s actual leisure time has if anything decreased, disposable income is high, providing many opportunities for much needed short breaks. Here too, FAVs have become specialised, with some models designed for long trips; in
addition to being tall enough to stand in, they have mini-refrigerators, multiple screens and excellent entertainment options. The maps that FAVs rely on to drive safely also carry a wealth of information about destinations and what attractions might be found along the way – everything from historical facts to good restaurants and activities for children. While some Britons still prefer self-drive holidays, the popularity of FAVs for road trips is increasing as they provide the pleasures of driving through the countryside without the bother of actually driving.

In general, attitudes to the environment have become more important in people’s travel decisions, but vehicles have also become less environmentally damaging. The proportion of petrol- and diesel-powered vehicles has been gradually declining in favour of hybrids and fully electric vehicles. The new features still use more energy than standard cars, but the emissions are lower because of the fuel sources.

**Travel implications:** Overall FAVs have lowered the cost of travel for many users, not because of their price, which is still higher than conventional vehicles, but because increasingly FAVs are not purchased by households but shared. In this ‘mobility on demand’ model, households belong to a service from which they can order vehicles to serve specific journey purposes, either on a recurring or one-time basis. Part of the attraction of the shared model is the increased specialisation of vehicles. FAVs now come equipped for commuting, medical travel or long-distance travel. These services have replaced taxis, and public transport providers have upgraded their buses and some trains to FAVs. Conventional public transport services are dwindling, but still exist along some major corridors, serving lower-income passengers who cannot afford to use FAVs.

A thriving network of specialised mobility companies competes to provide vehicles on demand. Each one provides a wide array of vehicle types, but they compete on cost, on whether the rider is solo or willing to share the ride with others, and on the quality of the onboard amenities they offer. Cars can be ordered on the spot with mobile apps, usually arriving within 10 minutes, or an employee could request that a commuter FAV pick her up every day at 7.30 a.m. Private vehicle ownership is still high, especially of conventional cars, but many urban households have tried the shared model and found that it suits their needs. In villages and rural areas, car ownership is still the standard.

However, the ease of use of FAVs generally means more vehicle travel per capita and, not surprisingly, more congestion. The effects differ depending on location. Increasing commute distances means higher levels of congestion, both on inter-urban motorways and in cities. The introduction of FAV-only lanes on some inter-urban motorways provides faster travel times for FAVs and lorries, although this exacerbates congestion in the general-purpose lanes. One partial solution in some cities is encouraging or requiring deliveries to take place at night. While there has been talk of introducing road pricing to help alleviate congestion, the political will to do so has been lacking.

While data security remains an issue for autonomous vehicles, most users have accepted the risk; the vehicles themselves are safer since human error is no longer the primary cause of collisions, and cyber-attacks have been few and far between, although they have occurred. Insurance costs are lower for consumers, although the shift in liability has contributed to higher costs because the car manufacturers have had to take on additional insurance.
3.1.2. A day in the life of Driving Ahead: The Borowskis

It’s the usual mad rush in the Borowski household on Friday morning. Beneficiaries of the UK’s more welcoming immigration policy, the parents originally came from Poland. With highly sought-after IT and engineering skills they made a good life for themselves before starting a family in Britain. Mum Hanna is getting breakfast ready while Dad Tadeusz is chivvying the children. All need to be on time as their FAVs will pick them up at 8 a.m. on the dot. The children are collected by a large autonomous vehicle – it already holds a couple of their school friends and will pick up a few more before dropping them all at the local secondary school. Hanna’s FAV arrives to take her to a business meeting. She hops in and settles down to work at the desk inside. Her working day starts the moment she leaves the house, connecting her via superfast Wi-Fi to the rest of the world. Although her meeting is 100 miles away she doesn’t mind the journey – she is riding in a moving office, with coffee facilities included.

Tadeusz meanwhile spends a little more time organising some domestic arrangements: when his FAV arrives to take him to his senior engineering role at the local FAV factory, he settles down to order the weekly shop from within the vehicle. His vehicle is not as sophisticated (or expensive) as Hanna’s, because he doesn’t need a full office. After ordering the shopping Tadeusz begins to plan the family’s annual holiday. They usually travel somewhere hot and sunny for a couple of weeks when the children are off school. Hiring a car abroad is much easier with FAVs as there is no need to adapt to driving in different road conditions (or on the other side of the road), and they can organise it through the same company that provides their day-to-day mobility needs at home – plenty of customer loyalty bonuses are available. Traffic is terrible – so many FAVs on the road at peak times mean that despite setting off in good time, and having sophisticated apps guiding and monitoring traffic, Tadeusz will still be late for work. He calls into his first meeting of the day using the FAV’s systems – virtual meetings are no substitute for the real thing, but in this case it will have to do.

While he is at work, Tadeusz’s mother calls. Her home health monitor has flagged up a warning and she isn’t sure what to do. Tadeusz talks her through how to book an appointment with the GP and ensures that all the information from the monitor is made available to them – the privacy and data security systems are complex and a bit confusing.

After school and work the family FAVs are all booked to take them out to a restaurant and cinema complex. The family meet up there, and enjoy an evening meal out to celebrate the end of a busy week. Then a single FAV takes them home. Tadeusz and Hanna enjoy a drink together – neither needs to worry about driving home – while the children are engrossed in social media, catching up with the school friends they said goodbye to a couple of hours earlier.
3.2. Live Local

Summary: This scenario is distinguished by more use of digital substitution for travel and lower per capita travel. The most advanced technologies developed by 2035 are more powerful ICT, user apps and the Internet of Things. They have led to some profound changes in travel demand, because their ease of use has led to far greater use of telepresence. At the same time there has been an evolution in environmental attitudes with a robust ‘Live Local’ movement that frowns on excess travel, as well as greater decentralisation of both population and employment away from London. Two other factors have contributed to the decline in per capita travel: first, autonomous vehicles have not become widespread, and second, road pricing has become sophisticated and effective.

General demographic and economic trends: In 2035, demographic trends have been on a fairly stable trajectory. The population has been growing at about 0.6 per cent annually, meaning that the UK population is now roughly 72.6 million. Birth rates and immigration have been largely steady. Some 25 per cent of the population is over 65, higher than in 2015 when it was 18 per cent. Economic growth has been similarly steady but not spectacular, at 1.6 per cent annual growth in gross domestic product (GDP) per capita.

Technology development: The UK’s information technology sector has developed quite rapidly, spurred by investments in the 2020s to bring broadband speeds of 500MB per second across the UK by 2025. Government investment in ICT infrastructure in urban and rural areas alike has made the cost of high-speed access affordable and encouraged an ecosystem of technology entrepreneurs who have developed a broad swathe of applications available to both consumers and businesses. The long-awaited Internet of Things finally became an everyday reality around 2030, meaning that many people live in ‘smart houses’ that do everything from adjusting the temperature when residents arrive home to ordering household supplies when they run low.
While autonomous vehicle development continues, policymakers continue to argue about appropriate regulation and car manufacturers have not been able to iron out liability issues, meaning that while the technology for producing these vehicles has been available for years, they are not yet commercially available. Luxury vehicles with a high degree of automation, such as hands-off self-parking, automatic lane-keeping and traffic-jam assist, have been available for some time, but they still require drivers who can retake control of the vehicle if needed. As luxury vehicles, they cost considerably more than conventional cars and the adoption pattern has been akin to that of hybrid vehicles, which are purchased largely by more affluent households. Many people dislike the semi-autonomous features, because they feel like the car is driving in an overly cautious way. The vehicles tend to sport showy infotainment systems, in the hopes of attracting more buyers, but the costs are still prohibitive. Car manufacturers have concentrated their efforts on lowering emissions and bringing down the cost of electric vehicles by improving battery life.

Advanced manufacturing, including 3D printing, has become prominent in industry but not the home market; the machines are too complex and costly for all but the most dedicated hobbyists to use.

Work and business: One of the greatest changes in the past 20 years is that telework has finally made a considerable dent in the amount of time people spend at workplaces, with attendant reductions in commuter journeys. This has been driven by five major improvements in telepresence: far higher speeds (no more jerky live videos with a half-second delay), increased ease of use (controls can be operated by almost anyone), greatly improved reliability (computer crashes are something that people remember from the past, like black and white televisions), enhanced data security and a reasonably affordable price. Telepresence no longer requires a specially equipped room; any room with a screen (and new housing and offices come with built-in screens standard in most rooms these days) can be almost instantly converted to a meeting space. In-person business meetings are a thing of the past, except for very large gatherings such as conferences. Even high schools and universities have more students taking online courses than sitting in traditional classrooms.

There have been attendant cultural changes as well. First, the current generation of employees grew up with smartphones and video calls, and many employees value working from home to minimise distractions from co-workers when they need to concentrate (especially as private offices became scarce with increasing property prices). Second, the younger generation in particular has shown a decreasing tolerance for ‘unnecessary’ travel, similar to the cultural change that took smoking from sophisticated to scorned within a generation. A small but growing minority subscribe to a ‘Live Local’ ideal – purchasing locally made goods, reducing their carbon footprint, and cultivating a rich online social life.

Along with these changes, the structure of many white-collar workplaces has evolved towards more zero-hour contracts. A high percentage of workers in many knowledge fields are self-employed, so they have no permanent offices. Many belong to one or more neighbourhood-based cooperatives, so they have a nearby workplace where they can avoid the tedium of working from home all the time. With increasing GDP helping to fuel an increase in house prices, and not much land to build on, many people live in fairly small flats/houses, which explains why work cooperatives have become so popular. Commute distances have decreased simply because many people no longer have conventional commutes. The availability of high-quality, reliable, high-speed broadband in even rural areas has also allowed some people to leave crowded, expensive cities like London and move to smaller cities and even rural villages, and many employers have done the same.

Health: Overall the UK is a healthier place due to technologies that enable health monitoring and telepresence. People make wide use of wearable personal health monitoring devices that transmit data to medical practices as needed, and
specialised algorithms spot problems and flag them to patients before they even notice anything is wrong. Remote monitoring has also greatly helped the management of patients with chronic illnesses, since nurses can check indicators on a weekly or even daily basis. Through the Internet of Things, repeat prescriptions can be filled automatically and delivered to the home, and home sensors can detect some instances when a resident needs medical attention (for example, if a person falls). Many medical consultations take place via telepresence in the patient’s home, which enables patients to see specialists without an in-person appointment, an important consideration in an era of more centralised NHS staffing. Other routine healthcare needs, such as flu jabs, immunisations for children and blood testing, are often covered in local workplaces, schools and walk-in clinics. In-person doctor’s visits are generally limited to diagnostic and invasive procedures.

While new technologies benefit people of all ages, the change is most apparent in the over-65s. An increasing number can live at home as a direct result of better telepresence, which allows medical professionals and other family members to check up frequently on people living alone. Technologies have become easier to use, and the people who are 80 in 2035 have more familiarity with computer technologies than the previous cohort of people that age, plus many are still in good health.

Retail: The retail sector has gone through some major changes in the past 20 years. For one thing, online sales have increased enormously. Better search engines make it easy to find all kinds of things online and make comparisons before purchasing, and new apps make it easier to ‘see’ the items as they will be used (e.g. how a shirt will fit, or whether a sofa matches the curtains). The options for receiving goods ordered online have improved as well. Better algorithms provide more specific delivery windows, and a variety of options exist to pick up goods that customers don’t want delivered at home: at-work delivery, neighbourhood hubs and the stores themselves. In-person shopping is thriving in two areas, delicatessens and fresh markets, which play into the ‘Live Local’ ethos, and destination retail, which functions to some extent as entertainment (e.g. outdoor clothing shops with climbing walls or toy shops with play areas for children).

Increasing use of online shopping means that retail in high streets is decreasing, continuing a long trend. Lots of goods are delivered, and IoT technologies have been able to automate some of this (automatically reordering staple or non-perishable items on a recurring basis). Some high streets have successfully adapted, replacing chemists and do-it-yourself stores with high-end destination retail, more food outlets, services ranging from government offices to hair salons, and special events.

Finally, some retailers have radically changed their business models to focus more on product life cycles and sustainability. Manufacturers of consumer goods are now legally required to accept goods back after they have outlived their usefulness, so the responsibility for disposal rests with them and not consumers. In many cases they want to reuse the raw materials anyway, due to shortages. This has had a knock-on effect of turning some goods into services. For example, consumer electronics are seldom purchased outright, but instead leased from a provider who is then responsible for upkeep and eventual replacement. Fewer purchases mean that total consumption is decreasing as well, and when people do make purchases, they expect them to be more expensive but have a longer useful life. Secondhand markets, both in-person and online, are thriving, especially since regulations have made people pay far more for rubbish disposal.

Freight: Changes in freight go hand in hand with changes in retail. Due to online shopping, package delivery to consumers has grown significantly. Improved logistics mean that goods from multiple suppliers can be bundled in one shipment, but this does not always happen smoothly because it requires shippers to work with multiple carriers who do not necessarily want to share business information. But overall, fewer goods are delivered between warehouses
and retailers, and a higher percentage go directly to the end consumer, meaning that disintermediation has increased.

3D printing has not made much of a dent in the home market, but its effects on manufacturing mean that an increasing proportion of goods can be printed at warehouses, so these have become more decentralised. Some forms of conventional manufacturing have become more nimble, in that they can easily adjust to consumer demand, and they have also gained a foothold in unconventional markets, such as 3D printing of food and medicines. Increased travel costs because of road pricing and driver shortages have accelerated this trend. They have also contributed to some reshoring of manufacturing, although this development is related more to rising labour costs in other countries and the need for high-skilled labour and quality control in some industries, such as pharmaceuticals.

**Long-distance travel:** The overall trend has been towards taking fewer but longer holiday trips. Leisure time is also increasing, in part because of the structure of work, so there is a trend towards taking longer trips (several weeks or more) during which travellers soak up the local atmosphere and work on a part-time basis. The ‘Live Local’ types prefer to travel via less-polluting modes (rail as opposed to air), and frown upon long-distance travel generally.

An explosion in leisure travel-related apps means that people are able to plan lengthy trips at relatively short notice. For example, it’s very easy to compare costs across different modes and accommodation and to make last-minute bookings. Good translation apps make it simple to communicate across language barriers, and security-based apps can provide instant advice on coping with an emergency. Finally, both travel modes and destinations compete to some extent on their environmental footprint (or lack thereof).

**Travel implications:** Generally speaking, travel is more expensive than 20 years ago, which is why people are willing to forego some trips and interact online. The influential factors are the cost of fuel, extensive road pricing to address congestion, and higher prices for rail and air travel because of the need to maintain ageing infrastructure. Climate legislation has mandated more taxes and fees to discourage travel. Changing public acceptance of the need to reduce travel made it possible to institute widespread mileage-based road pricing, which has led to better management of road capacity. Some technological improvements, such as digital signalling for trains, have also pushed up the cost of tickets. Travel that happens is also made easier by the plethora of ride-sharing apps, and travel information apps make transfers between modes seamless.

However, travel is generally slower and more of a struggle than it was in the 2020s. Peak-hour road pricing has reduced congestion in some key corridors, especially along motorways where cars compete with trucks for road space and in bus-only lanes in cities, but not necessarily everywhere. Some road capacity in cities has been reallocated to slow modes, such as bicycling and walking, so vehicle travel speeds have fallen. Just in the past year or so, two intercity motorways have seen one lane converted to semi-autonomous vehicle-only lanes in anticipation of the day when cars and lorries will not require drivers at all. Speed limits have been reduced as a safety measure. With the majority of driving taking place in conventional vehicles, time spent in cars is still unproductive. Not much new investment has been made in other forms of infrastructure, so local and inter-urban rail and air remain overcrowded in many cases and one delay can have a major cascading effect.

All of this has a dampening effect on travel, and people are less likely to make journeys for mundane reasons. Per capita travel has therefore decreased: people commute less and make fewer local journeys. Of course, with a higher population, the overall number of miles travelled is higher than it was 20 years ago, but the decline in per capita travel is quite pronounced.
3.2.1. A day in the life of Live Local: Mia

It's 7 a.m. and Mia, 29, is awoken gently as her smart studio flat gradually raises the illumination in the bedroom area, simulating dawn. She gets ready for the day, drinking the coffee that her ‘butler’ has already prepared just the way she likes it. It is Friday, so she sorts out some clothes that she no longer wants. The sensors in the clothing detect their new location in the recycling zone and alert an automatic collection robotic vehicle. This vehicle, which travels on local pavements, has access permissions and enters the flat, collects the clothes and takes them to a local centre. The clothes are automatically listed on a secondhand trading system, and if they sell they will be delivered to the new owner, with the money (minus a small fee) going into Mia's account. Unsold clothes are returned to the manufacturer for recycling, with a smaller return fee paid to Mia.

Over breakfast Mia browses the selling sites. If she likes the look of something, a wave of her hand through the 3D interface shows her how it will look – clothing is mapped onto her 3D avatar, which poses and twirls to show how it fits. Another wave completes the purchase, which is delivered directly from the manufacturer to home. After breakfast and shopping, Mia begins work. Another gesture and the breakfast bar of the studio realigns into a workspace. Mia checks into the various task-assignment sites where she is registered to signal her availability for work as a computer programmer – her last assignment was finished yesterday and she is looking for a new job. A task matching her skillset is available and she checks out the payment terms – they look OK so she accepts the job and starts work, using a blocking app to avoid distractions from social media and advertising. Mid-morning she checks into a ‘coffee’ site – various friends from around the world are checked into the same site. They can see each other’s workspace environments at full size – the walls of Mia’s flat are effectively screens that can project 3D images – so their ‘virt’ meet-up has a very real feel. Lunch is delivered from a local deli where Mia has a regular order – they pride themselves in using local organic produce and make their own bread on site. While she works, her ‘guardian angel’ (wearable health app) regularly reminds her to get up and move around, and mid-afternoon she goes out for a run.

For dinner, Mia meets up with some friends in ‘real’ (physical meeting) – they walk to the local ‘village’, a central zone filled with restaurants, wine bars and ‘experiences’ (such as live theatre, swimming pool, gym and sauna). They talk about their holiday plans. Most of them are planning local holidays – rural retreats to experience a ‘back to basics’ holiday where they have to cook their own meals and wash their own clothes are popular – but one of Mia’s friends has been saving for a trip to the US. Some of the group disapprove, but most are excited for her – it will be the trip of a lifetime. As Mia walks back to her flat, her guardian angel signals approvingly that she has met her exercise target for the day and all her vital signs are normal.
3.3. Digital Divide

**Summary:** In this scenario, the economy and overall population are growing at slower-than-anticipated rates. Income inequality is high and, while advanced technologies have been commercialised, many remain financially out of reach for much of the population. Lower GDP growth combined with increased travel costs has led to lower levels of travel per capita. Advanced ICT has contributed to businesses moving away from London, which has remained very expensive. Autonomous vehicles and 3D printing are used fairly extensively in the freight sector, with warehouses around the country serving as 3D printing locations. An extensive person-to-person and sharing-based economy has developed, because many people cannot afford to buy everything new.

**General demographic and economic trends:** GDP per capita growth has slowed from the predicted trend of 1.6 per cent annually. Most European countries have experienced fairly slow growth in the past decades due to continued problems of increasing levels of debt and stalled consumer demand, and while the UK is generally faring somewhat better, it shares these general economic trends. Although overall growth is modest, increasingly income gains have been accruing to the wealthiest 20 per cent of the population. The remaining 80 per cent have seen stagnant or declining wages (in real terms). UK population growth has been lower than the forecast 0.6 per cent annually, due to a combination of modest birth rates and relatively low immigration. Stringent immigration policies are in place, and the UK is not attracting large numbers of immigrants due to sluggish growth. At the same time, people are living longer so the proportion of over 65s has increased to close to 30 per cent.

**Technology development:** The UK has seen fairly substantial advances in technology over the past two decades. One area of note is the
deployment of a new generation of both fibre optic cable and Li-Fi-based wireless networks (Li-Fi being light-enabled Wi-Fi). These have increased the speed and ease of connectivity for individuals and businesses alike and spawned revolutions in mobile apps and the ability to connect devices to the Internet of Things – everything from home appliances to medical monitoring equipment to sensors embedded in roads. However, gaps remain in terms of access. Big cities and gentrifying small towns generally have the best access, while other small towns that are struggling economically still live with early 21st century technology that seems increasingly antiquated.

Fully autonomous vehicles have become a reality in the past five years, after much hype. The first models were extremely high-end luxury vehicles, essentially available only to the very rich. Prices have declined only slightly since then, since the lack of a potential mass market tends to keep prices high. So despite being available they constitute a tiny fraction of the car fleet.

Advanced manufacturing methods have boomed and 3D printing is regularly used for specialised applications where customised products are required. Most of these are not consumer products, but instead range from replacement parts for heavy machinery to medical devices such as custom joint replacement (for example, shoulders and knees). In the industrial sector, robots are increasingly embedded in production processes, and improvements in virtual reality have made it more efficient to visualise and find potential flaws in major construction projects, whether bridges or skyscrapers.

**Work and business**: Employees with steady jobs work remotely more often than not. Firms are able to invest in the latest ICT offerings to provide extremely fast connections, video links and data security to their employees, many of whom could not afford them otherwise. Most employees can easily work from home or other off-site locations. Telepresence has improved vastly over the past decade, so off-site team members or long-time clients often interact this way. Important meetings still generally take place in person.

Although property prices have moderated slightly, rents are still high and companies concerned with overheads (especially start-ups, of which there are many) save money by setting up their businesses outside of London. As a result, London is no longer the centre of job growth that it was 20 years ago, although many national and international companies still locate there for the prestige, if they can afford it. Employers have also cut down on office space per person. It’s not unusual to have ‘hot-desking’ arrangements, in which employees have no permanently assigned space but sign up on a daily basis for a workspace.

For many, the structure of work itself has changed quite dramatically because of technologies that enable outsourcing. Far fewer people work in regular employment, and many scrape together a living in the so-called gig economy, combining numerous overlapping tasks (from driving a shared vehicle to doing online administrative support work), renting out their spare sofas and taking a string of short-term assignments on a contract basis. Technologies enable all of these, as it’s very easy to sign up on numerous platforms and advertise one’s skills, and government-certified third-party online financial firms oversee the payment process. Some people appreciate the flexibility and continual change, but many find it hard to get ahead financially. Houses are too expensive to purchase for many, and turning a series of low-paying jobs in the peer to peer or sharing economy into a proper business requires too much capital. While the official statistics show that commute distances have decreased, for those in the gig economy, given the irregular nature and location of the work undertaken, conventional commuting no longer exists.

**Health**: Overall, the UK is a less healthy place than 20 years ago. This is in part because the proportion of the population over 65 is larger.
than it was, and in part because the incidence of chronic medical problems is growing among all adults. The senior population may be living slightly longer, but for many the added years are not healthy ones. While there have been some impressive medical advances in genetic drugs, low-impact surgery and organ transplants, many are available only to those with private insurance and the majority of Britons have not benefited. A divide exists between the more affluent, who monitor their health with sophisticated apps, and the less affluent, who on the whole are less healthy.

Even for the over 65s who are able to continue living at home – a larger share than in 2015 – visits to the doctor are frequent. The technologies that might enable more home-based care, such as monitoring devices and telepresence, are too expensive for many older people to afford. Because of government cutbacks, the NHS cannot afford to deploy these technologies as widely as they would like, so they remain centralised at a small number of facilities. For example, the kind of high-quality telepresence that makes a doctor–patient encounter successful requires fairly sophisticated technology at both ends, high-speed connections, a dedicated room at the doctor’s surgery and support staff to make sure the technology is working correctly. It simply hasn’t become a less-expensive substitute for routine visits.

While the NHS has tried to shift some routine medical appointments to non-traditional settings, the proportion of care delivered this way has not changed a great deal. Worksites were considered a good venue for such care, but as noted above fewer people report to conventional worksites and this population is difficult to reach. There has been some success with pharmacy-based walk-in treatments, but with an increase in online shopping fewer people drop in to their local pharmacy.

Retail: The retail industry is not doing very well. Per capita consumption, as measured by spending on consumer goods, has stagnated, for several reasons: flat incomes keep many people from buying much more than necessities, the sharing economy means that households buy fewer big-ticket items (including cars) and retailers have decreased their prices due to low demand. The luxury market is one of the few bright spots, since those with money continue to spend it, but spending by the middle class is down. Online sales are up across the board, as mobile apps have enabled easier purchasing and clever companies have devised personally targeted ad campaigns – a stroll past a shop generates a pop-up coupon, or the pub down the road entices new patrons with happy hour specials of their favourite beer. Not surprisingly, high street sales are down overall.

Because of the slow economy, person-to-person commerce is also thriving in several forms. People with goods they no longer need can easily sell them, or even more commonly, rent them out for a steady (albeit in most cases modest) income. Ever since tracking tags became common in many goods, people have felt more confident that items they rent to strangers will be returned. Everything turns up on the main rental apps, from tools and designer dresses to high-end kitchen implements and furniture. Cars have been rented person-to-person for some time now. In addition to renting goods, the person-to-person economy contains a fair amount of services as well. Anyone can go online to offer haircuts, dog walks, personal training or career coaching. Weeding out the serious offers from the frivolous can be difficult, but it is quite possible to make a living (generally a modest one) from these one-off tasks.

Freight: In conjunction with the growth of online and person-to-person purchasing, package delivery is up substantially. The freight industry has developed new models for this, one being the rise of delivery services that work exclusively with individuals for a monthly fee. Another is the widespread use of ‘taskers’ (private individuals with their own vehicles) who make deliveries within...
specific neighbourhoods under short-term contracts with freight carriers, much like ride-sharing services but with packages instead of passengers. While some observers thought autonomous vehicles might take over this market, and a few firms have tested that model, problems with package theft made them reconsider. For short-distance delivery, it is actually cheaper to use the taskers.

For long-haul delivery, the freight industry was quick to adopt autonomous vehicles to save on labour costs. Even with higher purchase costs, fleet owners can make their investment back through savings made by not having to hire drivers. Autonomous vehicles can also better use night-time road capacity, making these journeys much more safely.

With some manufacturing moving back to the UK, the freight industry has become somewhat more decentralised, with more warehouses throughout the country. Many are co-located with 3D printing production sites. Cities contain more warehouses because deliveries to end users have increased so much. The industry has moved towards disintermediation, meaning that each article moved passes through fewer hands. This is in part because more goods are manufactured locally, and in part because direct delivery to the customer is more common.

**Long-distance travel:** While on paper leisure time has increased, given the decline in full-time employment, in reality fewer people are able to make long-distance trips. For those in the gig economy, time not working is usually time spent lining up the next task. While that style of working is flexible, time off means time not earning money. It’s hard to step away to take a proper holiday because somebody else is always competing for the same customers. However, those in the more affluent groups are still travelling both within the UK and abroad, and they are not particularly cost-conscious. So the market has tilted towards luxury travel experiences that are priced accordingly.

Environmental attitudes play some role in people’s travels, but with long-distance travel mainly the province of the well off, travellers assuage any environmental guilt by purchasing carbon offsets. Some hotels and resorts compete on the basis of environmental features, whether energy efficiency or water conservation.

**Travel implications:** Overall, travel per capita is down and total travel has remained relatively flat as population growth has not been high. Several factors contribute to this. Telework is fairly common among the employed, and among those not conventionally employed much work is performed at home. The use of shared ride services and private package delivery means that a few people put many more miles than average on their cars than others, but the high use of shared rides means that the proportion of people who don’t own cars at all is higher than in 2015. Not everyone likes sharing vehicles, so many continue to use conventional public transport services for daily travel.

The per-mile cost of driving has increased with fuel prices going up and road pricing being implemented in some places. Some of the larger cities have cordon congestion charges, based on the London model, and a few key motorways have distance-based tolls as well. Despite being effective, such tolls are often criticised as allowing the rich to buy their way out of congestion because they can afford to pay tolls daily, while the less affluent pay them only in special circumstances. Congestion has worsened but not to a huge extent; the main driver is the lack of new road capacity built over the past 20 years, and some roads are in poor shape too.
3.3.1. A day in the life of Digital Divide: Max and Jules

Having left school with few qualifications Max has struggled to make his way in the world. Now 25, he makes ends meet in a variety of low paid ‘gig’ economy roles. He rents a sofa in a mate’s one-bedroom flat shared with three other young people. Property prices and wages being what they are in the city, people have to share. Max checks his mobile daily for jobs. He delivers packages around the local estates, where so many people live without proper addresses that drones would get lost or perhaps stolen. Local human knowledge beats machines here. He collects the parcels from the local 3D depot by moped and bikes round the estates delivering them. He is paid per delivery, so the quicker he can get round the better. Each parcel is tracked, so cheating the system is hard. Once he’s delivered the morning parcels he goes to his next job, walking dogs in the local park. He loves animals and enjoys being outdoors, but collecting each animal from its home without a car involves quite a lot of extra walking. He gets some soup from a café in the park for lunch.

The afternoon brings more parcels to deliver. Then he heads back to the flat to play immersive online computer games for money – he is skilled enough to make a bit of money selling items collected during gameplay to less devoted but wealthier players. He isn’t yet good enough to command a following on social media and make a living that way, but maybe someday.

By contrast, his sister Jules is an entrepreneurial and successful young woman. Her day begins very early as she has quite a drive into the office/factory – she can’t yet afford an autonomous car, although next year she hopes to get one so she can work (or catch some extra sleep) on the way in. It’s her own business, started two years ago and growing very rapidly. Her firm designs specialist medical components on a bespoke basis, prints them on site and ships them to hospitals all over the country, often on challenging timescales. She has a small staff of technologists and engineers, as well as a marketing and sales team. Unusually, they all work on site most of the time. Located well outside London, property prices in the area are actually affordable, and the quality of life is good. However, the poor rural broadband coverage even now means that true remote working isn’t possible. The office itself is very well connected. Meetings can be conducted virtually with clients using the office interface suite – a sophisticated immersive system that can substitute for quite a lot of face-to-face interactions. But connectivity from home, particularly for those in the more remote villages, is very poor. There was some talk of using drones to provide superfast broadband but there weren’t enough local subscribers to pay for it. Jules might invest in this herself once her business becomes more successful.

As the day ends, Jules is the last to leave. She would like to take an evening off to go out with friends, but business comes first, at least for now.
Chapter Four.
What do these scenarios mean for policy and innovation investment?
The implications of the scenarios for policy and innovation investment were explored in interviews with stakeholders representing government, academia and industry. In total 14 interviews were undertaken, with, for the most part, one scenario selected by the stakeholder for discussion in each. Four respondents covered all scenarios in their interview, while the remainder mainly chose to talk about the scenario they found most plausible or most relevant to them. This meant that both the Driving Ahead and Live Local scenarios were discussed in eight interviews and the Digital Divide scenario in six.

Based on the experts’ responses to the scenarios we have derived recommendations for policy and innovation investment. We have done this using three frames of analysis: (i) considering barriers and enablers for three key technologies: AVs, next-generation ICT and Big Data / open data; (ii) considering key policy implications that are drawn from the scenarios; and (iii) identifying innovation investments that are robust across scenarios. These are discussed in the sections that follow. We then consider the potential need for new business models.

Finally we present our recommendations and a strategic roadmap for policy and investment. These recommendations reflect high-level observations on policy and innovation investments, based on consideration of the potential future landscape for transport, across the range of technologies discussed. When thinking about the likely development pathway for any one technology, further in-depth studies will be necessary to consider the impact of policies or innovation investments on how that technology may develop.

4.1. Barriers and enablers for key technologies

From the interviews, three technologies were identified as having the most impact on activities and travel in the scenarios: AVs, next-generation ICT and user apps / Big Data. Experts identified a number of barriers and enablers to the roll out of these technologies. A significant proportion of the discussion related to AVs, even though these were not the explicit focus of the interviews. This may be because the roll out of AVs will be much more disruptive and involve much more uncertainty than the other technologies.

We have aggregated the barriers and enablers into six categories: (i) public acceptability and consumer demand; (ii) data security and privacy; (iii) interaction with legacy systems; (iv) legal and regulatory frameworks; (v) standardisation and interoperability; and (vi) the nature of the market. We discuss each, in turn, covering the implications for each technology and the role of government, if relevant.

4.1.1. Public acceptability and consumer demand

Public acceptability and consumer demand were issues identified for all three technologies, as discussed below.

**Autonomous vehicles**

Public acceptability issues for AVs include concerns as to whether a machine can be trusted to deliver the expected increased levels of safety (without resulting in vehicles that are too risk averse to increase the effective capacity of the existing network). On the other hand, substantial increases in travel safety could also be a facilitator of demand. What is more, reductions in accidents could lead to reductions in travel delays. Recent survey results for the UK indicate that 39 per cent of transport users would consider using driverless cars (Transport Systems Catapult 2015a), while another survey from the US found that 36 per cent of respondents were ‘somewhat’ likely to use them (Zmud, Sener & Wagner 2015). These proportions may change as people learn more and gain more experience with AVs.

Ultimately, consumer demand will depend on the ability of AVs to fulfil consumers’ needs,
in terms of ease of participation in activities, productive use of journey times and the cost of travel. The potential high cost of AVs, at least for early adopters, may be a barrier, particularly if the full benefits of the technology, for example in terms of safety, may not accrue to owners whilst there are both autonomous and non-autonomous vehicles on the roads (Anderson et al. 2014). Should car-sharing models flourish, the costs of car ownership could be reduced considerably. Lower car use costs may also result if AV technology provides improved fuel efficiency through more efficient driving and platooning, if sharing models incorporate more fuel-efficient or electric vehicles, and if personal insurance costs decline. Reductions in the cost of driving may lead to increases in travel and congestion, which would have a negative impact on society and consumer demand, unless managed through policy interventions such as road pricing (such policy interventions are discussed in Section 4.2). Governments have a role to set safety standards for new technologies and to ensure that such standards are met. Moreover, Anderson et al. (2014) warn of the potential problem that many of the societal benefits of AVs, such as increases in safety and reductions in emissions, will not accrue wholly to the purchaser of the vehicle, but to society more generally, and therefore that subsidies or other incentives, such as AV-only lanes, may be necessary to encourage take-up, particularly in the early adoption phase.

Next-generation ICT
For next-generation ICT technologies, public acceptability relates to consumer attitudes to teleworking, telehealth (and/or telecare), teleshopping and to virtual leisure activities. Most research has concentrated on work-related aspects (Andreev et al. 2010). Even with ubiquitous high-quality connectivity, there needs to be a consumer appetite for operating in a more virtual world and the importance of face-to-face social interaction should not be underestimated (Pawlak et al. 2015). Moreover, the opportunity for teleworking will be limited to specific occupations; it may also be limited by the reluctance of employers to implement this model.4 Whilst teleworking could reduce employer workspace costs and employee commuting costs, home-based office costs would increase.

Information and communication technologies also have the opportunity to revolutionise how healthcare is accessed by the population, with knock-on effects for transport. Technology Enabled Care Services that encompass telehealth, telecare, telemedicine, telecoaching and self-care apps with remote video consultation are starting to be used in rural countries such as Australia.5 This technology is also developing in the UK, although current evidence for its effectiveness and cost effectiveness is mixed, and strong barriers to adoption remain (Greenhalgh et al. 2012; Henderson et al. 2013). Consumer preferences are likely to play an important role in their success.

Online shopping is one area that has already seen rapid growth. However, the impact of online shopping or e-commerce on travel is not clear. Mans et al. (2012) cite that most studies on the topic have found mixed results: in some cases, online purchases replaced a shopping trip and thus reduced shopping-related travel, but in others e-commerce resulted in new shopping trips, for example because people may have made a special trip to a shop for a specific item found online.

Consumer demand may be limited by lack of provision of connectivity, for example in rural areas. It will be essential that as the quality and speed of broadband and mobile phone services continue to improve that rural areas are

---

4 Yahoo is a high profile example, outlawing remote working in 2013.
not left behind. Government has a role here to support the provision of ICT services in hard-to-reach areas and in legislating to ensure that the Universal Service Obligation – the legal entitlement to a basic service – keeps up with improving connectivity levels more generally.

**Users apps / Big Data**

A lack of provision of connectivity to rural areas may also hamper individuals in these areas from benefiting from advances relating to users apps / Big Data.

Moreover, there may be disparities in access to services across the population. In 2014, six in ten UK adults used a smartphone. Although this was a 54 per cent increase from 2012, four in ten adults still did not have access to these services, with those aged 65–74 having particularly low levels of ownership levels (20 per cent in 2014) (Ofcom 2014).

In these areas there is a potential educational role for government to ensure that all those with access to services are able to benefit from them. There is also a generational aspect, as adapting to new technology becomes more difficult with age.

### 4.1.2. Data security and privacy

Data security and privacy could be significant barriers to the use of AVs, particularly in a connected environment. Recent examples of computer hacking of onboard systems indicate the potential scale of the problem (Greenberg 2015). Regulation around safety may be necessary both for AVs and for UAVs more generally. Data security and privacy issues are also paramount for teleworking, online shopping and telehealth and there is a need for reliable and robust systems. The success of apps and Big Data requires that consumers are willing to provide access to their personal data, leading to issues of privacy and security and perhaps questions on the value of these data.

These are also areas where government has a key role to play, specifically in supporting regulation of data security and privacy.

### 4.1.3. Interaction with legacy systems

The transition to driverless cars and their intermediate interaction with the existing system may be the least well understood – and perhaps the most uncertain – potential barrier to the adoption of full AV technology. Will these vehicles first operate in any sizeable scale on motorways or in cities? For freight or passenger travel? Will they be shared vehicles or personal vehicles? Will the path to the uptake of FAVs be evolutionary or revolutionary (Zmud, Tooley et al. 2015)? Such questions can only be answered through continued pilot and real-world testing, as well as research on consumer demand, vehicle development and regulatory facilitators and barriers. Government has a key role in all of these activities.

As mentioned above, consumer take-up for next-generation ICT applications, such as teleworking or telehealth, may be influenced by the reluctance of employers. According to Ham et al. (2012), inertia represents the greatest risk to the future of the NHS, with a need for health and social care leaders to embrace change and question established service models. Governments can support the adoption of such services through pilot testing, research, guidance on best practice and action in other areas to improve service reliability.

For user apps and Big Data, barriers may exist in terms of access to data (open data) and monetisation of data; again, these are traditional areas where governments could have a role in supporting development of frameworks to address these issues.

### 4.1.4. Legal and regulatory frameworks

Experts noted that a lack of legal and regulatory frameworks could hamper the development of AVs. In a US study, Anderson et al. (2014) note
that the existing liability regime is unlikely to present concerns for owners or drivers of vehicles equipped with AV technologies; on the contrary, reductions in crashes and insurance costs are likely to encourage drivers and insurance companies to adopt these technologies. In contrast, manufacturers’ product liability may increase, which could lead to delays in development. Some manufacturers have already stated that they will be fully liable, although there is currently no common industry position.6

Another issue raised in the interviews was that of maintenance of AV technology and software, which may require more frequent amendment than the vehicles themselves. Manufacturers or service providers might take responsibility for such maintenance, but further legislation may also be required. In terms of the legal and regulatory framework, the UK Department for Transport (DfT) has drawn up an action plan that includes a review of the existing set-up, as regards liability, vehicle use and safety that will also be informed by real world testing (DfT 2015a). It has also published a Code of Practice for the testing of automated vehicle technologies. Furthermore, new regulatory frameworks for some services, for example taxis, may be required with the introduction of new technologies.

4.1.5. Standardisation and interoperability

The issue of standards was one that came up many times in discussion with experts regarding potential barriers or facilitators to AV development. Many felt that for producers, standardisation may be a facilitator for the successful deployment of AV technology, particularly as it enables interoperability relating to vehicle-to-vehicle (V2V) or vehicle-to-infrastructure (V2I) communications. But opinion was divided as to the best way to develop and set such standards, and when was the best time to do so. For example, in one case experts noted that the US Department of Transport (DoT) has said it will fast-track a proposed rule that would require all new cars to have specific V2V communication technology. It is aiming to send the proposed rule to the Office of Management and Budget for review by the end of 2015, a year ahead of schedule. Some felt that this was positive for innovation, providing a signal for producers on what the key communication technology would be; others felt that the legislation was too early and could be focused on the wrong technology. Unlike V2V, no V2I mandate is expected that would provide impetus and focus. Meanwhile, the European standards organisations, CEN7 and ETSI8, have elected to set basic standards for connected vehicles, known as Cooperative Intelligence Transport Systems (C-ITS) (European Commission, 2014). Although eCall9 is an example of the EU mandating the technology and communications protocol for car-makers, a non-regulatory approach currently appears to be the preferred solution in Europe for AV (eCall 2015).

Given the role of Big Data as an enabler for other technologies, such as the IoT and AV, and the use of apps across multiple platforms, standards and interoperability will also play a key role for this technology.

Governments have a role to monitor and, if needed, support development of standards, particularly those supporting interoperability of systems. However, such decisions should not be taken too early. When considering the development of standards, policymakers need
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6 Volvo, Google and Mercedes-Benz have all stated that they will take full responsibility (http://www.autoblog.com/2015/10/09/volvo-accept-autonomous-car-liability/).
7 European Committee for Standardization (CEN).
8 The European Telecommunications Standards Institute (ETSI).
9 eCall is an initiative to bring rapid assistance to motorists involved in a collision anywhere in Europe. In the case of a crash, eCall automatically calls the nearest emergency centre, informing them of the location of the crash site.
to take account of the maturity of the technology, the multiplicity of stakeholders, the complexity of the overall system and the multiplicity of competing approaches (O’Sullivan & Brevignon-Dodin 2012). O’Sullivan and Brevignon-Dodin (2012) also point to the value of detailed roadmapping-type exercises to support emerging technology development, bringing in a range of public and private sector stakeholders to coalesce around the needs, priorities and approaches for standards development.

4.1.6. Nature of the market

The nature of the market can also be a facilitator or barrier to technology development. While the automotive industry has traditionally been dominated by a small number of car manufacturers, the market for AV may facilitate access for new entrants from the technology side, or potentially the creation of new firms combining skills from both sectors.

In terms of next-generation connectivity, large-scale coverage may provide opportunities for new players, as a range of possible technologies to do this become available. A barrier for new entrants may be the cost of entry to the marketplace; there is also the question of whether such providers would be required to provide universal coverage, which could increase the cost of service provision substantially.

Both next-generation ICT and Big Data enable activities across a range of markets. ICT acts as a facilitator to tele-activities such as e-commerce, which is already changing the nature of the retail market. One consequence of this is an increased number of trips for the delivery of merchandise purchased online. With growth in online retail expected to continue, the need for data processing algorithms to allow efficient, cost-effective delivery could lead to technology innovations in this area.

For healthcare in the UK, Ham et al. (2012) indicate the need for an approach that facilitates new providers to enter the market, as well as enabling existing providers to try different approaches.

In terms of Big Data and apps, the current lack of integration of the transport sector was seen as a possible facilitator for new entrants to provide user information to improve journey planning. Examples of this can already be found in both freight and passenger transport sectors. Future developments in areas such as road pricing, climate change and environmental protection could provide additional opportunities.

Although not discussed in the interviews, the increasing interest in the IoT from industrial sectors could lead to Big Data innovations (Lee 2015; Xu 2014).

4.2. The implications of the scenarios for policymaking

The scenarios for 2035 present three distinct futures that depend not only on technological development but also on changes in social, economic, environmental and policy factors. Unlike some scenario studies, our goal was not to deliver opposing positions (i.e. positive/optimistic vs negative/pessimistic). Instead the scenarios represent value-neutral combinations of future projections regarding the chosen factors and technologies. As such, depending on one’s overall perspective, each scenario contains both positive and negative implications for individuals and societies, businesses and other organisations, and the UK economy and government.

The scenario summaries below were crafted to highlight implications derived from the interviews with experts, particularly regarding policy-related aspects of the three scenarios. In this way they differ from the scenario summaries previously presented in this report.

Driving Ahead

A critical mass of fully autonomous vehicles is on the roads that function without a human
operator anywhere, anytime. Safety benefits are being realised and parking challenges are being solved. Industry and regulators remain vigilant about data privacy and cybersecurity. Vehicles operate mostly in a shared mobility-on-demand model, reducing overall dependence on owning a private car or operating an entire inter- or intra-urban fleet. Traditional public and freight transport are struggling to find customers. Industrial sectors such as health, retail and work are transformed – with winners and losers. Economic growth is strong; consumer consumption is strong especially for online sales and person-to-person retail. Not surprisingly, people and goods are traveling more, and congestion is high. Urban travel is neither faster nor reliable. Rural customers are waiting for business models that address their autonomous mobility needs.

**Live Local**

ICT, Big Data analytics and user apps enable ordinary people to enjoy the promise of the Internet of Things. A relatively strong environmental ethos flows down from government regulation and up from citizen attitudes. Reuse of products and materials is prevalent. Instead of buying new items, people are leasing or sharing them. Technology is enhancing end-to-end journeys, when people travel at all. Road pricing has become quite sophisticated and effective. Government and localities have fewer requirements to facilitate the movement of people and goods. People are reducing their transport footprint and living digital, consumption-light lives. This creates a new economic reality that favours creative entrepreneurs and penalises those less skilled in technology.

**Digital Divide**

The UK has seen substantial advances in digital technology development. Such technology has positive outcomes for those with access to it. Income and opportunity inequalities are high. Steady employment is only for the wealthy; others rely on the ‘gig’ economy. With few training opportunities, the less-skilled have a difficult time keeping up with the technology requirements of jobs. High stress has health implications for young and old, with a disparity in healthcare provision. Person-to-person commerce is thriving, but spending is down. Per capita consumption has stagnated. Government struggles to close the divide with policy and investment strategies.

Technology without doubt has implications for individuals, society, businesses and government. As the scenarios have demonstrated, new technologies may bring about changes in congestion and the amount of travel, patterns of consumption, quality of life and health, the nature of work, how communities develop, how peoples’ mobility needs are met, how goods are delivered, and how businesses operate and organise in the future. Table 4.2 presents the main categories of overall implications and the varying ways in which these may play out across the three scenarios, with some being detrimental to individuals, society and businesses, and others being beneficial.

Changes across the scenarios pose enormous challenges for policymakers. A passive or reactive governmental approach will not be sufficient to mitigate negative implications and facilitate positive ones. The bulleted items below indicate issue areas that are within the purview of government policy:

- **Governments have a role in training and up-skilling workers.** Across all scenarios, innovation is important and entrepreneurs do well. Bottom-up solutions are driven by demand. Innovators that bring new passenger mobility services and freight/package delivery services to market may need supporting policies to do so. However, there are also likely to be job losses: AVs could replace the need for drivers of taxis, buses and lorries, fewer accidents will mean fewer people will need to work on repairing vehicles, advanced manufacturing methods
<table>
<thead>
<tr>
<th>Overall implications</th>
<th>Driving Ahead</th>
<th>Scenario-specific effects</th>
<th>Digital Divide</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Economic growth</strong></td>
<td>Economic benefits for technology and app firms and ‘personal mobility’ industry</td>
<td>Economic benefits for local communities (cottage industries) and digital industrial sector, in general</td>
<td>Economic growth stagnated</td>
</tr>
<tr>
<td></td>
<td>Social benefits of increased mobility</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Increased road safety and reduced costs of accidents positive for economy</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Travel volume and type</strong></td>
<td>Increased congestion as people and goods are travelling more (per capita)</td>
<td>Less movement of people and goods (per capita) due to ICT, 3D printing for manufacturing and environmental ethic</td>
<td>Less movement of people and goods (per capita)</td>
</tr>
<tr>
<td></td>
<td>Critical mass of FAVs on roads operating mainly as shared mobility-on-demand</td>
<td>Good apps encourage ridesharing/loadsharing, multi-modality and seamless journeys</td>
<td>Congestion has worsened due to lack of new road capacity and lack of road maintenance</td>
</tr>
<tr>
<td></td>
<td>Less demand for traditional public (mass) transit</td>
<td>Urban travel neither faster nor more reliable</td>
<td>FAVs are luxury vehicles</td>
</tr>
<tr>
<td></td>
<td>Urban travel neither faster nor more reliable</td>
<td></td>
<td>Use of conventional public transport and shared ride services</td>
</tr>
<tr>
<td><strong>Local/region-al development</strong></td>
<td>People live further from work</td>
<td>Community development and enhanced local culture</td>
<td>Not all people or communities have access to new technologies</td>
</tr>
<tr>
<td></td>
<td>FAVs are shared leading to more inter-household connections</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Nature of work and employment</strong></td>
<td>FAVs allow work on the move and productive use of travel time</td>
<td>ICT enabler of remote working for certain job types / population groups</td>
<td>Substantial proportion of society not in steady employment, instead rely on ‘gig’ economy</td>
</tr>
<tr>
<td></td>
<td>Negative impact on some job types, e.g. taxi drivers, lorry drivers</td>
<td></td>
<td>Negative impact of automation on employment</td>
</tr>
<tr>
<td><strong>Patterns of consumption</strong></td>
<td>Per capita consumption increasing, especially for online sales and person-to-person retail</td>
<td>Increased per capita consumption trends are slowing</td>
<td>Per capita consumption stagnated</td>
</tr>
<tr>
<td></td>
<td>Decline in high street retail</td>
<td>Reuse of products and materials</td>
<td>Only luxury market thrives</td>
</tr>
<tr>
<td></td>
<td></td>
<td>instead of buying new</td>
<td>New person-to-person and shared economy retail models (e.g. Ebay 2.0)</td>
</tr>
<tr>
<td><strong>Movement of goods</strong></td>
<td>FAVs important for freight: reduced labour costs and driver availability issues</td>
<td>Less requirement to move goods; fewer numbers of deliverables per household</td>
<td>‘Taskers’ for freight deliveries</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ICT/user apps/Big Data support consolidation of deliveries across shippers</td>
<td></td>
</tr>
<tr>
<td><strong>Quality of life and health</strong></td>
<td>Traffic safety benefits of FAVs; although some negative consequences due to reduced level of walking and cycling</td>
<td>Enable work-life balance reduced time spent travelling to work for some</td>
<td>Unequal access to ICT magnifies differences within society ‘Gig’ economy brings stress, health issues</td>
</tr>
<tr>
<td></td>
<td>Accessibility benefits for all types of people</td>
<td></td>
<td>Disparity in healthcare provision</td>
</tr>
<tr>
<td><strong>Regulatory and legal challenges</strong></td>
<td>Standards for interoperability for AV, V2V, V2I</td>
<td>Policy to support equitable investment in ICT development and digital infrastructure</td>
<td>Addressing income and opportunity gaps</td>
</tr>
<tr>
<td></td>
<td>Managing data privacy/cybersecurity without hindering innovation</td>
<td>Policy to encourage cross-community collaboration</td>
<td>Public investment in training and re-skilling</td>
</tr>
<tr>
<td></td>
<td>Government subsidies as investment incentives for entrepreneurs</td>
<td>Policy to manage road transport / reduce carbon footprint (i.e. road pricing)</td>
<td>Policy to support social and economic benefits of sharing economy</td>
</tr>
<tr>
<td></td>
<td>Storage/bandwidth power at affordable prices</td>
<td>Role of government to support entrepreneurs</td>
<td></td>
</tr>
</tbody>
</table>
will replace traditional manufacturing jobs. In the period of new technology adoption, training and up-skilling of workers may need to be a government priority.

• **Government policy will have to take account of the likely uneven distribution of technology benefits.** While technology in each of the scenarios has the potential to create significant value, in some cases this value may not be evenly distributed and may even contribute to widening income and opportunity inequalities. Advancing technology could create disproportionate opportunities for some highly skilled workers and owners of capital while replacing the labour of less skilled workers with machines. Employment-related income and opportunity inequalities spill over into the health, housing and retail sectors as well. In addition, some communities may be better placed than others to take advantage of ICT opportunities and others may be disadvantaged. The development of ‘strong’ communities may have less positive outcomes. Communities may respond in unproductive ways and become more physically isolated or culturally extreme. Policy may be needed to encourage cross-community engagement and collaboration to help create a fair distribution of resources and benefits. This places an even greater importance on training and education, and increases the urgency for government to find ways to address rising inequalities.

• **Emerging transportation services will change mobility patterns and may create new sources and types of congestion to which governmental policy will have to respond.** Traditional policy or planning actions may not address the manifestations of congestion due to new passenger mobility and freight delivery patterns. Road pricing appears in several of the scenarios as a means of mitigating the negative implications of these changing mobility patterns. Government should monitor the changing patterns of road congestion and should introduce effective demand management policies, such as road pricing, as necessary to mitigate negative consequences.

• **Government policy should be alert to the potential for combinations of technologies to multiply impacts.** Certain technologies (e.g. ICT and autonomous vehicles) could be used in combination, reinforcing each other and potentially driving far greater impact – both negative and positive. Other technologies require an enabling technology (e.g. user apps and the IoT) to be able to fulfil their promise. Technology assessments cannot be undertaken in isolation but need to consider the entire technology ecosystem. For example, it may be necessary for government to rethink how to measure the economic impact of technology – to look beyond GDP and employment and to find metrics that truly capture the positive and negative values (added or subtracted values) when combinations of technologies take hold.

### 4.3. Identifying robust innovation investments

What is clear from the development of these scenarios is that the future is uncertain. It cannot be known how the world will look in 2035 – what will be the key technologies that influence how we work, shop, access healthcare, take holidays or ship goods and the travel generated from these. In this study we have developed three plausible visions, all of which differ substantially in terms of the technologies that will influence people’s activities and travel.

When thinking about investments in future technologies, governments cannot be expected to ‘pick the winner’, but rather they should aim to identify innovation investments that are robust across the range of future possibilities. In this spirit, three strategic areas were identified by experts as being important
across the range of scenarios. Each of these is discussed below, along with the potential role of policy and government.

### 4.3.1. Investment in next-generation ICT

Next-generation ICT was considered crucial for all scenarios, both because of the direct benefits of connecting individuals and businesses, facilitating activities such as teleworking, telehealth, e-commerce and the management of logistics, and also indirectly by enabling other technologies. For example, faster connections can support the safety benefits of AVs (see Section 2.2 for details).

The private sector is rolling out plans to deliver next-generation telecommunications infrastructure and services. The wireless industry is reported to be aiming to deliver the first 5G networks by 2020, although a number of analysts suggest that these may not become widely available until 2025 (Shankland 2015). British Telecom has also announced plans to provide broadband speeds of 500 MB per second across the UK by 2025 (McCaskill 2015). Samsung, meanwhile, has conducted trials for 1GB per second, with researchers at the University of Surrey suggesting it may even be possible to support wireless connections at up to 800 GB per second – the equivalent of downloading 33 high-definition films every second (BBC News 2014).

So what is the role of government in the rollout of next-generation ICT? While recent government policy has resulted in more connectivity, particularly in rural areas (DCMS 2015; DEFRA 2014), there remain questions as to the necessary quality of the provision and the degree of geographical coverage that can be and will be achieved. This may depend on who is providing the telecommunications infrastructure in 2035, the business models for providing this infrastructure and the technology enabling it; for example fibre optic, wide-area network communication or satellite-based systems or a fusion of technologies are potential alternatives. In addition to the physical provision of ICT, the issue of equality of access for all population groups needs to be addressed. Thus there is a role for government to ensure high-quality ICT services are available to its population, across all geographies, and to provide education and support such that these services are accessible to all. Governments will also need to understand what ‘high-quality’ services actually means: specifically what quality of services is actually necessary to support next-generation services?

### 4.3.2. Investment in Big Data / user apps

Another crucial area for investment identified by experts was that of Big Data and user apps. Beyond the need for massive data processing necessitated by AV technology, Big Data is seen as a facilitator for innovation in the development of new transport services more generally, particularly to improve the efficiency of existing infrastructure and services and to increase customer satisfaction. Together these can offer huge potential for the expansion of new mobility services, whether as part of an autonomous or non-autonomous vehicle sharing schemes, or through more efficient transporting of freight, or by allowing travellers to seamlessly travel across modes.

In order to realise the full potential of these technologies, frameworks and legislation may be necessary to address issues of data governance, transparency, value distribution, security and privacy – and governments need to have a role in developing these. In the context of AVs, these issues may be particularly complex because stakeholders will include government agencies, private sector firms (big and small),
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10 For example, evidence from the literature suggests that while only 3 per cent of 9–19 year olds have never had access to the Internet (Livingstone et al. 2005), a much greater proportion of adults are non-users (Selwyn 2006).
and consumers. The complexity surrounding how data collection, storage and analysis are managed creates challenges for policymakers who need to craft a regulatory balance between the beneficial uses of data and consumer protection. Unlocking the full potential in a responsible way requires addressing current uncertainties and points of tension. Governments also have a role in brokering issues of data ownership and sharing, factors that are going to continue to grow in importance in these innovation areas. They also need to continue to support open data initiatives, particularly in areas that lead to social, environmental and economic benefits for society.

4.3.3. Investment in pilot/real-world testing

There was near consensus that innovative solutions to transport problems need to be pilot tested in real-world settings: the aim being to examine the efficacy of the technology, consumer responses or concerns, and environmental consequences. Moreover, piloting of new technologies, or indeed experimentation, involving testing, learning by doing and iterative improvements (Thomke 2003) may benefit British businesses, enabling them to be at the forefront of implementation of new technologies, contributing to development of intellectual property, spin-offs, as well as skills and jobs (Chesbrough 2007).

Again, there is a question over government’s role in pilot testing, and whether and when it should be financially supporting or even driving pilot and real-world testing of new technologies. When considering positive externalities, it may be that such investments are further justified when the technology has the potential to offer substantial benefits to society. An example may be AVs, which could have a positive impact on safety, congestion, energy use and, ultimately, land use (Anderson et al. 2014). Driverless cars are to be tested over a 36-month period in four locations in England with projects covering public reaction, legal and insurance issues as well as the testing of vehicle and related infrastructure technology.11

Governments can also influence pilot testing through regulation. For example, unmanned aerial vehicles (UAVs), commonly referred to as drones, are another innovative transport solution for which testing and increased usage in the real world may lead to substantial changes in travel. In the US, where drone use is currently illegal, both Amazon and Walmart have applied to US regulators for permission to test drones for home delivery and pick-up (Layne 2015). In the UK, however, licensing of UAVs currently falls within the remit of the Civil Aviation Authority, and thus both Google and Amazon plan delivery drone services in the UK in the relatively near term. Different positions have also been adopted in relation to connected vehicles in the EU and US (see Section 2.1).

4.4. Need for new business models

A separate but important aspect of technology development that was raised in the interviews was the need for new business models across all the technology sectors to cope with the rapidly changing business environment. A related question concerns the ability to attract appropriate finance.

The move from ownership to leasing of goods was discussed at the expert workshops for the scenario development and is an important theme in the scenarios. In particular, in the Live Local scenario consumer electronic goods are leased from suppliers, continuing a trend already seen with mobile phones.

11 The following four cities will run formal trials that will last between 18 and 36 months from January 2015: (i) Greenwich, South East London, (ii) Milton Keynes and Coventry (working together as one project), and (iii) Bristol. For further information see: https://www.gov.uk/government/news/driverless-cars-4-cities-get-green-light-for-everyday-trials.
The provision of goods as services is not limited to physical consumer goods but also applies to transport in the form of mobility services. In 2014, more than three-quarters of all new car purchases were made on finance provided through dealerships (BBC News 2015). A number of possible car ownership models have been proposed in the scenarios. A shared ownership, ‘mobility on demand’ model, which allows for vehicle specialisation, is explored for FAVs in the Driving Ahead scenario. However, shared mobility services are not dependent on the adoption of FAVs, as noted in the Digital Divide scenario, where cars are rented from person to person. There are also existing examples of car-sharing services (e.g. Zoom, Zipcar and Car2Go). In this study the focus has been on technology and the role of different fuel types has only been nominally considered and it is entirely possible particular ownership models may develop, dependent on fuel source. Regardless of the ownership model, there are opportunities for new entrants in the industry. This is exemplified by companies such as Uber, which has changed the way in which we purchase transport services, and also by the interest in autonomous/connected vehicle development from both traditional car manufacturers and companies such as Google.

The retail sector has already been subject to significant change due to ICT-enabled online shopping (Wrigley & Lambiri 2015). This has led to high street retailers entering the online space along with new online competitors. The future relationship between physical and online retail spaces is one that could lead to new business models. In the scenarios, future models for this sector include ‘destination retail’, in which shops additionally provide entertainment. However, person-to-person business models could also thrive.

Changes in the retail sector, culminating in the delivery of goods directly to consumers, have also meant that the package delivery sector is ripe for new business models. A number of possibilities are explored in the scenarios. Individuals could sign up to a subscription service, paying a monthly fee for deliveries. How these deliveries are made will depend on technology. Widespread use of FAVs could lead to new entrants in the market partnering retailers and possibly consolidation as consumers prefer to receive deliveries from one supplier. Otherwise ‘taskers’ (individuals using their own vehicles) contracted by freight carriers may prevail.

In our scenarios, IoT services and additive manufacturing products were seen as being less important, perhaps limited by constraining our outlook to 2035. However, over the longer term, business models for these services and products will need to be developed.

4.5. Strategic roadmap of policy and innovation investment

Below we present key recommendations for policy and investment based on experts’ views on robust investments; our analysis of the policy implications that are drawn from the scenarios; and consideration of the barriers and enablers for development of AVs, next-generation ICT and Big Data / open data. These high-level recommendations are derived from consideration of the potential future landscape for travel, across a range of technologies.

As the future transport scenarios play out, it will be up to business leaders, entrepreneurs, researchers and government policymakers to maximise their opportunities while dealing with the challenges. Government policymakers need to ensure that the proper regulatory frameworks are in place, for example regarding data privacy, data sharing, interoperability and overall transportation network management, before the benefits of technologies such as AVs or next-generation ICT can be fully realised. In other cases, government may need to be flexible, enabling the market to move technologies from piloted concepts into the economy. Premature regulation can have an inhibiting effect, especially when technologies are evolving rapidly and there are many uncertainties.
4.5.1. Next steps

This study has identified three technologies that are likely to have a substantial impact on future travel: AVs, next-generation ICT and user apps / Big Data. Further work is now required to envisage roadmaps of implementation for each, thinking through how policy may impact on their development and use in society. For without thoughtful facilitation, these technology areas are unlikely to develop in ways that will provide the maximum societal benefit.

Finally, we note that emerging technologies often receive a great deal of notice. The hype machine can be equally misleading in what it chooses to ignore. There is no clear relationship between the amount of talk a technology generates and its potential to create value. The lesson for government is to make sure that decisionmakers and policymakers have the knowledge to assess technology advancement and their associated potential impacts, to ensure new technologies deliver the best outcomes for society. This requires monitoring and appraising future technologies and their social impact, considering the entire technology eco-system, to ensure that public investments are made in those technologies that will have a substantial positive impact on society. Government must also develop tools for the appraisal of transport investments more generally, incorporating the influence of new technologies in the analysis of whether such investments are economically justified and, if possible, making sure that they benefit from future technologies.

Box 4.1. Strategic roadmap of policy and investment

In order to encourage efficient and effective transport in future, government agencies should:

As a priority, invest in and monitor technological interventions that are robust across a range of future scenarios:

- Be aware of what quality of ICT services are needed to support future technologies and services, such as next-generation telecommuting and telehealth, user apps, Big Data, V2V and V2I communication, and ensure that these services are available, across all geographies.
- Support the development of frameworks and systems necessary for addressing issues of data governance, transparency, value, privacy and security, ensuring balance in regulation between the beneficial uses of data and consumer protection. Contribute to brokering on issues related to data ownership and data sharing. Support Open Data initiatives that lead to social, environmental and economic benefits for society.
- Support pilot testing of new technologies and services, particularly those that will bring substantial societal benefits.

Develop policies to ensure that new technologies lead to the best outcomes for society:

- Monitor road congestion and introduce road-pricing policies to manage travel demand, if required.
- Support training and up-skilling of workers to ensure they have the skills needed for future jobs.
- Ensure equity of access to technologies that have the possibility of bringing substantial societal benefits, across geographies and society.

Address key barriers to innovation for AVs, next-generation ICT and Big Data / user apps / intelligent processing:

- Monitor and, if necessary, address future liability and safety regulatory issues for AVs.
- Monitor and, if necessary, support the development of standards supporting interoperability of systems, ensuring that such standards are developed in consultation with all relevant stakeholders.
- Provide education to ensure that all those with access to new services are able to benefit from them, particularly monitoring the use and take up of new technology by the elderly.
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Appendix A: Methodology for shortlisting key technologies

We used the STREAM methodology – Systematic Technology Reconnaissance, Evaluation and Adoption Methodology – developed by Popper et al. (2013) to identify a shortlist of technologies for inclusion in the scenarios. This appendix explains the selection process, which included developing assessment criteria, identifying the potential technologies of interest and selecting the key technologies.

Developing the assessment criteria to identify key technologies

A key element of the STREAM methodology is the development of assessment criteria for evaluation of potential future technologies. Our study focus is on technologies that influence the efficiency and effectiveness of transport networks.

To support the identification of relevant assessment criteria, we reviewed the objectives and goals of UK organisations with responsibility for provision and oversight of transport, as well as Innovate UK and the Transport Systems Catapult. The governance of transport in the UK involves a large and complex arrangement of public bodies. For example, the Department for Transport is supported by a network of executive agencies, public corporations and non-ministerial departments, ranging from the Airports Commission to British Transport Police. A number of specific issues are also managed at an international level, with the British and Irish governments partnering on maritime navigation aids being one example. The identification of assessment criteria process covered the UK, devolved and regional institutions, as well as those with specific sectoral remits for road, rail, maritime, aviation and technology. A full list of UK transport stakeholders studied is provided in Figure A.1.

Using desk research of public documents, the study team identified and collated the publicly available stated missions, goals and objectives of the 18 organisations listed in Figure A.1. Recurrent

<table>
<thead>
<tr>
<th>Central agencies:</th>
<th>Sectoral agencies:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Department for Transport</td>
<td>• Civil Aviation Authority</td>
</tr>
<tr>
<td>• Department for Environment, Food</td>
<td>• Dover Harbour Board</td>
</tr>
<tr>
<td>and Rural Affairs</td>
<td>• Highways England (formerly Highways Agency)</td>
</tr>
<tr>
<td></td>
<td>• Maritime and Coastguard Agency</td>
</tr>
<tr>
<td></td>
<td>• NERL (formerly National Air Traffic Services)</td>
</tr>
<tr>
<td></td>
<td>• Network Rail</td>
</tr>
<tr>
<td></td>
<td>• Office of Rail and Road (formerly Office of Rail Regulation)</td>
</tr>
<tr>
<td></td>
<td>• Transport Focus (formerly Passenger Focus)</td>
</tr>
<tr>
<td>Devolved agencies:</td>
<td>• Trinity House</td>
</tr>
<tr>
<td>• Transport Scotland</td>
<td></td>
</tr>
<tr>
<td>• Welsh Assembly Transport Strategy</td>
<td></td>
</tr>
<tr>
<td>• Translink Northern Ireland</td>
<td></td>
</tr>
<tr>
<td>Regional agencies:</td>
<td></td>
</tr>
<tr>
<td>• Transport for London</td>
<td></td>
</tr>
<tr>
<td>• Transport for Greater Manchester</td>
<td></td>
</tr>
</tbody>
</table>

Technology actors: Innovate UK          Transport Systems Catapult

Figure A.1. Overview of UK transport stakeholders examined

Source: RAND Europe.
Travel in Britain in 2035

Themes across the many stakeholders included emphasis on the economy, the environment and safety. The vision for the Department for Transport is typical: ‘Our vision is for a transport system that is an engine for economic growth, but one that is also greener and safer and improves quality of life in our communities’.12

The study team initially identified 10 metrics covering three assessment criteria of efficiency, effectiveness and economic benefits. These metrics formed the basis of the questionnaire used to assess the technologies. However, when we analysed the data, we found that these metrics double-counted efficiency, since a technology that increased efficiency necessarily increased effectiveness if all other factors were held equal. Similarly, we found that three of our original metrics were implied by a combination of other metrics, which led to them having undue weight. We therefore revised our criteria and metrics – through an internal workshop – to ensure that they represented independent dimensions.

Ultimately, we generated the following framework to assess emerging transport technologies (see Table A.1). Three high-level criteria were defined:

- **Demand** – which refers to the ability of the technology to influence the demand for travel.
- **Volume** – which refers to the ability of the technology to influence the number of vehicles that are able to use existing infrastructure.
- **Productive time** – which concerns the ability of travellers to engage productively – whether professionally or personally – during their journey.

To illustrate how these criteria work in practice, a technology scored positively if it was able to reduce the overall demand of travel or enhance the effective volume of existing infrastructure, which would allow more vehicles to transport either people or goods. For example, next-generation ICT connectivity scored highly in terms of its ability to influence demand, through telecommuting, e-health and ecommerce, whereas vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications scored highly in terms of influencing volume. For each criterion, specific metrics to qualify different aspects of the objective were identified. A scale of 1 to 5 was applied, with 5 indicating a positive impact (for example a significant increase of effective capacity of infrastructure, or a significant decrease in the frequency of major delays).

A further key assessment criterion is the possibility of successful implementation (POSI). This was characterised in line with previous iterations of the STREAM methodology in order to assess barriers to technology exploitation (see Table A.2). It was measured on a scale of 1 to 4, where 1 indicated more than one significant concern and 4 indicated no significant concerns.

An overall score was derived for each technology, calculated as the product of all these measures: demand, volume, productive time and POSI.13

---

12 http://www.slideshare.net/sarahamcdermott/department-for-transport
13 The use of the product as an overall score follows the STREAM methodology. There are more sophisticated methods of defining a utility function, which could place greater weight on specific criteria, for example the POSI score, or on the scale of increase within a metric, e.g. whether an increase from 2 to 3 should have the same weight as 4 to 5. However, without this information we assume that all factors are equally important in the product calculation, although we also examine how scores vary across the different criteria.
Having generated a series of criteria through which to assess individual technologies, the next step was to identify candidate technologies for assessment. To do this, the study team reviewed a wide variety of literature, covering academic journals, grey literature and relevant news media. The aim was to generate a broad and varied longlist of potentially relevant technologies. The technologies covered in the longlist are grouped into three categories in Figure A.2 below.

An internal workshop was then held to merge and reduce the list where possible, in order to develop a concrete set of discrete technologies that would become the primary focus of expert consultation during subsequent...
steps of the technology review process, specifically focusing on those influencing demand, volume and productivity, and those that do not require substantial infrastructure investment. The resultant shortlist included 16 emerging technologies, with a cross-section of technologies relating to vehicles (i.e. autonomous vehicles), infrastructure (i.e. automated dock equipment) and non-transport-specific developments (i.e. Big Data). This shortlist is detailed in Table A.3.

### Characterisation of technologies against framing criteria

To carry out the technology assessment, the project team conducted 17 telephone interviews with a mix of practitioners, experts and researchers. Interviewees assessed only technologies with which they were familiar, so the number of responses per technology ranged from 8 to 15. Interviewees scored each technology on the seven metrics in Table A.1 and on the POSI. We averaged all scores on each metric for a specific technology. Scores were also calculated for the assessment criteria (demand, volume, productive time) by taking the average of the metrics within each criterion.

### Comparison of technologies across key criteria

Table A.4 shows the average assessment criteria scores for all 16 technologies, as well as the score on the POSI. We used these averages to create two other composite scores: benefit and overall. The benefit score combines the three criteria (demand, volume and productive time) and suggests the potential future benefit of the technology. The overall score combines the three criteria with the POSI. So a technology could have a high potential benefit score but a low overall score if it faces significant barriers. For example, automated vehicles have a high benefit score but the lowest overall score.

We find that personal user applications and software was the highest scoring technology group overall; next-generation connectivity, the Internet of Things (IoT), vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications, Big Data and intelligent processing, and automated and/or unmanned vehicles all delivered high benefit scores, excluding implementation considerations.
Selecting key technologies

The final step in the technology review was the selection of technologies to include in the scenario workshops. The project team took part in a working meeting with the client and other stakeholders to capture their perspectives. The working meeting led to the following observations:

- **Big Data** and **next-generation connectivity** were considered as key technologies, which are likely to happen without substantial investment from Innovate UK.
- Although **autonomous vehicles** scored low in terms of implementation risk (POSI), they scored high in terms of benefits, and are thus identified as important.
- **Novel materials and embedded sensors** were also suggested to be a potential enabling technology, facilitating greater efficiency of the overall transport network through expanded data collection, remote monitoring and fleet health management.
- **Advanced manufacturing** was seen as having a wide range of potential applications to transport, including a possible reduction in overall demand for travel through use of more localised and ‘on demand’ manufacture of goods.
- Other technologies which were judged to be important included **V2V/V2I**, the **IoT**, **personal user applications (Apps)**, **telecommuting** (for work and business travel), **E-health**, and **noise reduction**.
- While **modularity** and **standardisation** may be important for technology development, they are more important as conditions or enablers for innovation rather than as specific technologies in their own right.

### Table A.4. Assessment scores for shortlisted technologies

<table>
<thead>
<tr>
<th>Technology</th>
<th>Demand</th>
<th>Volume</th>
<th>Productive time</th>
<th>Benefit score</th>
<th>POSI</th>
<th>Overall score</th>
</tr>
</thead>
<tbody>
<tr>
<td>User apps and personalised software</td>
<td>3.7</td>
<td>3.6</td>
<td>3.8</td>
<td>51</td>
<td>3.9</td>
<td>197</td>
</tr>
<tr>
<td>Next-generation connectivity</td>
<td>3.6</td>
<td>3.3</td>
<td>4.1</td>
<td>49</td>
<td>3.3</td>
<td>162</td>
</tr>
<tr>
<td>Telecommuting</td>
<td>4.0</td>
<td>3.5</td>
<td>3.0</td>
<td>42</td>
<td>3.3</td>
<td>139</td>
</tr>
<tr>
<td>Internet of Things</td>
<td>3.7</td>
<td>3.5</td>
<td>3.7</td>
<td>48</td>
<td>2.6</td>
<td>124</td>
</tr>
<tr>
<td>Big Data and intelligent processing</td>
<td>3.6</td>
<td>3.8</td>
<td>3.8</td>
<td>52</td>
<td>2.4</td>
<td>124</td>
</tr>
<tr>
<td>Noise pollution reduction technologies</td>
<td>3.2</td>
<td>3.2</td>
<td>3.4</td>
<td>35</td>
<td>3.4</td>
<td>116</td>
</tr>
<tr>
<td>Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication</td>
<td>3.3</td>
<td>4.3</td>
<td>3.4</td>
<td>48</td>
<td>2.4</td>
<td>114</td>
</tr>
<tr>
<td>Physical Internet and advanced logistics</td>
<td>3.0</td>
<td>3.4</td>
<td>3.4</td>
<td>35</td>
<td>2.9</td>
<td>99</td>
</tr>
<tr>
<td>Modularity and open architectures (both hardware and software)</td>
<td>3.2</td>
<td>3.4</td>
<td>3.6</td>
<td>39</td>
<td>2.5</td>
<td>98</td>
</tr>
<tr>
<td>Standardisation</td>
<td>3.1</td>
<td>3.3</td>
<td>3.3</td>
<td>34</td>
<td>2.9</td>
<td>96</td>
</tr>
<tr>
<td>Novel materials and embedded sensors in infrastructure</td>
<td>3.0</td>
<td>3.8</td>
<td>3.0</td>
<td>34</td>
<td>2.6</td>
<td>88</td>
</tr>
<tr>
<td>Telehealth and e-health</td>
<td>3.6</td>
<td>3.1</td>
<td>3.1</td>
<td>35</td>
<td>2.4</td>
<td>85</td>
</tr>
<tr>
<td>Robotics and automated infrastructure</td>
<td>3.2</td>
<td>3.9</td>
<td>3.0</td>
<td>37</td>
<td>2.2</td>
<td>84</td>
</tr>
<tr>
<td>High-speed travel</td>
<td>2.7</td>
<td>3.5</td>
<td>3.1</td>
<td>29</td>
<td>2.9</td>
<td>83</td>
</tr>
<tr>
<td>Advanced manufacturing</td>
<td>3.3</td>
<td>3.3</td>
<td>3.0</td>
<td>33</td>
<td>2.5</td>
<td>81</td>
</tr>
<tr>
<td>Automated and/or unmanned vehicles</td>
<td>3.0</td>
<td>4.1</td>
<td>4.2</td>
<td>52</td>
<td>1.4</td>
<td>74</td>
</tr>
</tbody>
</table>

Demand, volume and productive times all scored on a scale of 1 to 5; POSI is scored from 1 to 4.

\[
\text{Benefit score} = \text{Demand score} \times \text{Volume score} \times \text{Productive time} \\
\text{Overall score} = \text{Demand score} \times \text{Volume score} \times \text{Productive time} \times \text{POSI}
\]
It was judged that the physical Internet should be eliminated from the list since it required the building of new infrastructure, which was outside the scope of the project.

Other technologies suggested for elimination were robots at ports and high-speed intercity travel, since both most likely involved the development of new infrastructure.

Final selections (see Table A.5) came down to the practical point that it was necessary to limit the number of technologies considered in each workshop, to between three and four (ideally three). To do this, first we grouped similar technologies together. For example, next-generation ICT, telecommuting and telehealth were grouped together, on the basis that telecommuting and telehealth were facilitated by next-generation ICT development. We also grouped together Big Data, user apps and intelligent processing, on the basis that it would be difficult to distinguish the different impacts of these on different factors and travel. We then conducted a cross-impact analysis of the remaining technologies on the scenario factors and overall travel. From this exercise, the following technologies had the highest impact scores:

- Autonomous vehicles
- Next-generation ICT connectivity / telecommuting / telehealth
- Physical Internet and advanced logistics
- Advanced manufacturing (3D printing)
- User apps, Big Data, intelligent processing
- Internet of Things.

We found that many of the scores in the ‘physical Internet and advanced logistics’ category were driven by advanced logistics, and that this was probably better aggregated with Big Data and intelligent processing. Moreover, the technology

---

**Table A.5. Outcome of selection process**

<table>
<thead>
<tr>
<th>Category</th>
<th>Technology</th>
<th>Rationale for selection/exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle</td>
<td>Autonomous and/or unmanned vehicles</td>
<td>Included because high in terms of benefits</td>
</tr>
<tr>
<td></td>
<td>V2V and V2I communication</td>
<td>Excluded in lieu of autonomous vehicles</td>
</tr>
<tr>
<td></td>
<td>High-speed intercity travel</td>
<td>Excluded because required infrastructure development</td>
</tr>
<tr>
<td></td>
<td>Noise pollution reduction technologies</td>
<td>Excluded because of low cross-impact score</td>
</tr>
<tr>
<td>Infrastructure /system-level</td>
<td>Novel materials, embedded sensors</td>
<td>Included because of possibilities for reducing congestion</td>
</tr>
<tr>
<td></td>
<td>User apps and personalised software</td>
<td>Included but grouped with Big Data</td>
</tr>
<tr>
<td></td>
<td>Robotics and automated cranes, docking, customs, etc.</td>
<td>Excluded because required infrastructure development</td>
</tr>
<tr>
<td>Non-transport-specific</td>
<td>Telehealth and e-health</td>
<td>Included but grouped with ICT</td>
</tr>
<tr>
<td></td>
<td>Telecommuting</td>
<td>Included but grouped with ICT</td>
</tr>
<tr>
<td></td>
<td>Advanced manufacturing</td>
<td>Included wide range of potential applications to transport</td>
</tr>
<tr>
<td></td>
<td>Internet of Things</td>
<td>Included because of high impact score</td>
</tr>
<tr>
<td></td>
<td>Physical Internet and advanced logistics</td>
<td>Included but grouped with Big Data</td>
</tr>
<tr>
<td></td>
<td>Modularity and open architectures</td>
<td>Excluded because enabling, not technology itself</td>
</tr>
<tr>
<td></td>
<td>Next-generation connectivity</td>
<td>Included because high in terms of benefits</td>
</tr>
<tr>
<td></td>
<td>big Data and intelligent processing</td>
<td>Included because high in terms of benefits</td>
</tr>
<tr>
<td></td>
<td>Standardisation</td>
<td>Excluded because enabling, not technology itself</td>
</tr>
</tbody>
</table>

---

14 We did this by quantifying the likely impacts between each of the factors and the technologies, on the factors and on travel – for further information see Appendix B.
review work had recommended eliminating the physical Internet on the basis that it required new infrastructure, which was considered outside the scope of the project.

We included V2V and V2I in our analysis, but we found it difficult to separate out their impacts on travel activities from those of autonomous vehicles (and the impacts seemed to be lower, thus we chose to focus on autonomous vehicles).

Based on the impact analysis, we made the following suggestions for which technology to discuss in each workshop. The number of ticks provides some indication of importance (see Table A.6).

**Table A.6. Recommended technologies to be considered in scenarios**

<table>
<thead>
<tr>
<th>Area</th>
<th>Work/business</th>
<th>Retail</th>
<th>Health</th>
<th>Long-distance travel</th>
<th>Freight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomous vehicles</td>
<td>✔✔</td>
<td></td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Next-generation connectivity</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Advanced manufacturing (3D printing)</td>
<td></td>
<td>✔️</td>
<td></td>
<td></td>
<td>✔️</td>
</tr>
<tr>
<td>Internet of Things</td>
<td></td>
<td>✔️</td>
<td>✔️</td>
<td></td>
<td>✔️</td>
</tr>
<tr>
<td>User apps, Big Data, intelligent processing and advanced logistics</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Novel materials and embedded sensors in infrastructure</td>
<td>✔️ ✔️</td>
<td></td>
<td>✔️</td>
<td></td>
<td>✔️</td>
</tr>
</tbody>
</table>

*Notes: Two ticks indicate high influence; one tick lower influence.*
Appendix B: Scenario methodology

This appendix describes in more detail the methodology used to develop the scenarios presented in this report. Exploring transport technology futures is a complex task that involves a considerable level of uncertainty. Scenarios are a time-tested tool to address this uncertainty (Pillkahn 2008). A scenario is a ‘story with plausible cause and effect links that connects a future condition with the present, while illustrating key decisions, events, and consequences throughout the narrative’ (Glenn 2007).

Scenarios were first used to evaluate multiple potential futures by RAND researchers in the 1960s (Kahn & Wiener 1967), and techniques to develop scenarios have been considerably modified and expanded since then. Early techniques focused on qualitative descriptions of different futures (scenario writing) and mostly used intuitive approaches (Kahn & Pepper 1979). Over the years, different process steps were strengthened and formalised to address the complexity of strategic issues. For example, consistency analyses began to be used to measure scenario quality and relevance. Results were documented in narratives with statements relating to key indicators. Today, scenarios are developed with more quantitative approaches that rely on multiple model runs and computer tools, which enhance the ability to address system complexity and make the resulting scenarios less arbitrary (see, for example, Gordon & Hayward 1968; Kane 1972; Gausemeier et al. 1998; Lempert et al. 2003; Bryant & Lempert 2010; Rozenberg et al. 2012; Schweizer & Kriegler 2012; Gerst et al. 2013).

Today, as discussed in Amer et al. (2013), many methodologies are available to develop scenarios. Our approach applies both quantitative and qualitative components, combining expert opinion, gathered via in-person workshops, with cross-impact analysis, consistency analysis and cluster analysis using specialised computer support. We follow a five-step process (see Figure A.3): (i) select activities (domains that affect mobility directly); (2) identify critical factors; (3) elicit projections on factors, via expert workshops; (4) integrate into scenario frameworks, using consistency analysis of projections and cluster analysis software; and (5) produce scenario narratives. Each of these steps is discussed in further detail below.

Step 1: Select activities

The aim of this part of the study is to develop scenarios about how transport may change in future. We adopt a holistic framework that recognises that individuals, households and even businesses need and desire to participate in activities – and participation in these activities generates travel (Recker et al. 1986; Axhausen & Gärling 1992; Ben-Akiva et al. 1996, Moktahrian & Salomon 2001). We assume that in future people will continue to need and desire to participate in such activities, but this participation, and the travel generated by it, may be influenced by social and economic factors and future technologies. Moreover, some technologies may replace the need to travel – for example next-generation ICT may reduce the need to travel to work or for business. Online shopping may also replace the need to travel for shopping, although to date it is not clear whether such services are substitutes or complements for travel. Mans et al. (2012) cite that most studies on this topic have found mixed results: in some cases, online purchases replaced a shopping trip and therefore reduced shopping-related travel, but in others e-commerce resulted in new shopping trips, for example because people may...
have made a special trip to a shop for a specific item found online. Further, they note that the delivery of online merchandise may increase the number of trips for mail and package delivery.

In this report we focus on five activities that generate travel – work and business, retail, healthcare, long-distance travel and freight – based on several criteria: the share of journeys made for these purposes, the possibility of major change in the activity, and the need to capture both within-city and between-city travel (which includes travel by UK residents outside the country and visits to the UK by residents of other countries). Freight movement is included because it is important to the economy, it contributes to and is affected by transport capacity constraints, delivery of packages to individuals is an area of increasing growth, and many of these movements are between businesses, so they would not be captured in the other four activities.

**Work and business:** In the UK, as in most countries, commute journeys (i.e. to work and other travel undertaken for business purposes) comprise the highest number of daily journeys – 19 per cent of all trips made by English residents in 2014 were for commuting or business purposes, accounting for 30 per cent of all distance travelled (DfT 2015b). This sector would cover potential changes in working arrangements, for example through teleworking, and business, for example through virtual meetings.

**Retail:** Shopping by individuals for groceries accounts for just under 1 in 5 trips (19 per cent) and 11 per cent of all distance travelled (DfT 2015b). Future shopping activities may be influenced by improvements in online shopping and delivery, new modes of delivery and the use of new technologies such as 3D printing.

**Healthcare:** While medical journeys are a small percentage of all journeys (about 2 per cent), given an ageing population and advances in healthcare delivery this may be an increasingly important area of focus.

**Long-distance travel:** Long-distance journeys are those greater than 50 miles one-way for commuting, business or leisure, including both trips within the UK and international travel. Domestic trips over 50 miles (including the domestic part of international trips, if that part is itself over 50 miles) represent 2 per cent of trips but 30 per cent of the total distance travelled in Great Britain (Rohr et al. 2013). Such journeys may be influenced by changes in leisure time and by autonomous vehicles.

**Freight:** The movement of goods both between businesses, as well as between businesses and individuals, is important because goods are moved by a variety of modes, just as individuals are, and because goods movement often uses the same capacity as people (e.g. lorries travel on motorways in the same way as personal vehicles). In many cases people and goods are competing for the same capacity.

---

**Figure A.3. Scenario methodology**

1. Select influencing areas
2. Identify critical factors
3. Future projections in expert workshops
4. Quantitative analysis to identify scenarios
5. Produce scenario narratives

15 From our own analysis of National Travel Survey data from 2002 to 2010.
DfT (2015b) observe that trips for shopping and commuting (and visiting friends) have fallen consistently since 1995/97, and that this trend could have been impacted by delivery of goods at home and homeworking, both of which have increased since 2002.

**Step 2: Identify critical factors**

For each activity, through desk research and literature review we identified key social and economic factors that could substantially influence related travel. We focused on those factors that are critical and uncertain. These are summarised in Table A.7. A number of factors were found to be common across activities, meaning that we expect them to affect travel demand in all of them. These are identified as common factors.

In a separate task (see Appendix A), we identified six technologies that might also have a substantial influence on activities or related travel. These are summarised in Table A.6 (Appendix A).

**Table A.7. Activities and critical factors**

<table>
<thead>
<tr>
<th>Activities</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work/business</td>
<td>Amount of telework</td>
</tr>
<tr>
<td></td>
<td>Commute distance</td>
</tr>
<tr>
<td></td>
<td>London-centric development</td>
</tr>
<tr>
<td></td>
<td>Proportion of in-person business meetings</td>
</tr>
<tr>
<td></td>
<td>Real estate prices</td>
</tr>
<tr>
<td>Retail</td>
<td>Total consumption</td>
</tr>
<tr>
<td></td>
<td>Proportion of on-line sales</td>
</tr>
<tr>
<td></td>
<td>Person-to-person sales</td>
</tr>
<tr>
<td></td>
<td>Proportion of retail in high streets</td>
</tr>
<tr>
<td>Health</td>
<td>Proportion of elderly people living at home</td>
</tr>
<tr>
<td></td>
<td>Health of the nation</td>
</tr>
<tr>
<td></td>
<td>Average frequency of medical visits</td>
</tr>
<tr>
<td></td>
<td>Centralisation of the health system</td>
</tr>
<tr>
<td></td>
<td>Proportion of healthcare delivered in non-traditional settings</td>
</tr>
<tr>
<td>Long-distance travel</td>
<td>Leisure time</td>
</tr>
<tr>
<td></td>
<td>Attitudes to travel</td>
</tr>
<tr>
<td></td>
<td>Attitudes to security</td>
</tr>
<tr>
<td></td>
<td>Second home ownership</td>
</tr>
<tr>
<td>Freight</td>
<td>Growth in package delivery</td>
</tr>
<tr>
<td></td>
<td>Disintermediation</td>
</tr>
<tr>
<td></td>
<td>Dominant warehousing and distribution strategy</td>
</tr>
<tr>
<td></td>
<td>Reshoring of manufacturing</td>
</tr>
<tr>
<td></td>
<td>Port capacity</td>
</tr>
<tr>
<td>Common factors</td>
<td>GDP growth</td>
</tr>
<tr>
<td></td>
<td>Population growth</td>
</tr>
<tr>
<td></td>
<td>Proportion of the elderly</td>
</tr>
<tr>
<td></td>
<td>Strength of sterling</td>
</tr>
<tr>
<td></td>
<td>Cost of travel</td>
</tr>
<tr>
<td></td>
<td>Travel time / convenience</td>
</tr>
</tbody>
</table>
As part of the work to finalise the factors and technologies for the scenarios, we undertook a cross-impact analysis to quantify the strength of influence of different factors. This supported the identification of the key drivers in the system as a whole (see Gausemeier et al. (1998) for a further description of this type of analysis). We recorded the impacts that the different descriptors have on each other in a cross-impact matrix using a scale from 0 (no impact) to 3 (strong impact). For example, we hypothesised that per capita GDP growth has a strong influence on total consumption, so that relationship would be rated 3, while part-time work is unlikely to have an effect on the proportion of elderly living at home, so that was rated 0.

The outcome of this analysis is the system diagram illustrated in Figure A.4. The Activity Index of a factor is the number of other factors that it influences. For example, GDP per capita growth and cost of travel influence a large number of other factors, so they are highly active. The Passivity Index is the opposite – the number of other factors that influence a factor. For example, many other factors affect package delivery, such as GDP per capita, cost of travel, etc., so this is considered a highly passive factor. A factor with both a high Activity Index and a high Passivity Index is strongly interconnected in the system, being both a driver and being driven at the same time.

In our analysis we assumed that new technologies could influence factors – for example, the introduction of autonomous vehicles would influence cost of travel and commute distance, among others. We also assumed that the technology factors would not be influenced by other factors, which is why their Passivity Index is zero.

Figure A.4. Factor impact measured through cross impact analysis
Step 3: Elicit projections on critical factors

The research team held one workshop for each activity to gather expert opinion on projections for the common factors, for activity-specific factors, the impact of both of these on total travel, as well as the impact of technologies on factors and travel. The workshops were all held in London in June 2015. Over 75 experts participated across all of the workshops, including policymakers as well as people from academia and the private sector; most were experts in a particular sector, while others were experts on particular technologies.

Prior to each workshop, each expert received a background paper consisting of three parts: trends and projections for the relevant common factors, definitions and trends for factors specific to the activity, and descriptions of the key technologies for the activity. The research team also circulated official projections for the common factors, where these existed, as a basis for discussion in the workshop. The projection could be qualitative or quantitative, as illustrated in the tables below.

Table A.8 presents the projections for the common factors and Table A.9 presents projections for the factors in the activity areas.

### Table A.8. Projections for common factors

<table>
<thead>
<tr>
<th>Factor</th>
<th>Projection</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP per capita growth</td>
<td>Dampened, relative to baseline</td>
</tr>
<tr>
<td></td>
<td>1.6% p.a. baseline growth, according to DfT central forecast&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Increased, relative to baseline</td>
</tr>
<tr>
<td>Population growth</td>
<td>Dampened, relative to baseline</td>
</tr>
<tr>
<td></td>
<td>0.6% p.a. baseline growth, according to ONS forecast&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Increased, relative to baseline</td>
</tr>
<tr>
<td>Proportion of the elderly</td>
<td>Lower than baseline</td>
</tr>
<tr>
<td></td>
<td>1 in 4 baseline proportion, according to ONS forecast&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Higher than baseline</td>
</tr>
<tr>
<td>Strength of sterling</td>
<td>Lower than baseline</td>
</tr>
<tr>
<td></td>
<td>Baseline, approximately €1.30 and €1.60</td>
</tr>
<tr>
<td></td>
<td>Higher than baseline</td>
</tr>
<tr>
<td>Cost of travel</td>
<td>Cheaper than baseline</td>
</tr>
<tr>
<td></td>
<td>Baseline&lt;sup&gt;4&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>More expensive than baseline</td>
</tr>
<tr>
<td>Travel time / convenience</td>
<td>Slower than baseline</td>
</tr>
<tr>
<td></td>
<td>Baseline&lt;sup&gt;5&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Faster than baseline</td>
</tr>
</tbody>
</table>

<sup>1</sup> As provided by DfT (2015b).

<sup>2</sup> According to ONS statistics, the UK population is projected to increase from around 65 million in 2015 to 72.6 million in 2035 (a growth rate of around 0.6% per annum). This is due to natural increase (more births than deaths) and because it is assumed there will be more immigrants than emigrants (a net inward flow of migrants).

<sup>3</sup> Based on ONS 2012 principal projections, the proportion of people aged 65 and over is set to increase from around 1 in 5 (18%) in 2015 to around 1 in 4 (24%) in 2035. The overall growth rate of 65 and over people from 2015 to 2035 is 49% (2% annual average). A growth rate of 49% would mean an increase of 5.7 million people aged 65 and over from 2015 to 2035, i.e., 11.6 million in 2015 to 17.3 million in 2035.

<sup>4</sup> Based on DfT’s Fuel Price Forecasting Model assumes that the price of petrol and diesel will increase in future, but that fuel efficiency improvements will lead to reductions in the cost of road travel over time for cars and LGVs, and increases for HGVs.

<sup>5</sup> The most recent road traffic forecasts made by DfT (see point 1 above) predict that road traffic will grow between 19% and 55% between 2010 and 2040, resulting in road speed changes from 3.1% faster to 11.8% slower, on average, depending on the scenario.
<table>
<thead>
<tr>
<th>Factor</th>
<th>Projection</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Work / Business</strong></td>
<td></td>
</tr>
<tr>
<td>Amount of telework</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Commute distance</td>
<td>Increasing</td>
</tr>
<tr>
<td>London-centric development</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Proportion of in-person business meetings</td>
<td>Decreasing</td>
</tr>
<tr>
<td></td>
<td>No change</td>
</tr>
<tr>
<td>Real estate prices</td>
<td>Decreasing</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
</tr>
<tr>
<td><strong>Retail</strong></td>
<td></td>
</tr>
<tr>
<td>Total consumption</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Proportion of on-line sales</td>
<td>Increasing</td>
</tr>
<tr>
<td>Person-to-person sales</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Proportion of retail in high streets</td>
<td>Decreasing</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
</tr>
<tr>
<td><strong>Health</strong></td>
<td></td>
</tr>
<tr>
<td>Proportion of elderly living at home</td>
<td>No change</td>
</tr>
<tr>
<td>Health of the nation</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Average frequency of medical visits</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Proportion of healthcare delivered in ‘non-traditional’ settings</td>
<td>Decreasing</td>
</tr>
<tr>
<td></td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
</tr>
<tr>
<td><strong>Long-distance travel</strong></td>
<td></td>
</tr>
<tr>
<td>Leisure time</td>
<td>Decreasing</td>
</tr>
<tr>
<td>Attitudes towards environment</td>
<td>Less important</td>
</tr>
<tr>
<td></td>
<td>More important</td>
</tr>
<tr>
<td><strong>Freight</strong></td>
<td></td>
</tr>
<tr>
<td>Growth in package delivery</td>
<td>Slight growth</td>
</tr>
<tr>
<td>Disintermediation¹</td>
<td>No change</td>
</tr>
<tr>
<td>Dominant warehousing and distribution strategy</td>
<td>More centralisation</td>
</tr>
<tr>
<td></td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>More decentralisation</td>
</tr>
<tr>
<td>Reshoring of manufacturing</td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
</tr>
</tbody>
</table>

¹ Disintermediation is the practice of bypassing one or more levels in the supply chain to distribute goods directly to customers.
We asked experts whether they agreed with these projections, and to provide reasons that a certain projection might be plausible and under what conditions. We also asked them to discuss any qualitative effect on travel behaviour and mode choice, as well as the impact of the specific technologies on these factors. In a few cases, factors were dropped from the analysis when the experts in a particular workshop determined they would not have a significant impact; these are not included in Table A.9.

Step 4: Integrate into scenario frameworks

To assemble the projections into distinct scenarios, we established consistency (or lack thereof) among projections across all factors. Consistency here means how well the projections between two factors ‘fit together’ and how realistic it would be for both of them to happen simultaneously. The analysis is undertaken by examining the matrix of projections for all factors (see extract in Figure A.5). We judge how consistent or compatible a pair of projections is, assigning a 5 where projections are totally consistent and a 1 if they are totally inconsistent. For example, high GDP growth is deemed highly consistent with increasing real estate prices. On the other

![Figure A.5. Extract from the consistency matrix](image-url)
hand, high GDP growth is deemed inconsistent with decreasing real estate prices. A value of 3 suggests a neutral case, where the projections are neither highly consistent nor inconsistent.

The consistency matrix was then fed into an online tool, the RAHS platform. RAHS is a prototype of a web-based foresight platform that the Future Analysis Branch of the German Federal Ministry of Defence developed and funded to enhance external cooperation with industrial and scientific partners and thus to strengthen the methodological fundamentals of its own foresight work. Instead of providing a single software solution only for scenario development, it supports foresight projects with a variety of alternative foresight methods within an online environment (Brockmann 2012; Durst et al. 2012). RAHS was designed based on a comprehensive scanning of internationally applied foresight methods and tools, including the Z_punkt Foresight-Toolbox, the Joint Research Centre (JRC) FOR-LEARN Online Foresight Guide, the Foresight Horizon Scanning Centre (HSC) toolkit, the European Union research project iKnow, and compilations of future research methodologies in the Millennium Project by Glenn & Gordon (2009) and Pillkahn (2008).

The RAHS platform was used to analyse billions of mathematically possible pairs of projections for the factors across all influencing areas and to eliminate the pairs deemed inconsistent in the consistency analysis that preceded this step. The exploratory scenario-construction toolbox in RAHS isolated clusters made up of homogeneous groups of descriptors and projections based on the consistency analysis results. (More details on the application of consistency logic and cluster analysis implemented in the RAHS platform can be found in Gausemeier et al. (1998).)

We made two changes in the use of RAHS. First, because of the high number of factors and projections, we ended up dropping several factors and projections that we judged less important to the overall results. Specifically the following factors were dropped:

- Mode share, on the basis that this could be considered explicitly during the scenario development, as a result of other factors.
- Attitudes to security, which were deemed to be less important by experts.
- Centralisation of the health system, which was impacted less by the types of technologies examined in this study.

Second, we made separate runs considering one technology at a time, and then grouped together outputs with similar characteristics. These varied in two significant ways: the projected levels of GDP growth and total amount of travel. Bearing in mind our aim to represent a spectrum of future scenarios, we chose clusters that reflected a range of GDP growth and travel. These formed the basis for the scenarios.

Table A.10 illustrates the RAHS outputs for the high-GDP clusters, for each technology, which became the basis for the Drive Ahead scenario. The number in each cell refers to the percentage of combinations that contain the projection (therefore all columns for a single factor sum to 100). The key characteristics of each cluster are defined by the factor projection with the highest values. Thus the high-GDP clusters are defined by increased population growth, lower proportions of the elderly, lower cost of travel, higher miles travelled, etc. We deleted the sixth technology, novel materials and embedded sensors, from this analysis because ultimately the experts did not find it important to future travel.

16 Although this platform is accessible online, it is in German only and requires a password to view.
<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Projection</th>
<th>AVs</th>
<th>Next Gen ICT</th>
<th>3D printing</th>
<th>IoT</th>
<th>User apps, Big Data</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GDP per capita growth</strong></td>
<td>Dampered (relative to baseline)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1.6% p.a. baseline growth</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increased (relative to baseline)</td>
<td>100</td>
<td>83</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Population growth</strong></td>
<td>Dampered (relative to baseline)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.6% p.a. baseline growth</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increased (relative to baseline)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Proportion of the elderly</strong></td>
<td>Lower than baseline</td>
<td>100</td>
<td>100</td>
<td>96</td>
<td>100</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>1 in 4 baseline proportion</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Higher than baseline</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td><strong>Strength of sterling</strong></td>
<td>Lower than baseline</td>
<td>13</td>
<td>0</td>
<td>4</td>
<td>57</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Baseline (approx €1.30 and $1.60)</td>
<td>16</td>
<td>17</td>
<td>13</td>
<td>9</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Higher than baseline</td>
<td>71</td>
<td>83</td>
<td>83</td>
<td>35</td>
<td>76</td>
</tr>
<tr>
<td><strong>Cost of travel</strong></td>
<td>Cheaper than baseline</td>
<td>61</td>
<td>67</td>
<td>87</td>
<td>100</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>39</td>
<td>17</td>
<td>13</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>More expensive than baseline</td>
<td>0</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Travel time/convenience</strong></td>
<td>Slower than baseline</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Baseline</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>26</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Faster than baseline</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>61</td>
<td>100</td>
</tr>
<tr>
<td><strong>Leisure time</strong></td>
<td>Decreasing</td>
<td>84</td>
<td>33</td>
<td>96</td>
<td>30</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>7</td>
<td>17</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>10</td>
<td>50</td>
<td>4</td>
<td>65</td>
<td>3</td>
</tr>
<tr>
<td><strong>Attitudes towards environment</strong></td>
<td>Less important</td>
<td>13</td>
<td>17</td>
<td>48</td>
<td>26</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>More important</td>
<td>87</td>
<td>83</td>
<td>52</td>
<td>74</td>
<td>61</td>
</tr>
<tr>
<td><strong>Amount of telework</strong></td>
<td>Decreasing</td>
<td>100</td>
<td>33</td>
<td>96</td>
<td>17</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>0</td>
<td>67</td>
<td>4</td>
<td>83</td>
<td>3</td>
</tr>
<tr>
<td><strong>Commute distance</strong></td>
<td>Decreasing</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>94</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>London-centric development</strong></td>
<td>Lower proportion</td>
<td>7</td>
<td>83</td>
<td>4</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Higher proportion</td>
<td>94</td>
<td>17</td>
<td>96</td>
<td>87</td>
<td>97</td>
</tr>
<tr>
<td><strong>Proportion of in-person business meetings</strong></td>
<td>Decreasing</td>
<td>0</td>
<td>83</td>
<td>4</td>
<td>70</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>100</td>
<td>17</td>
<td>96</td>
<td>30</td>
<td>97</td>
</tr>
<tr>
<td><strong>Real estate prices</strong></td>
<td>Decreasing</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>94</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Total consumption</strong></td>
<td>Decreasing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Proportion of online sales</strong></td>
<td>Decreasing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Person-to-person sales</strong></td>
<td>Decreasing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td><strong>Proportion of retail in high streets</strong></td>
<td>Decreasing</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Step 5: Produce scenario narratives

Of the many clusters produced, the research team selected three to develop further. These varied in two significant ways: the projected levels of GDP growth and total miles travelled. The Driving Ahead scenario is based around high growth in both measures, while Live Local and Digital Divide have lower (but differing) growth rates in GDP and lower miles travelled. Drawing on the reasoning and assumptions that surfaced during the expert workshops, we developed written narratives. To further validate the scenarios, we invited experts who attended the workshops to comment on whether they found the scenario frameworks plausible, understandable and internally consistent. Although their ratings of the scenarios were generally positive, we used the critical feedback to ensure the relevance and sharpen the content of the scenarios.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Projection</th>
<th>AVs</th>
<th>Next Gen ICT</th>
<th>3D printing</th>
<th>IoT</th>
<th>User apps, Big Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportion of elderly people living at home</td>
<td>No change</td>
<td>23</td>
<td>50</td>
<td>78</td>
<td>96</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>77</td>
<td>50</td>
<td>22</td>
<td>4</td>
<td>52</td>
</tr>
<tr>
<td>Health of the nation</td>
<td>Decreasing</td>
<td>19</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>81</td>
<td>100</td>
<td>91</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Average frequency of medical visits</td>
<td>Decreasing</td>
<td>0</td>
<td>100</td>
<td>52</td>
<td>100</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>100</td>
<td>0</td>
<td>48</td>
<td>0</td>
<td>52</td>
</tr>
<tr>
<td>Proportion of healthcare delivered in ‘non-traditional’ settings</td>
<td>Decreasing</td>
<td>55</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>45</td>
<td>0</td>
<td>61</td>
<td>9</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>0</td>
<td>100</td>
<td>9</td>
<td>91</td>
<td>24</td>
</tr>
<tr>
<td>Growth in package delivery</td>
<td>Slight growth</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Significant growth</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Disintermediation</td>
<td>No change</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>94</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Dominant warehousing and distribution strategy</td>
<td>Emphasis on centralisation</td>
<td>81</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Emphasis on decentralisation</td>
<td>19</td>
<td>100</td>
<td>96</td>
<td>96</td>
<td>64</td>
</tr>
<tr>
<td>Reshoring of manufacturing</td>
<td>No change</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>87</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>88</td>
</tr>
<tr>
<td>Miles travelled</td>
<td>Decreasing</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>No change</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Increasing</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Note: The number in each cell refers to the percentage of combinations that contain the projection. Therefore all columns for a single factor sum to 100. Source: RAHS analysis.
Without substantial investment, by 2035 the UK will experience severe congestion across its transport infrastructure. Innovate UK commissioned this study to explore how emerging technologies might be able to address the problem of congestion by using capacity more efficiently, supporting different mode choices, and managing or reducing travel demand.

This study included three broad phases. First, we identified six key technologies that a range of experts think may influence the effectiveness and efficiency of the transport network: autonomous vehicles, next-generation ICT connectivity, advanced manufacturing (such as 3D printing), user apps / Big Data and intelligent processing, the Internet of Things, and novel materials and embedded sensors in infrastructure. Next we developed future scenarios to examine the influence of these technologies on travel. Three scenarios were developed, based around activities that contribute to travel demand: work/business, health, retail, long-distance business and leisure travel, and freight movement. The scenarios are: Driving Ahead, based on higher-than-forecast economic growth and widespread use of autonomous vehicles; Live Local, with moderate growth and use of travel substitution due to advances in communications technology; and Digital Divide, in which technologies advance but are not evenly distributed because of rising income inequality. In the third phase of the study, we interviewed experts and policymakers about the key policy implications of the scenarios, what innovation investments would be robust across scenarios, and what are the barriers and enablers for each technology. Using these responses, we developed a strategic roadmap to inform future UK policies and investments.