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Preface

This report describes the methodology behind the RAND American Life Panel. This research 
was undertaken within RAND Labor and Population. RAND Labor and Population has 
built an international reputation for conducting objective, high-quality, empirical research to 
support and improve policies and organizations around the world. Its work focuses on chil-
dren and families, demographic behavior, education and training, labor markets, social welfare 
policy, immigration, international development, financial decisionmaking, and issues related 
to aging and retirement, with a common aim of understanding how policy and social and eco-
nomic forces affect individual decisionmaking and human well-being.

For more information on RAND Labor and Population, contact

Krishna Kumar
Director
RAND Labor and Population
1776 Main Street, P.O. Box 2138
Santa Monica, CA 90407-2138
(310) 393-0411
or visit www.rand.org/labor

http://www.rand.org/labor
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1. Background

The RAND American Life Panel (ALP) is a probability sample–based panel of approximately 
6,000 active, regularly interviewed respondents, ages 18 and older, linked via the Internet. A 
team at the RAND Corporation built and maintains the panel. The ALP is a survey resource 
available to RAND and the external research community that can provide quick and accurate 
information on a broad array of social research questions. Since January 2006, the ALP has 
fielded more than 450 surveys, in such areas as financial decisionmaking; inflation expecta-
tions; joint retirement decisions; retirement preferences; health decisionmaking; Social Secu-
rity knowledge and expectations; measurement of health utility; numeracy; presidential and 
midterm elections; and the effects of political and social events, as well as policy changes, on 
self-reported well-being. Data collected from the ALP are made available to the research and 
policy communities.

The majority of the panel members have their own Internet access. RAND has ensured 
Internet access for the remaining panel members by providing a laptop or an Internet service 
subscription or both.1 This allows the Internet panel to be nationally representative and reduces 
an important source of bias. Panel members can also take surveys on their mobile devices, such 
as cell phones or tablets. Each respondent regularly receives an email with a request to visit the 
ALP website and fill out questionnaires on the Internet. The ALP pays panel members quar-
terly for their participation. It also offers technical support and assistance to panel members via 
a telephone help desk in both English and Spanish.

Participants in the ALP have been recruited in several waves, with the first group recruited 
in 2002. Initially, they were recruited for a project that started in 2003 that compared Internet 
interviewing with telephone interviewing. The ALP as it operates in its current form started 
in 2006. At that point in time, the first household information survey (also referred to as the 
household box) was conducted, asking panel members a wide range of demographic questions 
on a quarterly basis (as is still the case today). Importantly, this first household information 
survey was modeled after the demographic questions asked for the Current Population Survey 
(CPS), which the U.S. Census Bureau conducts for the U.S. Bureau of Labor Statistics).2 This 
close alignment of demographic content allows extrapolation estimates based on the ALP to 

1	 RAND has provided approximately 10 percent of the active sample with hardware or an Internet subscription. The Pew 
Research Center indicated that 85 percent of the population ages 18 and older used the Internet in 2013 (Pew Research 
Center, 2013) and that 73 percent owned a desktop or laptop computer in 2015 (Anderson, 2015).
2	 The ALP household information questions are consistently modeled after the contemporaneous questions in the CPS. 
There have been minor changes in CPS questions over time—most notably, changes in the way the CPS has collected infor-
mation about income and employment pre- and post-2010. The weighting procedures discussed in Section 5 were adjusted 
accordingly at the time.
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the U.S. population at large. It also allows generation of survey weights for obtaining nation-
ally representative estimates. Since its start, the ALP has expanded significantly and, as of Jan-
uary 2017, comprised approximately 6,000 active respondents from approximately 4,500 U.S. 
households who have filled out the household information survey at least once during the past 
year. The household box information continues to provide information relevant for estimating 
survey weights for each survey.
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2. Recruitment

Current participants in the ALP were recruited from multiple representative probability sam-
ples of the U.S. population, as well as nonprobability samples. Several cohorts can be distin-
guished based on their sources or types of recruitment. ALP users can specify which cohorts or 
types of samples they are interested in surveying. Table 2.1 lists these cohorts chronologically.

Recruitment has occurred across several years. Panel refreshment is important as the 
panel ages and new members at the youngest ages need to be added to replace this age group 
over time. Although conditioning effects on Internet-panel participants are thought to be low 

Table 2.1
American Life Panel Recruitment Cohorts

Recruitment Group Description
Year of 

Recruitment

February 2017 
Sample Size in 

Active ALP

MS Interneta University of Michigan Internet-panel cohort 2002 1,963

MS CATIa University of Michigan phone-panel cohort 2002 21

Stanforda Stanford University National Survey Project cohort 2009 351

Snowball RAND respondent-referred sample 2009 329

ALP mail-out RAND experimental postal mail recruitment 2010 21

ALP cold call RAND experimental telephone recruitment 2010 6

ALP Hispanic 
recruitment

RAND, primarily an experimental RDS approach through 
social networks

2011–2013 253

Vulnerable 
populationa

RAND address-based sample from ZIP Codes with high 
percentages of Hispanic or low-income households

2012 1,223

Added member RAND ALP intrahousehold recruitment by the primary 
respondent

2006–2014 609

Intergenerational RAND ALP family member referrals (including outside 
the household)

2013–2014 219

RDDa RAND RDD (landline and cell phone) 2014 782

NOTE: MS = monthly survey. CATI = computer-assisted telephone interviewing. RDS = respondent-driven 
sampling. RDD = random-digit dialing.
a Probability sample.
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(Toepoel, Das, and van Soest, 2008, 2009),1 the addition of a significant number of new, inex-
perienced members is an added benefit in order to minimize any conditioning that does take 
place.

Here, we briefly describe the probability-based panel cohorts; additional information 
about the nonprobability samples is available in the appendix. The primary probability-sampled 
cohorts are the University of Michigan cohorts, the Stanford cohort, the vulnerable population 
cohort, and the RDD cohort, totaling approximately 4,200 respondents. The other cohorts are 
either small, experimental cohorts or nonprobability samples; these latter samples are not ran-
domly selected or representative of U.S. residents, as are used mainly for pilot tests of surveys 
or experiments for which a representative sample is not needed.

Monthly Survey Internet: University of Michigan Internet-Panel Cohort, 2005

University of Michigan MS Internet-panel cohort respondents are those recruited among 
people ages 18 years and older who had responded to the MS of the University of Michigan’s 
Survey Research Center (SRC). The MS is the leading consumer-sentiment survey, incorporat-
ing the long-standing Surveys of Consumers, and is used to produce the widely used Expec-
tations Index. Each month, the MS interviews approximately 500 households, 300 from an 
RDD sample and 200 reinterviewed from the RDD sample surveyed six months previously. 
SRC also screened MS respondents for the ALP, asking whether they would be willing to par-
ticipate in a long-term research project (with approximate response categories “no, certainly 
not”; “probably not”; “maybe”; “probably, yes”; and “definitely”). Respondents answering any-
thing but “no, certainly not” were told that the University of Michigan was undertaking a joint 
project with RAND. Interviewers then asked respondents whether they would object to SRC 
sharing information about them with RAND so that RAND researchers could later ask them 
whether they would be willing to actually participate in an Internet survey. Respondents who 
did not have Internet were told that RAND would provide them with free Internet. Respon-
dents who initially refused were interviewed again and told of a reward of $20 for each half-
hour interview.

Fifty-one percent of the Michigan referrals agreed to be considered for the ALP, and 
58 percent of these participated in at least the household information survey. That is, about 
30  percent (58  percent of 51  percent) of the Michigan recruits became ALP participants 
(between December 2003 and September 2008). Originally, the ALP included only respon-
dents 40 years of age and older. Since November 2006, it has included respondents 18 years of 
age and older.

Monthly Survey Computer-Assisted Telephone Interviewing: University of 
Michigan Phone-Panel Cohort, 2005

University of Michigan phone-panel cohort respondents are those who originally were part of 
a phone panel comparing CATI with Internet interviewing and were initially recruited in the 

1	 Panel conditioning refers to the bias introduced when answering questions in one wave of a longitudinal survey alters 
respondents’ answers to parallel questions in subsequent waves (Warren and Halpern-Manners, 2012).
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same MSs as the MS Internet panel. The sampling and recruitment of this cohort is the same 
as for the MS Internet cohort, but, after recruitment, they split for the duration of the initial 
CATI project and then were recombined. After that study was completed in 2005, researchers 
invited them to join what became the ALP, forming the MS CATI cohort.

Stanford: National Survey Project Cohort, 2009

National Survey Project cohort respondents are former members of a 1,000-person panel origi-
nally recruited by researchers at Stanford University and Abt SRBI. After August 2008, the 
University of Michigan decided to use MS respondents for one of its own projects, so the ALP 
no longer received new respondents from the University of Michigan. Instead, in the fall of 
2009, ALP researchers recruited participants from the Face-to-Face Recruited Internet Survey 
Platform (FFRISP) panel. The FFRISP was a National Science Foundation–funded panel con-
ducted by researchers at Stanford University and Abt SRBI. From June to October 2008 in a 
multistage procedure based on address lists, Stanford and Abt researchers selected a representa-
tive sample of respondents who were at least 18 years old, resided in households in the contigu-
ous United States, and were reportedly comfortable speaking and reading English. Additional 
details about the FFRISP sampling are available in Sakshaugh et al., 2009.

When the Stanford panel was terminated after September 2009, the 1,000 participants 
were offered the opportunity to join the ALP under the same conditions (laptop, high-speed 
Internet, monetary compensation) as the original Stanford incentives. From these 1,000, 457 
agreed to join the ALP.

Vulnerable Population: Vulnerable Population Cohort, 2011–2012

RAND expanded the ALP with 2,496 panel members drawn from vulnerable groups and 
minorities. This addition includes a subsample of approximately 150 households for which the 
interview language is Spanish. The expansion was conducted between April 2011 and August 
2012, from a sample of 5,872  eligible households (one respondent per household). RAND 
recruited these respondents from an address-based sample in ZIP Code areas with high per-
centages of Hispanics or low-income households. We mailed potential panel members letters 
(including prepaid incentives) and made follow-up phone calls to those who did not respond to 
the mailed invitation; 42.5 percent of contacted households agreed to participate in the ALP.

Random-Digit Dialing: Random-Digit Dialing Cohort, 2014

In 2014, the ALP was expanded with panel members ages 18 and older drawn from an RDD 
recruitment using a dual-frame sampling design, through a subcontract with ORC Interna-
tional. This means that the sample was drawn from two independent sample frames—one for 
landlines (60 percent) and one for cell phones (40 percent). Use of a dual-frame sample design 
including cell phones is essential in order to appropriately reach all age groups (Blumberg and 
Luke, 2014). Respondents were initially contacted through RDD, given a brief description of 
the ALP, and asked whether they were interested in participating. If a respondent agreed to 
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participate, he or she was either contacted via email to complete an initial survey online or, if 
the respondent did not have an email address, mailed a paper survey. At the end of the initial 
survey, respondents were invited to become permanent ALP members. People without Internet 
access were offered a laptop and Internet subscription paid by RAND.

The RDD recruitment supplemented the existing ALP sample with a scientific random 
refreshment sample of approximately 900 respondents (13.1 percent of contacted households). 
Although 36.8 percent of contacted households agreed to participate, budgetary constraints 
limited the number of invitations that could be (randomly) extended.
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3. Data-Collection Procedures

Respondents in the panel either use their own computers, smartphones, or tablets to log on 
to the Internet or are provided a laptop with built-in wireless that allows them to access the 
Internet.

In addition to quarterly household information survey update requests, each respondent 
regularly receives an email with a request to visit the ALP member portal to fill out question-
naires on the Internet. Typically, an interview will not take more than 30 minutes. Respondents 
are paid an incentive based on length of the survey. Many respondents (about half) respond 
within one week, and the vast majority within three weeks. To further increase response rates, 
reminders are sent each week. For any given project, survey sponsors can receive data in real 
time during the field period so that preliminary analysis can begin before the field period has 
ended.

The incentives paid to ALP members are in line with other large social science surveys, 
such as the Panel Study of Income Dynamics ($60 per 77-minute interview) (McGonagle et 
al., 2012) and the Health and Retirement Study (HRS) ($80 per roughly two-hour interview) 
(Cheshire et al., 2011). Providing incentives to panel members is a survey industry best prac-
tice, and there is ample evidence that it helps to limit attrition (see, e.g., Göritz, 2006, and 
Millar and Dillman, 2011). Moreover, the evidence suggests that incentives have a positive 
effect on representativeness and data quality (see, e.g., Mack et al., 1998). Singer and Kulka, 
2001, presents evidence suggesting that the use of incentives in panel studies can be quite effec-
tive in reducing subsequent attrition. Limiting attrition both improves representativeness (e.g., 
Michaud et al., 2011) and reduces the added cost of sample recruitment. There is evidence that 
using incentives increases Internet response rates (Singer and Ye, 2013).

Researchers at and outside RAND may use the ALP for data collection. Researchers can 
select characteristics of the specific sample in which they are interested, such as probability or 
nonprobability, size, demographic characteristics (e.g., only men ages 50 and older), or whether 
respondents have previously answered specific questions. Researchers can also specify how long 
they would like the survey to be left in the field. The ALP charges researchers based on the 
number of respondents and length (in estimated survey-minutes) of surveys. Surveys can be 
limited to include only people considered randomly sampled in order to represent a proper sci-
entific sample of the U.S. adult population. When the purposes of the survey are experimental 
or pilots, researchers can choose to also include nonrandomly sampled people.
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4. Methods to Maximize Response Rates and Deal with 
Nonresponse

As noted above, participants are paid for their time. Once in the ALP, most participants tend 
to remain in the panel over time, which is reflected in low attrition rates from the overall pool 
of ALP respondents. It should be noted that most panel members do not give formal notifi-
cation about their intent to leave the panel. Rather, they simply stop participating in surveys 
over a prolonged period of time. Initially, to avoid having such members remain in the panel 
indefinitely, at the beginning of each year, we attempted to contact these members to ask them 
whether they were still interested in participating and, if contact attempts failed, removed them 
from the ALP. For example, at the beginning of 2008, we removed respondents who were not 
active in 2007 from the panel. In 2010, we suspended this practice, and the ALP has expanded 
efforts to reengage inactive panel members rather than dropping members from the panel too 
quickly. In 2013, the RAND Survey Research Group attempted to recontact inactive panel 
members via telephone (this was in addition to email prompts from the ALP team), to invite 
them to take a new survey. In April 2015, we again sent a letter to any inactive panel member 
who had not answered a survey in the previous two years, inviting that member to take a 
refresher survey. Of the 1,158 panel members the ALP attempted to contact, 96 completed 
the survey. Currently, the remaining inactive panel members are being targeted for telephone 
recontact based on number of surveys already completed, with the specific aim of reengaging 
those with the most accumulated survey waves. We acknowledge that, in the interim, prior 
to the majority of inactive panel members getting dropped, they might be selected for survey 
samples that they are unlikely to complete, which will reduce the overall response rate of any 
particular survey. For this reason, individual sample pulls typically invite a larger number of 
respondents than is desired for the final sample size. Research on a similar panel survey (the 
HRS) indicated that the selection effects resulting from dropping temporary nonrespondents 
were much larger than when temporary nonrespondents were included (Michaud et al., 2011).

Samples are drawn based on the selection criteria applicable to the survey (i.e., custom-
ized to match the goal of the research). Typically, ALP members considered eligible at the time 
of the survey (i.e., those who have not been formally removed from the sample) are used for 
sample selection. Samples can also be drawn only from active members if requested. A member 
is considered to be active if he or she participated in the household information survey within 
one year prior to the fielding date of the survey. For example, for a survey fielded on April 15, 
2015, a member is considered active if he or she responded to the household information survey 
in the period April 15, 2014–April 14, 2015. If that member did not respond to the household 
information survey in that period, he or she is considered inactive at the time of the survey 
and is not part of the selected sample. As described in the previous paragraph, inactive users 
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are periodically contacted in an attempt to make them active again (i.e., have them complete 
a refresher survey).

Response Rates

The ALP is composed of people recruited from multiple sources over the course of a decade—
as a result, it is difficult to compute a precise standardized response rate beyond the completion 
rate for any particular survey. However, following American Association for Public Opinion 
Research (AAPOR), 2016, and Callegaro and DiSogra, 2008, estimates of the cumulative 
response rate 2 (CUMRR2) for various recruitment cohorts can be derived.1 These calculations 
show how many of the initially sampled people agreed to participate in the ALP (recruitment 
rate, or RECR), how many actually joined the panel (profile rate), how many people completed 
surveys they were invited to take (completion rate, or COMR), and, importantly for longitudi-
nal panel response-rate calculations, how many people remain active since initial recruitment 
(retention rate, or RETR). As of the end of 2016, we estimate, CUMRR2 is 3.9 percent for the 
MS Internet and MS CATI cohorts, 12.1 percent for the Stanford cohort, and 16.3 percent for 
the vulnerable population cohort.

We can compare the cumulative response rates of the ALP with those of other similar 
Internet surveys. A recent survey (the Survey of Household Economics and Decisionmak-
ing) conducted on the GfK KnowledgePanel, a nationally representative Internet survey, had 
a reported CUMRR2 of 2.0 percent (Buchholz and Larrimore, 2016). The American Trends 
Panel, created by Pew Research Center and managed by Abt SRBI, is a nationally representa-
tive Internet panel with a reported CUMRR2 of 1.4 percent for wave 14.5 conducted in 2016 
(Mitchell et al., 2016).

Some studies have been carried out to compare the quality of probability-based Internet 
panels with response rates similar to that of the ALP to representative telephone surveys and 
convenience or opt-in Internet surveys (which typically have much larger numbers of respon-
dents but unknown selection probabilities). For Chang and Krosnick, 2009, the authors simul-
taneously administered the same questionnaire (on politics) to an RDD telephone sample, 
an Internet probability sample similar in design to the ALP, and a nonprobability sample of 
people who opt in to do Internet surveys for money. The probability Internet sample exhibited 
more random measurement error than the nonprobability sample (but less than the telephone 
sample) and less bias than the nonprobability Internet sample. On balance, the probability 
Internet sample produced the most-accurate results. For Yeager et al., 2009, the authors con-
ducted a follow-up study comparing one probability Internet sample, one RDD telephone 
sample, and seven nonprobability Internet samples and a wider array of outcomes. Their con-

1	 We calculate CUMRR2 as the initial recruitment rate (RECR)  ×  retention rate (RETR)  ×  survey completion rate 
(COMR). For these calculations, RECR = 18.4 percent (MS cohort), 23.9 percent (Stanford), and 42.5 percent (vulnerable 
population); RETR = 26.9 percent (MS), 62.4 percent (Stanford), and 48.8 percent (vulnerable); and COMR = approxi-
mately 78 percent (MS), 81 percent (Stanford), and 78 percent (vulnerable). An extended description of how to compute 
response metrics for online panels is found in Callegaro and DiSogra, 2008. Equivalent calculations for the 2014 RDD 
cohort are made difficult by incompleteness of information about initial RECR, although 36.8 percent of screened respon-
dents agreed to join the ALP, 31.8 percent were successfully added (profile rate) (because of budgetary limitations, we did 
not invite all who initially agreed to participate), and 94.1 percent were retained through 2016 (RETR), with a COMR of 
78.8 percent.
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clusions are the same: Both the telephone sample and the probability Internet sample showed 
the least bias; reweighting the nonprobability samples did not help (for some outcomes, the 
bias gets worse; for others, better). They also found that response rates do not appear critical 
for bias.

Attrition and Retention Rates

The ALP records indicate whether a previously recruited person has been removed from the 
panel (dropped) and an indication of the reason the person was dropped. Additionally, people 
can be classified as (temporary) nonparticipants if, for example, they are traveling or moving 
overseas for a prolonged but (expected) finite period of time. For the current computations, 
we define someone as being in the panel in a given year if he or she was (1) recruited during 
or before the calendar year in question, (2) was not dropped before the start of this year, and 
(3) was not a nonparticipant during this whole year. We can define attrition between two con-
secutive panel years as being in the panel in one year and not being in the panel in the next 
year. This treats nonparticipants who did not return in the same or the next year as people who 
attrit.

Table 4.1 shows the reasons for attrition among those who formally leave the panel for 
reasons other than inactivity. The vast majority of these types of people who attrit are people 
who signed up for the panel but never actually participated; once active, people are much less 
likely to leave the panel. Note that ineligibility and death should generally not be considered 
attrition. Rather, these people should be removed from both the numerator and the denomina-
tor of the attrition rates. Given their small numbers, their inclusion does not noticeably affect 
the computed rates.

For potential users of the panel who want to conduct longitudinal studies, aggregate attri-
tion rates (that is, attrition rates not distinguished by the separate cohorts) that also consider 

Table 4.1
Reasons for Attrition Among Those Who Attrit, Through 2015

Reason Number Percentage

Ineligible for the panel 19 0.3

Died 96 1.6

Unable to contact or recontact or moved 11 0.2

Never participated 5,531 92.5

Asked to be removed 219 3.7

Health, cognition, claims to be too old 28 0.5

No time, busy 17 0.3

Other 58 1.0

Total 5,979 100.1

NOTE: Because of rounding, percentages do not sum precisely.
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inactive panel members as people who attrit might be more informative. Such aggregate attri-
tion rates are calculated as follows:

1.	 Compute the number of people who participated at least once in the household infor-
mation survey in a given base period.

2.	 Compute how many of those people participated at least once in the household infor-
mation survey in a later comparison period.

3.	 Calculate the attrition rate over that period as (a – b)/a.

Using this calculation leads to the attrition rates shown in Table 4.2 for the ALP since 2007.
To illustrate, let us look at the attrition rate among respondents who filled out the house-

hold information survey in 2014. Of the 6,317 people who filled out the household informa-
tion survey at least once, 5,819 people did so again in 2015. Thus, the attrition rate in that 
group was about 7.9 percent.

Table 4.3 presents the average retention rates for the various cohorts for the past four 
years. The weighted annual retention rates range between about 80 and 95 percent.

Completion Rates

For every survey, some panel members are invited by email to participate in the survey. Gener-
ally, for survey-specific eligibility criteria or budget reasons, not all panel members are invited 
for a survey. Callegaro and DiSogra, 2008, and AAPOR, 2016, define the COMR of a survey 
as the number of panel members who delivered a complete or partial interview, divided by 
the number of panel members who were invited to participate in the survey. AAPOR, 2016, 
also mentions break-offs and includes a discussion of rules of thumb of how one might define 
complete, partial, and break-off.2 In ALP surveys, almost all panel members who start surveys 
also finish them, and item nonresponse is very low, so the computation of completion rates is 
insensitive to alternative definitions. For the current computations, we define a partial inter-

2	 A break-off is a refusal some time after an interview has commenced.

Table 4.2
Aggregate Attrition Rates

Base 
Period Comparison Period Active in Base Period

Active in 
Comparison Period Percentage Active Percentage Attrition

2007 2008 1,409 1,371 97.3 2.7

2008 2009 2,428 2,355 97.0 3.0

2009 2010 3,119 2,977 95.4 4.6

2010 2011 3,209 3,015 94.0 6.0

2011 2012 4,431 4,161 93.9 6.1

2012 2013 5,838 5,248 89.9 10.1

2013 2014 5,637 5,298 94.0 6.0

2014 2015 6,317 5,819 92.1 7.9
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view as one that was started but not finished, a complete interview as one that was finished, 
and a nonresponse as someone who was invited to participate in the survey but did not start it. 
We do not make a distinction between break-offs and partial interviews.

We computed survey completion rates for all 21  surveys that were both opened and 
closed in 2015 (the field dates were completely within 2015). These numbers differ from the 
attrition rates in Table 4.2 in that they designate what fraction of surveys the respondents 
completed, not whether they stayed involved in the ALP overall (independent of their comple-
tion of surveys). See ALP, undated (c), for the list of ALP surveys. Table 4.4 provides a sum-
mary of the completion results. The number of partial interviews is 1 percent of the number 
of invites, which confirms the minor role that partial interviews play. The completion rates are 
approximately 62 percent taken over all surveys. (There is considerable variation across surveys, 
though.)

Table 4.3
Average Annual Retention Rates, as Percentages

Cohort 2012 2013 2014 2015 Weighted Across Years

MS Internet 93.9 93.1 93.1 90.0 92.6

MS CATI 95.4 82.2 86.5 91.2 88.7

Snowballs 96.6 90.3 92.6 90.6 92.6

National Survey Project 93.3 92.1 91.8 89.8 91.8

Mailing experiment 90.6 97.1 94.3 85.3 91.8

Phone experiment 61.5 100.0 87.5 85.7 80.6

Vulnerable population 87.4 85.9 86.0 84.8 86.1

RDS 93.5 96.3 89.3 88.3 91.7

ALP intergenerational 79.8 79.8

RDD 94.1 94.1

Unassigned 75.0 80.5 80.0

All 91.5 90.0 89.9 88.4 89.9



14    The RAND American Life Panel: Technical Description

Table 4.4
Completion Rates in 2015

Sample Invited Nonresponse Partial (P) Complete (I) Completion Rate (COMR)

MS Internet + MS CATI N 28,623 10,764 256 17,859

% 37.6 0.9 62.4 63.3

National Survey Project N 8,119 2,848 95 5,176

% 35.1 1.2 63.8 64.9

Vulnerable population N 33,925 16,236 418 17,271

% 47.9 1.2 50.9 52.1

RDD N 10,603 2,248 57 8,298

% 21.2 0.5 78.3 78.8

Added member N 9,520 3,469 105 5,946

% 36.4 1.1 62.5 63.6

Snowball N 4,364 1,453 66 2,845

% 33.3 1.5 65.2 66.7

Intergenerational N 2,073 599 12 1,462

% 28.9 0.6 70.5 71.1

Experimental N 880 390 5 485

% 44.3 0.6 55.1 55.7

Hispanic recruitment N 3,589 1,279 49 2,261

% 35.6 1.4 63.0 64.4

Probability samples N 81,270 32,096 826 48,604

% 39.5 1.0 59.8 60.8

Nonprobability samples N 20,426 7,190 237 12,999

% 35.2 1.2 63.6 64.8
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5. Sample Weights

As for most surveys based on scientific sampling methods, the composition of the ALP sample 
does not necessarily match the reference population. Hence, sample weights can be gener-
ated and applied to the data in order to derive population estimates. RAND constructs such 
weights to allow for generalization to the population it intends to represent.

The reference population for the ALP is the civilian, residential population ages 18 and 
older. The weighting procedure that RAND has adopted allows targeting specific subpopu-
lations depending on the sample selection criteria of a specific survey (e.g., the population of 
people in a certain age bracket).

The ALP surveys are weighted to population distributions from the CPS Annual Social 
and Economic Supplement (administered in March of each year). This choice follows common 
practice in many other social science surveys, such as the HRS.

Three weighting methods have been implemented for the ALP: cell-based poststratifica-
tion, logistic regression, and raking. After experimentation, over time early in the history of 
the ALP, raking was found to give the best results among these different methods. Raking did 
the best job of accurately matching the weighted ALP to the reference population across finer 
categories. It also allows finer categorizations of variables of interest (in particular, age and 
income) than cell-based poststratification while still accurately matching benchmark distribu-
tions of such variables.

The weighting procedure consists of two steps. In step 1, individual demographic char-
acteristics are matched to the same characteristics of ALP members, and selected weighting 
variables are recoded into strata (or categories). Recategorization applies to both CPS and 
ALP variables when weighting variables are continuous (e.g., income) or take values in a finite 
but relatively large set (e.g., educational attainment). In step 2, the raking algorithm is imple-
mented and sample weights are generated by matching the proportions of predefined strata 
in the ALP to those in the CPS. Below, we list the default set of demographic characteristics 
that are matched in the weighting algorithm. These are used in the majority of cases (more 
than 95 percent of the time); however, for certain surveys, additional factors can be intro-
duced because of the interests of the survey. Examples include past voting behavior and health 
insurance status. For most studies, we weight on the following two-way marginal discrete 
distributions:

•	 gender × age (12 categories)
–– (1) male, 18–30
–– (2) male, 31–40
–– (3) male, 41–50
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–– (4) male, 51–60
–– (5) male, 61–74
–– (6) male, 75+
–– (7) female, 18–30
–– (8) female, 31–40
–– (9) female, 41–50
–– (10) female, 51–60
–– (11) female, 61–74
–– (12) female, 75+.

•	 gender × ethnicity (six categories)
–– (1) male, non-Hispanic white
–– (2) male, non-Hispanic African American
–– (3) male, Hispanic or other
–– (4) female, non-Hispanic white
–– (5) female, non-Hispanic African American
–– (6) female, Hispanic or other.

•	 gender × education (six categories)
–– (1) male, high school or less
–– (2) male, some college or bachelor’s degree
–– (3) male, more than a bachelor’s degree
–– (4) female, high school or less
–– (5) female, some college or bachelor’s degree
–– (6) female, more than a bachelor’s degree.

•	 gender × household income (eight categories)
–– (1) male, <$35,000
–– (2) male, $35,000–$59,999
–– (3) male, $60,000–$99,999
–– (4) male, $100,000+
–– (5) female, <$35,000
–– (6) female, $35,000–$59,999
–– (7) female, $60,000–$99,999
–– (8) female, $100,000+.

•	 household income × number of household members (six categories)
–– (1) single, <$60,000
–– (2) single, $60,000+
–– (3) couple, <$60,000
–– (4) couple, $60,000+
–– (5) 3+ members, <$60,000
–– (6) 3+ members, $60,000+.

The above strata are defined such that none of them contains less than 5 percent of the 
ALP sample. This rule of thumb is commonly adopted (DeBell and Krosnick, 2009) in post-
stratification weighting. It aims at preventing very small cells and, therefore, extremely large 
weights. Unless specifically requested, very large weights are not automatically trimmed.

Sample weights are necessary to correctly infer population parameters, but their use also 
requires estimation techniques that take design effects into account in order to accurately cal-
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culate the variance of an estimate. This is a crucial step to enable valid statistical inference and 
is necessary because the ALP is not a simple random sample of the reference population. Over 
the years, ALP members have been recruited from several sources, including some targeting 
specific populations (e.g., the vulnerable population sample); therefore, the ALP is considered 
a complex sample and the sample design must be accounted for to correctly calculate variance 
of an estimate (the standard error, or SE). The design effect (deff ) measures the extent to which 
the sampling design (as described by the sample weights) influences the computation of any 
statistic of interest. It is defined as the ratio of the variance of the statistic from the weighted 
sample (complex survey design) to the variance of the statistic from an equally weighted sample 
(simple random sample) with the same number of observations. A simple random sample has 
a deff of 1, and the amount that deff deviates from 1 indicates the degree to which the use of 
sample weights decreases the precision of estimates (not the magnitude of the estimate itself, 
but the precision, or uncertainty associated with the estimate) (more deviation indicates less 
precision). For analyses of the ALP, standard formulas for the variance of estimates should be 
appropriately amended.

Suppose, for instance, that we are interested in the population mean of a variable x. After 
computing the weighted sample average, x ,  a 95-percent confidence interval for the popula-
tion mean of x will be given by

( )± × ×x SE x deff1.96 ,

where ( )SE x  is the SE of x .  Analogous formulas apply to other estimators, such as regression 
coefficients.

In Table 5.1, we present mean estimates and corresponding design effects for a number of 
individual demographics. We compare estimated quantities across different samples: the 2015 
CPS sample of people ages 18 and older and the ALP sample.

The results show that weighted sample means in the ALP are in line with their CPS coun-
terparts. Moreover, the increase in the variance that sample weights introduce, as measured 
by the design effect, is modest. Also note that weighting techniques can correct for observed 
differences between the sample and the population, but there is no correction available for 
unobserved differences between the sample and the population (such as specific preferences or 
tastes).

In Tables 5.2 and 5.3, we assess the extent to which sample weights correct for over- or 
underrepresentation of strata by comparing weighted distributions in the reference sample 
(ALP) with those in the CPS. For this purpose, we form strata by interacting gender, age, 
working status, and income. The chosen combinations are different from those used to gener-
ate sample weights because they feature (1) working status (which is not used in the weighting 
procedure) and (2) age and income categories based on the quartiles of the 2011 CPS age and 
income distributions, respectively. The results show a satisfactory alignment of the propor-
tions across strata, once sample weights are applied.
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Table 5.1
Estimated Means and Design Effects

Variable Sample Minimum Maximum Mean SE Design Effect

Male ALP 0 1 0.48 0.006 1.03

CPS 0 1 0.48 0.002 1.00

White ALP 0 1 0.65 0.006 1.03

CPS 0 1 0.65 0.002 0.96

Agea ALP 18 97 47.45 0.216 1.15

CPS 18 85 47.08 0.057 1.07

Educationb ALP 2 16 10.56 0.031 1.13

CPS 1 16 10.32 0.009 0.97

Incomec ALP 1 15 10.73 0.053 1.05

CPS 1 15 10.90 0.012 1.01

a Top-coded to match the CPS. Specifically, 80 means 80–84 and 85 means 85+.
b Education categories: 1 = less than first grade; 2 = first, second, third, or fourth grade; 3 = fifth or sixth grade; 
4 = seventh or eighth grade; 5 = ninth grade; 6 = tenth grade; 7 = 11th grade; 8 = 12th grade with no diploma; 
9 = high school diploma or the equivalent; 10 = some college but no degree; 11 = associate’s degree in college 
occupational or vocational program; 12 = associate’s degree in college academic program; 13 = bachelor’s degree; 
14 = master’s degree; 15 = professional school degree; 16 = doctorate degree.
c Income categories: 1 = <$5,000; 2 = $5,000–$7,499; 3 = $7,500–$9,999; 4 = $10,000–$12,499; 5 = $12,500–$14,999; 
6 = $15,000–$19,999; 7 = $20,000–$24,999; 8 = $25,000–$29,999; 9 = $30,000–$34,999; 10 = $35,000–$39,999; 
11 = $40,000–$49,999; 12 = $50,000–$59,999; 13 = $60,000–$74,999; 14 = $75,000–$99,999; 15 = $100,000 or more.
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Table 5.2
Gender by Working Status by Income Distribution: Current Population Survey Versus Weighted 
Reference Sample

Gender Working Income, in Dollars CPS ALP Weighted ALP

Female Not working <30,000 9.83 9.84 11.61

Female Not working 30,000–59,999 6.91 6.59 7.10

Female Not working 60,000–99,999 4.02 4.16 4.57

Female Not working 100,000+ 3.61 3.06 2.55

Female Working <30,000 5.10 5.03 7.02

Female Working 30,000–59,999 7.49 8.31 10.76

Female Working 60,000–99,999 7.10 7.26 8.33

Female Working 100,000+ 7.75 7.58 6.93

Male Not working <30,000 6.59 6.14 5.58

Male Not working 30,000–59,999 5.14 4.45 4.67

Male Not working 60,000–99,999 2.91 2.54 2.62

Male Not working 100,000+ 2.17 2.86 2.58

Male Working <30,000 5.10 5.59 4.23

Male Working 30,000–59,999 8.67 8.87 7.29

Male Working 60,000–99,999 8.19 8.26 6.80

Male Working 100,000+ 9.43 9.47 7.34

NOTE: In the CPS, ALP weighted, and ALP columns, we report the fraction of people in each stratum.
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Table 5.3
Gender by Working Status by Age Distribution: Current Population Survey Versus Weighted 
Reference Sample

Gender Working Age, in Years CPS ALP Weighted ALP

Female Not working 18–32 5.35 4.69 3.04

Female Not working 33–44 3.20 3.13 4.00

Female Not working 45–57 3.82 3.94 4.98

Female Not working 58+ 12.00 11.87 13.82

Female Working 18–32 7.95 8.61 6.46

Female Working 33–44 6.97 6.90 9.01

Female Working 45–57 7.95 7.95 10.46

Female Working 58+ 4.57 4.72 7.12

Male Not working 18–32 4.13 2.87 1.08

Male Not working 33–44 1.56 1.50 1.10

Male Not working 45–57 2.32 2.59 2.38

Male Not working 58+ 8.80 9.03 10.90

Male Working 18–32 9.10 10.37 4.49

Male Working 33–44 8.18 8.41 6.78

Male Working 45–57 8.94 8.57 8.25

Male Working 58+ 5.17 4.84 6.14

NOTE: In the CPS, ALP, and ALP weighted columns, we report the fraction of people in each stratum.
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6. Contact Information

If you are interested in obtaining a quote for hosting, programming, or using the ALP for your 
research, please fill out the online request form (RAND Corporation, undated). For additional 
information, please contact us by email: mmic@rand.org.

Answers to frequently asked questions about the ALP and its data dissemination can be 
found at ALP, undated (b).

General Questions

Krishna Kumar
Director
RAND Labor and Population
Krishna_Kumar@rand.org
310.393.0411 x7589

American Life Panel, Multimode Interviewing Capability, and Hosting 
Questions

David Grant
Director, American Life Panel and chief survey methodologist
David_Grant@rand.org
310.393.0411 x7150

Karen Edwards
Project manager, RAND ALP and Multimode Interviewing Capability
Karen_Edwards@rand.org
310.393.0411 x6508

Mailing Address

1776 Main Street
Santa Monica, CA 90407

mailto:mmic@rand.org
mailto:Krishna_Kumar@rand.org
mailto:David_Grant@rand.org
mailto:Karen_Edwards@rand.org
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7. Papers Using American Life Panel Data

The ALP tries to keep track of papers that use ALP data. See ALP, undated (a); if you are aware 
of papers that have used ALP data and are missing, please let us know by sending an email to 
mmic@rand.org.

mailto:mmic@rand.org
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Appendix

Snowball: Snowball Cohort, 2009

RAND recruited a subset of respondents through a so-called snowball sample. The snow-
ball cohort resulted when researchers gave respondents the opportunity to suggest friends or 
acquaintances who might want to participate. We then contacted these people and invited 
them to participate. Because this snowball sample is not randomly selected or representative 
of U.S. residents, it is used mainly for pilot tests of surveys or experiments, in which a repre-
sentative sample is not needed. However, they also participate in some regular surveys when 
researchers specifically request them. No new snowball respondents have been permitted to 
join the ALP since May 2009.

American Life Panel Mail-Out and American Life Panel Cold Call: Mailing- 
and Phone-Experiment Cohorts, 2010

RAND recruited a mailing-experiment cohort and a phone-experiment cohort as part of an 
experiment to test different recruitment methods for the ALP. We approached people in the 
mailing experiment via postal mail and people in the phone experiment by phone. In both 
cases, we drew the participants randomly from nationally representative samples. The mailing-
experiment cohort was added in April 2010, while the phone-experiment cohort was added 
between May and September 2010. Because relatively little additional information is available 
about these small cohorts, they are not typically considered to be part of the larger probability 
sample, despite being based on nationally representative samples.

Respondent-Driven Sampling

RAND experimented with an RDS approach to sample populations through social networks 
with a resulting cohort of roughly 400 respondents (Heckathorn, 1997, 2002, 2007). In RDS, 
each respondent recruits a fixed number of friends in the target population who, in turn, 
become the next generation of respondents. Once sample equilibrium has been reached, sample 
proportions for a given variable of interest no longer change. However, these sample propor-
tions in equilibrium will be different from proportions in the population because respondents 
with larger social networks will be overrepresented. Biases can be corrected to derive unbiased 
population estimates (Heckathorn, 2002).
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Respondent Referrals, 2006–2014

Between 2006 and 2014, the ALP also invited (adult) household members of the sampled panel 
members to join, thus allowing intrahousehold comparisons. These panel members are iden-
tifiable in the data because their unique identifier variables will end in numeric values greater 
than 1 (e.g., identifier 10017494:2) in the data. These household referrals are not randomly 
recruited, so, in many cases, they cannot be included in a survey or analysis that depends on 
the random recruitment of the sample. For this reason, the ALP cannot be used as a household 
survey panel per se and should be considered primarily a panel of individuals.

Like the snowball sample, these cohorts are typically used for experiments or piloting 
survey content.

American Life Panel Intergenerational: American Life Panel Intergenerational 
Cohort, 2013–2014

Between August 2013 and March 2014, we invited members of the Michigan, Stanford, and 
vulnerable population cohorts to ask family members, potentially outside the household, to 
join the panel as a means to determine the feasibility of setting up a panel for intergenerational 
research. We added roughly 300 respondents.

Although we obtained the initial panel members from probability samples, the intergen-
erational cohort was not randomly recruited and represents a type of snowball sample more 
than a probability sample. For this reason, the intergenerational cohort is typically included on 
surveys only at the specific request of researchers.
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