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Predictive policing is the application of analytical techniques—particularly quantitative techniques—to identify likely targets for police intervention and prevent crime or solve past crimes by making statistical predictions. Several predictive policing methods are currently in use in law enforcement agencies across the United States, and much has been written about their effectiveness. Another term used to describe the use of analytic techniques to identify likely targets is forecasting. Although there is a difference between prediction and forecasting, for the purposes of this guide, we use them interchangeably.¹

**Objectives and Approach**

Predictive methods allow police to work more proactively with limited resources. The objective of these methods is to develop effective strategies that will prevent crime or make investigation efforts more effective. However, it must be understood at all levels that applying predictive policing methods is not equivalent to finding a crystal ball. For a policing strategy to be considered effective, it must produce tangible results. The objective of this research was to develop a reference guide for departments interested in predictive policing, providing assessments of both the most promising technical tools for making predictions and the most promising tactical approaches for acting on them. More broadly, this guide is intended to put predictive policing in the context of other modern, proactive policing measures.

We approached this task in three ways:

1. We conducted a literature search of academic papers, vendor tool presentations, and recent presentations at conferences, drawing lessons from similar predictive

¹ The most common distinction is that forecasting is objective, scientific, and reproducible, whereas prediction is subjective, mostly intuitive, and nonreproducible. According to this distinction, the methods described in this report are essential forecasting methods. However, the law enforcement community has used predictive policing to describe these methods, so it is the term favored here.
techniques used in counterinsurgency and counter–improvised explosive devices operations and related research by the U.S. Department of Defense.

2. We reviewed a number of cases of departments using predictive policing techniques that appear promising.

3. We developed a taxonomy of the different types of operational applications that can be supported using predictive policing.

In many cases, we were able to illustrate how predictive technologies are being used to support police operations through a set of examples and case studies. Although some of the methods are promising and describe the current state of field, they are still more academic than practical. Consequently, this guide can also be viewed as a profile of the state of the art of predictive policing practices and the development of new predictive technologies. As such, it can be considered a baseline document.

A Taxonomy of Predictive Methods

In our assessment of predictive policing, we found that predictive methods can be divided into four broad categories:

1. **Methods for predicting crimes**: These are approaches used to forecast places and times with an increased risk of crime.
2. **Methods for predicting offenders**: These approaches identify individuals at risk of offending in the future.
3. **Methods for predicting perpetrators’ identities**: These techniques are used to create profiles that accurately match likely offenders with specific past crimes.
4. **Methods for predicting victims of crimes**: Similar to those methods that focus on offenders, crime locations, and times of heightened risk, these approaches are used to identify groups or, in some cases, individuals who are likely to become victims of crime.

Tables S.1–S.4 summarize each category and show the range of approaches that law enforcement agencies have employed to predict crimes, offenders, perpetrators’ identities, and victims, respectively. We found a near one-to-one correspondence between conventional crime analysis and investigative methods and the more recent “predictive analytics” methods that mathematically extend or automate the earlier methods. Conventional methods tend to be heuristic, or mathematically simple. As a result, they are low-cost and can work quite well, especially for analysts facing low to moderate data volumes and levels of complexity. In contrast, full-scale predictive analytics require sophisticated analysis methods that draw on large data sets. In this context, large refers to an amount of data beyond what a single analyst could recall without the assistance
of a computer program or similar resources. Conversely, *low to moderate* refers to a data set that is sufficiently small that an analyst could reasonably recall its key facts.

Table S.1 summarizes predictive policing methods related to predicting crimes. As the table shows, conventional approaches start with mapping crime locations and determining (using human judgment) where crimes are concentrated (“hot spots”). The corresponding predictive analytics methods start, at the most basic level, with regression analyses and extend all the way to cutting-edge mathematical models that are the subjects of active research.

Table S.2 summarizes methods to identify individuals at high risk of offending in the future. The bulk of these methods relate to assessing individuals’ risk. Here, conventional methods rely on clinical techniques that add up the number of risk factors to create an overall risk score. The corresponding predictive analytics methods use regression and classification models to associate the presence of risk factors with a percent chance that a person will offend. Also of interest are methods that identify criminal groups (especially gangs) that are likely to carry out violent assaults on each other in the near future. Hence, these methods can also be used to assess the risk that an individual will become a victim of crime.

Table S.3 summarizes methods used to identify likely perpetrators of past crimes. These approaches are essentially real-world versions of the board game Clue™: They use available information from crime scenes to link suspects to crimes, both directly and by processes of elimination. In conventional approaches, investigators and analysts

<table>
<thead>
<tr>
<th>Table S.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Law Enforcement Use of Predictive Technologies: Predicting Crimes</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Problem</th>
<th>Conventional Crime Analysis (low to moderate data demand and complexity)</th>
<th>Predictive Analytics (large data demand and high complexity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify areas at increased risk</td>
<td>Crime mapping (hot spot identification)</td>
<td>Advanced hot spot identification models; risk terrain analysis</td>
</tr>
<tr>
<td>Using historical crime data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using a range of additional data (e.g., 911 call records, economics)</td>
<td>Basic regression models created in a spreadsheet program</td>
<td>Regression, classification, and clustering models</td>
</tr>
<tr>
<td>Accounting for increased risk from a recent crime</td>
<td>Assumption of increased risk in areas immediately surrounding a recent crime</td>
<td>Near-repeat modeling</td>
</tr>
<tr>
<td>Determine when areas will be most at risk of crime</td>
<td>Graphing/mapping the frequency of crimes in a given area by time/date (or specific events)</td>
<td>Spatiotemporal analysis methods</td>
</tr>
<tr>
<td>Identify geographic features that increase the risk of crime</td>
<td>Finding locations with the greatest frequency of crime incidents and drawing inferences</td>
<td>Risk terrain analysis</td>
</tr>
</tbody>
</table>
predictive policing: the role of crime forecasting in law enforcement operations

do this largely by tracing these links manually, with assistance from simple database queries (usually, the names, criminal records, and other information known about the suspects). predictive analytics automate the linking, matching available “clues” to potential (and not previously identified) suspects across very large data sets.

Table S.4 summarizes methods to identify groups—and, in some cases, individuals—who are likely to become victims of crime. These methods mirror those used to predict where and when crimes will occur, as well as some of the methods used to predict who is most likely to commit crimes. Predicting victims of crime requires

**Table S.2**
Law Enforcement Use of Predictive Technologies: Predicting Offenders

<table>
<thead>
<tr>
<th>Problem</th>
<th>Conventional Crime Analysis</th>
<th>Predictive Analytics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Find a high risk of a violent outbreak between criminal groups</td>
<td>Manual review of incoming gang/criminal intelligence reports</td>
<td>Near-repeat modeling (on recent intergroup violence)</td>
</tr>
<tr>
<td>Identify individuals who may become offenders:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probationers and parolees at greatest risk of reoffending</td>
<td>Clinical instruments that summarize known risk factors</td>
<td>Regression and classification models using the risk factors</td>
</tr>
<tr>
<td>Domestic violence cases with a high risk of injury or death</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health patients at greatest risk of future criminal behavior or violence</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table S.3**
Law Enforcement Use of Predictive Technologies: Predicting Perpetrator Identities

<table>
<thead>
<tr>
<th>Problem</th>
<th>Conventional Crime Analysis</th>
<th>Predictive Analytics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify suspects using a victim’s criminal history or other partial data (e.g., plate number)</td>
<td>Manually reviewing criminal intelligence reports and drawing inferences</td>
<td>Computer-assisted queries and analysis of intelligence and other databases</td>
</tr>
<tr>
<td>Determine which crimes are part of a series (i.e., most likely committed by the same perpetrator)</td>
<td>Crime linking (use a table to compare the attributes of crimes known to be in a series with other crimes)</td>
<td>Statistical modeling to perform crime linking</td>
</tr>
<tr>
<td>Find a perpetrator’s most likely anchor point</td>
<td>Locating areas both near and between crimes in a series</td>
<td>Geographic profiling tools (to statistically infer most likely points)</td>
</tr>
<tr>
<td>Find suspects using sensor information around a crime scene (GPS tracking, license plate reader)</td>
<td>Manual requests and review of sensor data</td>
<td>Computer-assisted queries and analysis of sensor databases</td>
</tr>
</tbody>
</table>
identifying at-risk groups and individuals—for example, groups associated with various types of crime, individuals in proximity to at-risk locations, individuals at risk of victimization, and individuals at risk of domestic violence.

### Table S.4
**Law Enforcement Use of Predictive Technologies: Predicting Crime Victims**

<table>
<thead>
<tr>
<th>Problem</th>
<th>Conventional Crime Analysis (low to moderate data demand and complexity)</th>
<th>Predictive Analytics (large data demand and high complexity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify groups likely to be victims of various types of crime (vulnerable populations)</td>
<td>Crime mapping (identifying crime type hot spots)</td>
<td>Advanced models to identify crime types by hot spot; risk terrain analysis</td>
</tr>
<tr>
<td>Identify people directly affected by at-risk locations</td>
<td>Manually graphing or mapping most frequent crime sites and identifying people most likely to be at these locations</td>
<td>Advanced crime-mapping tools to generate crime locations and identify workers, residents, and others who frequent these locations</td>
</tr>
<tr>
<td>Identify people at risk for victimization (e.g., people engaged in high-risk criminal behavior)</td>
<td>Review of criminal records of individuals known to be engaged in repeated criminal activity</td>
<td>Advanced data mining techniques used on local and other accessible crime databases to identify repeat offenders at risk</td>
</tr>
<tr>
<td>Identify people at risk of domestic violence</td>
<td>Manual review of domestic disturbance incidents; people involved in such incidents are, by definition, at risk</td>
<td>Computer-assisted database queries of multiple databases to identify domestic and other disturbances involving local residents when in other jurisdictions</td>
</tr>
</tbody>
</table>

Prediction-Led Policing Process and Prevention Methods

Making “predictions” is only half of prediction-led policing; the other half is carrying out interventions, acting on the predictions that lead to reduced crime (or at least solve crimes). What we have found in this study is that predictive policing is best thought of as part of a comprehensive business process. That process is summarized in Figure S.1. We also identified some emerging practices for running this business process successfully through a series of discussions with leading predictive policing practitioners.

At the core of the process shown in Figure S.1 is a four-step cycle (top of figure). The first two steps are collecting and analyzing crime, incident, and offender data to produce predictions. Data from disparate sources in the community require some form of data fusion. Efforts to combine these data are often far from easy, however.

The third step is conducting police operations that intervene against the predicted crime (or help solve past crimes). The type of intervention will vary with the situation and the department charged with intervening. Figure S.1 shows three broad types of interventions (lower right of figure). They are, from simplest to most complicated,
generic intervention, crime-specific intervention, and problem-specific intervention. In general, we hypothesize that the more complicated interventions will require more resources, but they will be better tailored to the actual crime problems—and get better results. Regardless of the type of intervention, those carrying it out need information to execute the intervention successfully. Thus, providing information that fills the need for situational awareness among officers and staff is a critical part of any intervention plan.

The interventions lead to a criminal response that ideally reduces or solves crime (the fourth step). In the short term, an agency needs to do rapid assessments to ensure that the interventions are being implemented properly and that there are no immediately visible problems. The longer-term criminal response is measured through changes in the collected data, which, in turn, drives additional analysis and modified operations, and the cycle repeats.
Predictive Policing Myths and Pitfalls

Many types of analysis that inform predictive policing have been widely used in law enforcement and other fields, just under different names. The lessons from these prior applications can highlight many well-known pitfalls that can lead practitioners astray and can provide recommendations to enhance the effectiveness of predictive policing efforts.

Predictive Policing Myths

“Predictive policing” has received a substantial amount of attention in the media and the research literature. However, some myths about these techniques have also propagated. This is partly a problem of unrealistic expectations: Predictive policing has been so hyped that the reality cannot live up to the hyperbole. There is an underlying, erroneous assumption that advanced mathematical and computational power is both necessary and sufficient to reduce crime. Here, we dispel four of the most common myths about predictive policing:

- **Myth 1: The computer actually knows the future.** Some descriptions of predictive policing make it sound as if the computer can foretell the future. Although much news coverage promotes the meme that predictive policing is a crystal ball, these algorithms predict the risk of future events, not the events themselves. The computer, as a tool, can dramatically simplify the search for patterns, but all these techniques are extrapolations from the past in one way or another. In addition, predictions are only as good as the underlying data used to make them.

- **Myth 2: The computer will do everything for you.** Although it is common to promote software packages as end-to-end solutions for predictive policing, humans remain—by far—the most important elements in the predictive policing process. Even with the most complete software suites, humans must find and collect relevant data, preprocess the data so they are suitable for analysis, design and conduct analyses in response to ever-changing crime conditions, review and interpret the results of these analyses and exclude erroneous findings, analyze the integrated findings and make recommendations about how to act on them, and take action to exploit the findings and assess the impact of those actions.

- **Myth 3: You need a high-powered (and expensive) model.** Most police departments do not need the most expensive software packages or computers to launch a predictive policing program. Functionalities built into standard workplace software (e.g., Microsoft Office) and geographic information systems (e.g., ArcGIS) can support many predictive methods. Although there is usually a correlation between the complexity of a model and its predictive power, increases in predictive power have tended to show diminishing returns. Simple heuristics have been found to be nearly as good as analytic software in performing some tasks. This finding is
especially important for small departments, which often have insufficient data to support large, sophisticated models.

- **Myth 4: Accurate predictions automatically lead to major crime reductions.** Predictive policing analysis is frequently marketed as the path to the end of crime. The focus on the analyses and software can obscure the fact that predictions, on their own, are just that—predictions. Actual decreases in crime require taking action based on those predictions. Thus, we emphasize again that predictive policing is not about making predictions but about the end-to-end process.

**Predictive Policing Pitfalls**

To be of use to law enforcement, predictive policing methods must be applied as part of a comprehensive crime prevention strategy. And to ensure that predictive methods make a significant contribution, certain pitfalls need to be avoided:

- **Pitfall 1: Focusing on prediction accuracy instead of tactical utility.** Suppose an analyst is asked to provide predictions of robberies that are as “accurate” as possible (i.e., to design an analysis in which as many future crimes as possible fall inside areas predicted to be high-risk, thus confirming that these areas are high-risk). One way to accomplish this is to designate the entire city a giant “risk area.” However, such a designation has almost no tactical utility. Identifying a hot spot that is the size of a city may be accurate, but it does not provide any information that police officers do not already have. To ensure that predicted hot spots are small enough to be actionable, we must accept some limits on “accuracy” as measured by the proportion of crimes occurring in the hot spots.

- **Pitfall 2: Relying on poor-quality data.** There are three typical deficiencies that can affect data quality: data censoring, systematic bias, and relevance. Data censoring involves omitting data for incidents of interest in particular places (and at particular times). If the data are censored, it will appear that there is no crime in a given areas. Systematic bias can result from how the data are collected. For example, if especially heavy burglary activity is reported between 7:00 and 8:00 a.m., it may not be immediately clear whether a large number of burglaries actually occurred during that hour or whether that was when property owners and managers discovered and reported burglaries that took place overnight. Finally, relevance refers to the usefulness of the data. For some crime clusters, it can be very useful to have data going back many months or years. Conversely, if there is a spree of very similar robberies likely committed by the same criminal, several months of data will not be of much use.

- **Pitfall 3: Misunderstanding the factors behind the prediction.** Observers—especially practitioners tasked with making hot spots go away—may reasonably ask, “For a given hot spot, what factors are driving risk?” “The computer said so” is far from
an adequate answer. In general, predictive tools are designed in a way that makes it difficult, if not impossible, to highlight the risk factors present in specific areas. There has been some improvement, however. When applying techniques, such as regression or any of the data mining variants, using common sense to vet the factors incorporated into the model will help avoid spurious relationships.

- **Pitfall 4: Underemphasizing assessment and evaluation.** During our interviews with practitioners, very few said that they had evaluated the effectiveness of the predictions they produced or the interventions developed in response to their predictions. The effectiveness of any analysis and interventions should be assessed as part of the overall effort to keep the data current. Measurements are key to identifying areas for improvement, modifying interventions, and distributing resources.

- **Pitfall 5: Overlooking civil and privacy rights.** The very act of labeling areas and people as worthy of further law enforcement attention inherently raises concerns about civil liberties and privacy rights. Labeling areas as “at-risk” appears to pose fewer problems because, in that case, individuals are not being directly targeted. The U.S. Supreme Court has ruled that standards for what constitutes reasonable suspicion are relaxed in “high-crime areas” (e.g., hot spots). However, what formally constitutes a “high-crime” area, and what measures may be taken in such areas under “relaxed” reasonable-suspicion rules, is an open question.

**Recommendations**

Our conclusions center on advice to three communities: police departments (the buyer), vendors and developers, and crime fighters. Our advice centers on the role of predictive policing in the larger context of law enforcement operations.

**Advice for Buyers (Law Enforcement Agencies)**

All departments can benefit from predictive policing methods and tools; the distinction is in how sophisticated (and expensive) these tools need to be. In thinking about these needs, it is important to remember that the value of predictive policing tools is in their ability to provide *situational awareness* of crime risks and the information needed to act on those risks and preempt crime. The question, then, is which set of tools can best provide the situational awareness a department needs?

Small agencies with relatively few crimes per year and with reasonably understandable distributions of crime (e.g., a jurisdiction with a few shopping areas that are the persistent hot spots) are unlikely to need much more than core statistical and display capabilities. These tools are available for free or at low cost and include built-in capabilities in Microsoft Office, basic geographic information tools, base statistics packages, and perhaps some advanced visualization tools, such as the National Institute of Justice–sponsored CrimeStat series.
Larger agencies with large volumes of incident and intelligence data that need to be analyzed and shared will want to consider more sophisticated and, therefore, more costly systems. It is helpful to think of these as enterprise information technology systems that make sense of large data sets to provide situational awareness across a department (extending, in many cases, to the public). These systems should help agencies understand the where, when, and who of crime and identify the specific problems that drive crime in order to take action against them. Key considerations include interoperability with the department’s records management, computer-aided dispatch, and other systems; the ability to incorporate “intelligence” tips from officers (e.g., via field interviews) and the public; the types of displays (“dashboards”) and supporting information the system can provide; and, of course, the types of analyses and predictions the system can support and under what conditions.

Advice for Vendors and Developers
The list of questions for purchasers doubles as guidance on desired capabilities for those who develop predictive tools. Looking ahead, it could be useful to move beyond predictions to offer explicit decision support for resource allocation and other decisions.

We emphasize that predictive policing tools and methods are very useful, but they are not crystal balls. Media reports and advertisements can give an impression that one merely needs to ask a computer where and when to go to catch criminals in the act. We ask that vendors be accurate in describing their systems as identifying crime risks, not foretelling the future.

Finally, developers must be aware of the major financial limitations that law enforcement agencies face in procuring and maintaining new systems. Licensing fees of into the millions of dollars are simply not affordable for most departments. We suggest that vendors consider business models that can make predictive policing systems more affordable for smaller agencies, such as regional cost sharing.

Advice for Crime Fighters
Generating predictions is just half of the predictive policing business process; taking actions to interdict crimes is the other half. The specific interventions will vary by objective and situation. (A number of examples are described in Chapters Three and Four of this guide; core resources on interventions are the Office of Justice Programs’ CrimeSolutions.gov and the Center on Problem Oriented-Policing.) However, we have identified some promising features of successful intervention efforts:

- There is substantial top-level support for the effort.
- Resources are dedicated to the task.
- The personnel involved are interested and enthusiastic.
- Efforts are made to ensure good working relationships between analysts and officers.
• The predictive policing systems and other department resources provide the shared situational awareness needed to make decisions about where and how to take action.
• Synchronized support is provided when needed.
• Responsible officers have the freedom to carry out interventions and accountability for solving crime problems.
• The interventions are based on building good relationships with the community and good information (“intelligence”).

Designing intervention programs that take these attributes into account, in combination with solid predictive analytics, can go a long way toward ensuring that predicted crime risks do not become real crimes.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AHS</td>
<td>Actionable HotSpot</td>
</tr>
<tr>
<td>ARIMA</td>
<td>autoregressive integrated moving average</td>
</tr>
<tr>
<td>ASI</td>
<td>Addiction Severity Index</td>
</tr>
<tr>
<td>BDI-II</td>
<td>Beck Depression Inventory–II</td>
</tr>
<tr>
<td>CAD</td>
<td>computer-aided dispatch</td>
</tr>
<tr>
<td>CNEP</td>
<td>Cincinnati Neighborhood Enhancement Program</td>
</tr>
<tr>
<td>CODEFOR</td>
<td>computer-optimized deployment–focus on results</td>
</tr>
<tr>
<td>COINCOP</td>
<td>Counterinsurgency Common Operational Picture</td>
</tr>
<tr>
<td>CompStat</td>
<td>comparative statistics</td>
</tr>
<tr>
<td>COP</td>
<td>common operational picture</td>
</tr>
<tr>
<td>CRUSH</td>
<td>Crime Reduction Utilizing Statistical History</td>
</tr>
<tr>
<td>DDACTS</td>
<td>data-driven approaches to crime and traffic safety</td>
</tr>
<tr>
<td>DUI</td>
<td>driving under the influence</td>
</tr>
<tr>
<td>DWI</td>
<td>driving while intoxicated</td>
</tr>
<tr>
<td>FBI</td>
<td>Federal Bureau of Investigation</td>
</tr>
<tr>
<td>FY</td>
<td>fiscal year</td>
</tr>
<tr>
<td>GIS</td>
<td>geographic information systems</td>
</tr>
<tr>
<td>GLM</td>
<td>generalized linear model</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>IACA</td>
<td>International Association of Crime Analysts</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>IED</td>
<td>improvised explosive device</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>JJIS</td>
<td>Juvenile Justice Information System</td>
</tr>
<tr>
<td>KDE</td>
<td>kernel density estimation</td>
</tr>
<tr>
<td>LAPD</td>
<td>Los Angeles Police Department</td>
</tr>
<tr>
<td>LEIU</td>
<td>Association of Law Enforcement Intelligence Units</td>
</tr>
<tr>
<td>LISA</td>
<td>local indicators of spatial association</td>
</tr>
<tr>
<td>LS/CMI</td>
<td>Level of Service/Case Management Inventory</td>
</tr>
<tr>
<td>LSI-R</td>
<td>Level of Service Inventory–Revised</td>
</tr>
<tr>
<td>LST-GAM</td>
<td>local spatiotemporal generalized additive model</td>
</tr>
<tr>
<td>MAST</td>
<td>Michigan Alcoholism Screening Test</td>
</tr>
<tr>
<td>MMPI-2</td>
<td>Minnesota Multiphasic Personality Inventory–2</td>
</tr>
<tr>
<td>MO</td>
<td>modus operandi</td>
</tr>
<tr>
<td>NCISP</td>
<td>National Criminal Intelligence Sharing Plan</td>
</tr>
<tr>
<td>N-DEx</td>
<td>National Data Exchange</td>
</tr>
<tr>
<td>NIJ</td>
<td>National Institute of Justice</td>
</tr>
<tr>
<td>Nnh</td>
<td>nearest neighbor hierarchical clustering</td>
</tr>
<tr>
<td>NPS</td>
<td>Neighborhood Problem Solving</td>
</tr>
<tr>
<td>OST</td>
<td>Office of Science and Technology, National Institute of Justice</td>
</tr>
<tr>
<td>PAI</td>
<td>prediction accuracy index</td>
</tr>
<tr>
<td>PCL-R</td>
<td>Hare Psychopathy Checklist–Revised</td>
</tr>
<tr>
<td>PILOT</td>
<td>Predictive Intelligence–Led Operational Targeting</td>
</tr>
<tr>
<td>RMS</td>
<td>records management system</td>
</tr>
<tr>
<td>R-PACT</td>
<td>Residential Positive Achievement Change Tool</td>
</tr>
<tr>
<td>RRI</td>
<td>recapture rate index</td>
</tr>
<tr>
<td>RTM</td>
<td>risk terrain modeling</td>
</tr>
<tr>
<td>SARA</td>
<td>Scanning, Analysis, Response, and Assessment (model)</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>SASSI</td>
<td>Substance Abuse Subtle Screening Inventory</td>
</tr>
<tr>
<td>SEATS</td>
<td>Signal Extraction in ARIMA Time Series</td>
</tr>
<tr>
<td>SOM</td>
<td>self-organizing map</td>
</tr>
<tr>
<td>SPCS</td>
<td>State Plane Coordinate System</td>
</tr>
<tr>
<td>SPSS</td>
<td>Statistical Package for Social Sciences</td>
</tr>
<tr>
<td>ST-GAM</td>
<td>spatiotemporal generalized additive model</td>
</tr>
<tr>
<td>TRAMO</td>
<td>Time-Series Regression with ARIMA Noise, Missing Observations, and Outliers</td>
</tr>
<tr>
<td>UCR</td>
<td>Uniform Crime Report</td>
</tr>
</tbody>
</table>
The race is not always to the swift nor the battle to the strong, but that’s the way to bet.

—Damon Runyon

Smart, effective, and proactive policing is clearly preferable to simply reacting to criminal acts. Although there are many methods aimed at preventing crime, predicting where and when a crime is likely to occur, who is likely responsible for prior crimes, and who is most likely to offend or be victimized in the future has recently gained considerable currency. Law enforcement agencies across the United States are employing a range of predictive policing methods, and much has been written about their effectiveness. This guide offers a focused examination of predictive techniques currently in use, identifies the techniques that show promise if adopted in conjunction with other policing methods, and shares findings and recommendations to inform future research and clarify the policy implications of predictive policing.

Another term associated with anticipating future criminal acts is forecasting. We use this term in the title of this guide alongside prediction. There is, in fact a difference between the two. Forecasting is considered objective, scientific, reproducible, and free from individual bias and error. Prediction is thought of as subjective, mostly intuitive, nonreproducible, and subject to individual bias. Because it is scientific, error analysis is possible with forecasts but not with predictions. In line with this distinction, this guide is about forecasting and not prediction. However, the law enforcement community uses the term predictive policing and not forecast policing. For this reason, for the purposes of this guide, we make no distinction between the two terms.1

What Is Predictive Policing?

Predictive policing is the application of analytical techniques—particularly quantitative techniques—to identify likely targets for police intervention and prevent crime or

1 For additional distinctions between forecasting and prediction, see Transtutors, “Difference Between Forecasting and Prediction,” undated.
solve past crimes by making statistical predictions. The use of statistical and geospatial analyses to forecast crime levels has been around for decades. In recent years, however, there has been a surge of interest in analytical tools that draw on very large data sets to make predictions in support of crime prevention. These tools greatly increase police departments’ reliance on information technology (IT) to collect, maintain, and analyze those data sets, however.

These analytical tools, and the IT that supports them, are largely developed by and for the commercial world. Universities and technology companies have created computer programs based on private-sector models of forecasting consumer behavior. Businesses use predictive analytics to determine sales strategies. For example, Walmart analyzes weather patterns to determine what it stocks in stores, overstocking duct tape, bottled water, and strawberry Pop-Tarts before major weather events. The first two items are expected, but the Pop-Tarts represent a “non-obvious relationship.” These relationships are uncovered through statistical analyses of previous customer purchases during similar major weather events.

Many similar relationships in law enforcement can be explored with predictive policing. Police agencies use computer analysis of information about past crimes, the local environment, and other pertinent intelligence to “predict” and prevent crime. The idea is to improve situational awareness at the tactical and strategic levels and to develop strategies that foster more efficient and effective policing. With situational awareness and anticipation of human behavior, police can identify and develop strategies to prevent criminal activity by repeat offenders against repeat victims. These methods also allow police departments to work more proactively with limited resources.

However, it must be understood at all levels that applying these methods is not equivalent to finding a crystal ball. For a policing strategy to be considered effective, it must produce tangible results. For example, crime rates should be lower, arrest rates for serious offenses should increase, and there should be an observable positive impact on social and justice outcomes.

A Criminological Justification for Predictive Policing: Why Crime Is “Predictable”

There is a strong body of evidence to support the theory that crime is predictable (in the statistical sense)—mainly because criminals tend to operate in their comfort zone. That is, they tend to commit the type of crimes that they have committed successfully in the past, generally close to the same time and location. Although this is not universally true, it occurs with sufficient frequency to make these methods work reasonably

---

well. According to Jeff Brantingham, an anthropologist who helps supervise the predictive policing project for the Los Angeles Police Department (LAPD) at the University of California, Los Angeles,

The naysayers want you to believe that humans are too complex and too random—that this sort of math can’t be done . . . but humans are not nearly as random as we think. . . . In a sense, crime is just a physical process, and if you can explain how offenders move and how they mix with their victims, you can understand an incredible amount.³

Brantingham’s remarks are supported by major theories of criminal behavior, such as routine activity theory, rational choice theory, and crime pattern theory.⁴ For this study, we consolidated these theories into what we refer to as a blended theory:

- Criminals and victims follow common life patterns; overlaps in those patterns indicate an increased likelihood of crime.
- Geographic and temporal features influence the where and when of those patterns.
- As they move within those patterns, criminals make “rational” decisions about whether to commit crimes, taking into account such factors as the area, the target’s suitability, and the risk of getting caught.

The theoretical justification for predictive policing, then, is that we can identify many of these patterns and factors through analytics and then can steer criminals’ decisions to prevent crimes with tactical interventions.

The blended theory best fits “stranger offenses,” such as robberies, burglaries, and thefts. It is less applicable to vice and relationship violence, both of which involve human connections that both extend beyond limited geographic boundaries and lead to decisions that do not fit into traditional “criminal rational choice” frameworks. Nonetheless, alternative theories have been tested to explain vice and relationship violence, leading to the development of instruments and methods for assessing risks in these areas as well.

A Brief History of Predictive Policing

Although methods aimed at predicting crime have been around for a long time, it is only recently that modern technology has moved these attempts from simple heuristic

methods to sophisticated mathematical algorithms. In this section, we trace the modern history of predictive policing and the evolution of a training regimen for practitioners.

**Background**

Police Chief (ret.) William J. Bratton and the LAPD are credited with envisioning the predictive policing model. By 2008, Chief Bratton had spoken widely in the public arena about the successes of the LAPD, including the department’s recent introduction of predictive analytics to anticipate gang violence and to support real-time crime monitoring. Chief Bratton suggested that this new approach could build on and enhance existing approaches, including community-oriented policing and intelligence-led policing.5

In 2008, Chief Bratton worked closely with the acting director of the Bureau of Justice Assistance, James H. Burch II, and the acting director of the National Institute of Justice (NIJ), Kristina Rose, to explore the new concept of predictive policing and its implications for law enforcement agencies. This effort involved gathering expert researchers, practitioners, government officials, and law enforcement leaders at two consecutive predictive policing symposiums hosted by NIJ.6

In her opening remarks at the first symposium, held in Los Angeles in November 2009, Kristina Rose acknowledged Chief Bratton as having “served as the catalyst for bringing predictive policing to the forefront.”7 She also acknowledged industry-wide interest in understanding the term *predictive policing*, as well as the policy, technical, and operational implications of predictive policing approaches. She named several agencies across the United States, including the Boston, Chicago, Los Angeles, D.C. Metropolitan, New York, and Shreveport police departments and the Maryland State Police who had responded to a solicitation for proposals from agencies interested in taking part in a predictive policing demonstration initiative.

The Los Angeles symposium was widely discussed within law enforcement circles at all levels, and the topic of predictive policing generated a great deal of interest across traditional and social media. Consultants and private companies quickly began providing professional services and software that they deemed useful and appropriate for predictive policing efforts.

With momentum strong, a second symposium was held in June 2010 in Providence, Rhode Island. The event featured extended discussions from the first symposium, with a general consensus that continued exploration of predictive policing was needed. Challenges, successes, limitations, and scalability were major points of focus.

---


Participants emphasized the critical need for data sharing and regionalization, as well as the need for a strong analytical capability.\textsuperscript{8}

The next two years saw an explosion of interest in predictive policing. Much of this interest came from heavy media coverage of what is now called PredPol, a prediction software package used in Santa Cruz and Los Angeles, California. \textit{CBS Evening News}, the \textit{New York Times}, and \textit{NBC Nightly News}, among others, have covered PredPol specifically and predictive policing in general.\textsuperscript{9} Much of the coverage implied (or directly stated) that the software could literally predict where crime would occur and used as an example the arrest of two suspects in a parking garage who had been designated high-risk. A commercial for IBM’s predictive analytics showing a police officer deployed (through data analysis) to a convenience store just before a would-be robber arrives also attracted significant attention.\textsuperscript{10}

By the time of this writing, the catch phrase “predictive policing” had caught on in law enforcement. Researchers, educators, government officials, consultants, crime analysts, police commanders, private software companies, civil rights activists, and the media have all made their interests and positions on the topic well known, and it continues to be hotly debated both inside and outside policing circles.

There are a number of stakeholders worth noting in the field of predictive policing. Researchers have the background and expertise to design predictive models; civil rights activists are concerned that these techniques may intrude on the rights of citizens, especially poor and minority populations; analysts and investigators have a professional interest in how these approaches can improve their work and make it more useful; police chiefs are eager to find new techniques to reduce crime without adding to their workforce; and the private sector sees potential funding from research grants, consulting, and software development. With the onset of irregular warfare, the U.S. military has developed an interest in predictive techniques as well. Insurgent groups behave much like organized criminal gangs, so policing methods, including predictive analyses, could be useful for military applications. Companies and federal agencies responsible for site security are also interested in predictive analyses to help them use their resources more efficiently and effectively to defend against the likeliest threats.

\section*{Training}

Over much of the past 40 years, crime analysts have struggled to get formal training in “hot spot” identification. NIJ recognized the need to train analysts, researchers, and


students in spatial analysis and crime mapping, and it developed the Crime Mapping Research Center to respond to that need. Later renamed the Mapping and Analysis for Public Safety program, it serves as a vehicle for the NIJ to provide research, training, and periodic conferences to inform and train those interested in this emerging area.

The mid-1990s saw the establishment of the Crime Mapping and Analysis Program, an outgrowth of the National Law Enforcement and Corrections Technology Center–Rocky Mountain, to provide hands-on training classes to law enforcement analysts in the use of both ESRI’s ArcGIS and MapInfo software, the field’s two most popular software programs. Later, between 2008 and 2010, NIJ again invested in training for analysts by commissioning a CrimeStat III workbook and training class, which was offered both in person and online. CrimeStat III generates a number of crime analysis algorithms that analysts can plug into ArcGIS and other geographic information system (GIS) packages, the more sophisticated of which can be considered predictive policing tools.

NIJ decided to end its direct training in 2011. At that time, the International Association of Crime Analysts (IACA) took over the training of analysts and continues to provide these classes both online and in person. The association published a white paper in July 2012 on GIS standards in law enforcement, which addressed the requirements of mapping software. It focused, in particular, on the current state of GIS in crime analysis, the functionality required for its use in crime analysis, and relevant literature on related topics and key readings on spatial analysis, crime mapping, and hot spot analysis. In the future, it is likely that the IACA and other practitioner associations will develop courses and standards in other areas of predictive policing, depending on practitioner demand, possibly with federal support. Furthermore, this document is intended as a guide to predictive policing for practitioners and policymakers and will likely also contribute to future training.

### Study Objectives and Methods

Understandably, there has been a surge of interest in predictive policing in the media, from practitioners, and from vendors. Even a slight possibility that one method or another can help identify where and when crimes will be committed has led to a great deal of hype. For example, the IACA (of which one of this guide’s authors is president) routinely receives email inquiries from practitioners asking where to get tools that will predict crimes and how to implement them in their agencies. Clearly, the field stands to benefit from an effective assessment of these technologies that will allow departments to evaluate how well a given tool can meet their needs.
Objectives
The objective of this study was to develop a reference guide for departments interested in predictive policing, providing assessments of both the most promising technical tools for making predictions and the most promising tactical approaches to act on those predictions. More broadly, this guide is intended to put predictive policing in the context of other modern, proactive policing measures: Predictive policing can be a very useful tool, but it is just that—a tool. It is not a crystal ball.

This guide is one in a series of NIJ-supported resources for police departments. Specifically, it builds on earlier NIJ publications on crime mapping and analysis, including Mapping Crime: Understanding Hot Spots and Mapping Crime: Principle and Practice.11

Throughout this guide, we illustrate with examples and case studies how predictive technologies are being used to support police operations. Although some of the methods are promising and reflect the current state of play, they are still more academic than practical. Consequently, this guide can also be viewed as a description of the state of the art in the practice of predictive policing and in the development of new predictive technologies. As such, it can be considered a baseline document.

Approach
We approached the task of developing this guide by conducting an extensive literature review, reviewing several case studies, and developing a taxonomy of operational applications of the methods identified over the course of our study.

• Extended literature review: We examined not only academic papers but also vendor tool presentations and very recent presentations at conferences. We also looked at what the U.S. Department of Defense has done in the areas of counterinsurgency and counter–improvised explosive device (IED) operations, an effort that included an examination of recent RAND research on these topics.

• Case studies: We reviewed cases of departments using predictive policing techniques that appear promising. We emphasize “promising” because, with a few exceptions, there have been no formal controlled evaluations (though some were under way at the time of this writing). We reviewed papers and presentations by department personnel and engaged in discussions with them. We then qualitatively analyzed the discussion and presentation notes to identify common themes regarding promising practices.

• Taxonomy development: From the previous two steps, we developed a taxonomy of operational applications that can be supported by predictive policing, as well as the specific methods and interventions that support those applications. We

---

identified promising practices (technical and operational) for each “node” in the taxonomy. We also identified some overall pitfalls (and mitigations) and policy issues that need to be addressed.

The Nature of Predictive Policing: This Is Not Minority Report

There is an obvious appeal to being able to prevent crime as opposed to merely apprehending offenders after a crime has been committed. For law enforcement agencies, the ability to predict a crime and stop it before it is committed is tantalizing indeed—as it is to the general public. Any hype must be tempered somewhat by considerations of privacy and civil rights, however. Predictive methods, themselves, may not expose sufficient probable cause to apprehend a suspected offender.12 “Predictions” are generated through statistical calculations that produce estimates, at best; like all techniques that extrapolate the future based on the past, they assume that the past is prologue. Consequently, the results are probabilistic, not certain. Earlier in this chapter, we noted the heavy media coverage of PredPol and the preemptive arrests of car burglary suspects in a garage. In reality, the software directed the arresting officers to the area because it had been the location of recent car burglaries.

Chapters Two and Three explore in greater detail the major statistical methods used by law enforcement, what they do, and where they might be most applicable. We also discuss both academic studies and the experiences of practitioners who have used these approaches.

A Taxonomy of Predictive Methods

In this section, we introduce our taxonomy of predictive policing methods, which organizes the discussion in Chapters Two and Three. In our assessment of predictive policing, we found that predictive methods can be divided into four broad categories:

1. **Methods for predicting crimes:** These are approaches used to forecast places and times with an increased risk of crime.
2. **Methods for predicting offenders:** These approaches identify individuals at risk of offending in the future.
3. **Methods for predicting perpetrators' identities:** These techniques are used to create profiles that accurately match likely offenders with specific past crimes.
4. **Methods for predicting victims of crimes:** Similar to those methods that focus on offenders, crime locations, and times of heightened risk, these approaches are used

---

12 We take up the issues of privacy and civil rights in Chapter Three.
to identify groups or, in some cases, individuals who are likely to become victims of crime.

Chapter Two discusses methods associated with predicting potential crimes, and Chapter Three focuses on methods associated with predicting offenders.

Tables 1.1–1.4 summarize each category and show the range of approaches that law enforcement agencies have employed to predict crimes, offenders, perpetrators’ identities, and victims, respectively. In assessing predictive methods, we found a near one-to-one correspondence between conventional crime analysis and investigative methods and the more recent “predictive analytics” methods that mathematically extend or automate the earlier methods. The conventional methods tend to be manual, heuristic, or mathematically simple, rarely relying on a tool more complicated than a spreadsheet or a basic GIS program. As a result, they are low-cost, but they can work quite well, especially for analysts facing low to moderate data volumes and levels of complexity. In contrast, full-scale predictive analytics require sophisticated analysis systems that draw on large data sets. The analytics and supporting database systems tend to be high-cost (though there are open-source options, too) and thus tend to be reasonably well matched to large agencies with large and complex volumes of crime, incident, and offender data.

Table 1.1 summarizes predictive policing methods related to predicting crimes, i.e., identifying places and times that correspond to an increased risk of crime. As the table shows, conventional approaches start with mapping crime locations and determining (using human judgment) where crimes are concentrated (the hot spots). These approaches might include making bar graphs showing when crimes have occurred (time of day or day of the week) to identify “hot times.” The corresponding predictive analytics methods start, at the most basic level, with regression analyses similar to what one would learn in an introductory statistics class and extend all the way to cutting-edge mathematical models that are the subjects of active research. Some methods also attempt to identify the factors driving crime risk.

Table 1.2 summarizes methods to identify individuals at high risk of offending in the future. The bulk of these methods relate to assessing individuals’ risk. Here, conventional methods rely on clinical techniques that add up the number of risk factors to create an overall risk score. The corresponding predictive analytics methods use regression and classification models to associate the presence of risk factors with a percent chance that a person will offend. Also of interest are methods that identify criminal groups (especially gangs) that are likely to carry out violent assaults on each other in the near future. Hence, these methods can also be used to assess the risk that an individual will become a victim of crime.

---

13 In this context, large refers to an amount of data beyond what a single analyst could recall without the assistance of a computer program or similar resources. Conversely, low to moderate refers to a data set that is sufficiently small that an analyst could reasonably recall its key facts.
Table 1.3 summarizes methods used to identify likely perpetrators of past crimes. These approaches are essentially real-world versions of the board game Clue™: They use available information from crime scenes to link suspects to crimes, both directly and by processes of elimination. In conventional approaches, investigators and analysts do this largely by tracing these links manually, with assistance from simple database
queries (usually, the names, criminal records, and other information known about
the suspects). Predictive analytics automate the linking, matching available “clues” to
potential (and not previously identified) suspects across very large data sets.

Table 1.4 summarizes methods to identify groups—and, in some cases, individuals—who are likely to become victims of crime. These methods mirror those used to predict where and when crimes will occur, as well as some of the methods used to predict who is most likely to commit crimes. Predicting victims of crime requires identifying at-risk groups and individuals—for example, groups associated with various types of crime, individuals in proximity to at-risk locations, individuals at risk of victimization, and individuals at risk of domestic violence.

### Prediction-Led Policing Processes and Practices

Prediction-led policing is not just about making predictions; rather, it is a comprehensive business process, of which predictive policing is a part. That process is summarized in Figure 1.1, which is loosely based on the Center for Problem-Oriented Policing’s SARA (Scanning, Analysis, Response, and Assessment) model. The first two steps are collecting and analyzing crime, incident, and offender data to produce predictions. Data from disparate sources in the community require some form of data fusion. Efforts to combine these data are often far from easy, however. The last two steps focus

---

14 The SARA model is commonly used to solve crime problems in policing. For more information, see Center for Problem-Oriented Policing, “The SARA Model,” web page, undated.
on the response to the predictions. Police personnel use the predictions to inform their responses and then respond using evidence-based approaches. Criminals react to the changed environment. Some will be removed from the environment; those who are still operating may change their practices or move to a different area. Regardless of the

Table 1.4
Law Enforcement Use of Predictive Technologies: Predicting Crime Victims

<table>
<thead>
<tr>
<th>Problem</th>
<th>Conventional Crime Analysis (low to moderate data demand and complexity)</th>
<th>Predictive Analytics (large data demand and high complexity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identify groups likely to be victims of various types of crime (vulnerable populations)</td>
<td>Crime mapping (identifying crime type hot spots)</td>
<td>Advanced models to identify crime types by hot spot; risk terrain analysis</td>
</tr>
<tr>
<td>Identify people directly affected by at-risk locations</td>
<td>Manually graphing or mapping most frequent crime sites and identifying people most likely to be at these locations</td>
<td>Advanced crime-mapping tools to generate crime locations and identify workers, residents, and others who frequent these locations</td>
</tr>
<tr>
<td>Identify people at risk for victimization (e.g., people engaged in high-risk criminal behavior)</td>
<td>Review of criminal records of individuals known to be engaged in repeated criminal activity</td>
<td>Advanced data mining techniques used on local and other accessible crime databases to identify repeat offenders at risk</td>
</tr>
<tr>
<td>Identify people at risk of domestic violence</td>
<td>Manual review of domestic disturbance incidents; people involved in such incidents are, by definition, at risk</td>
<td>Computer-assisted database queries of multiple databases to identify domestic and other disturbances involving local residents when in other jurisdictions</td>
</tr>
</tbody>
</table>

Figure 1.1
The Prediction-Led Policing Business Process
response, the environment has been altered, the initial data will be out of date, and new data will need to be collected for analysis.

**Data Collection**

All predictive policing techniques depend on data. Both the volume and the quality of these data will determine the usefulness of any approach. The saying “garbage in, garbage out” strongly applies to these analyses. Efforts should be made to ensure that data are accurate and complete, though some techniques are less sensitive to small errors than others. Data sets will need to be updated periodically to ensure that they are current and reflect the effects of interventions. Well-trained analysts and researchers are also critical to predictive policing: Even with pristine data, a lack of strong analytics may result in less-than-desirable outcomes.

**Data Fusion**

The methods discussed in Chapters Two and Four rely heavily on data not only on crimes but also on the environment in which the crimes took place. Most crime data will likely be collected by police departments in the normal course of business, but information describing the environment may come from many other sources. Free and commercial data sets are available for use with crime data; examples of useful analytic additions include data on businesses, infrastructure, and demographics. As part of the data collection and analysis process, analysts must be able to combine disparate information sources. There are a number of methods for combining information, ranging from very simple techniques that offer an approximate picture (sometimes referred to as heuristic solutions) to more sophisticated methods that enable information fusion. In general, we found little evidence that departments have developed formal rules for combining data from disparate sources to form a cohesive picture of high-risk places, individuals, and groups. We address some specific technical methods for making sense of noisy and conflicting data in Chapter Four.

**Analysis**

Chapters Two through Four highlight different types of analytic methods for predicting crime and offenders. These methods should not be considered mutually exclusive; in fact, many of the techniques can be used in concert to provide more than the sum of their parts. Using regression and data mining techniques to explore available data sets can provide insights into crime patterns that are unique to a given region. The trends identified in this exploratory analysis can then inform the design of a method to identify hot spots. For example, these techniques can tell you how far back to look for crime patterns or whether there are seasonal or weekly trends that should be included in the analysis. GIS data mining can also be informed by regressions and can be used to explore data: Geographic profiles derived from clustering techniques can reveal patterns indicating a serial criminal.
Police Operations

Even the best analysis will do nothing to affect crime rates if it does not influence police practices. Locations identified as hot spots may require additional patrol attention, periodic visits by beat officers, or other responses that are appropriate for the types of crimes occurring there. Effective intervention must also occur in parallel to a continuous assessment process: To what extent has a police department’s response reduced crime? An aggressive, objective assessment process is key to improving this response.

The type of intervention will vary with the situation and the department charged with intervening. Figure 1.2 shows three broad types of interventions, arranged (top to bottom) from simplest to most complex. In general, we hypothesize that the more complicated interventions will require more resources, but they will be better tailored to the actual crime problems—and get better results.

- **Generic interventions**: allocating more resources in response to increased risk. For hot spots, this might mean allocating more officers; for “hot people,” this might mean allocating more parole or probation officer contacts.
- **Crime-specific interventions**: assigning resources that are tailored to combating the expected types of crime. Resources and interventions might focus on a given hot spot or a particular person who is at risk of offending.
- **Problem-specific interventions**: identifying location-, population-, or person-specific problems generating crime risk and fixing them. This level includes measures to investigate and solve specific crimes, almost by definition.

Regardless of the type of intervention, those carrying it out—from the command level to tactical officers—will need information to execute the intervention successfully. Thus, a critical part of any intervention plan is providing information that creates the needed situational awareness among officers and staff.

**Figure 1.2**

**Intervention Methods**
Criminal Response
Once the police launch an intervention, some criminals may be arrested and removed from the streets. Others may choose to stop committing crimes, change where they commit crimes, or change the way they go about committing crime in response to the police intervention. Thus, a location that had been hot can cool off, with some criminal activity moving to another area. These changes will make the original data set obsolete. In this way, the cycle begins again with a new round of data collection, analysis, and intervention.

About This Report
Chapter Two provides additional details on some promising methods used to predict the time and place of future crimes, as well as the victims of future crimes. That chapter concentrates on the first two steps of the prediction-led policing business process shown in Figure 1.1. Chapter Three focuses on intervention methods. Through several examples and case studies, it builds on the discussion in Chapters Two and Three by showing how police departments have worked through some or all four steps of the business process. In Chapter Four, we discuss the methods used to predict offenders and perpetrators of crimes. A section of that chapter also addresses concerns about individual civil liberties and privacy rights in the context of predictive policing. Finally, Chapter Five concludes this guide with findings and recommendations for practitioners, developers, and policymakers.
When in doubt, predict the present trend will continue.

—“Merkin’s Maxim”

In this chapter, we focus on predictions about crime and its victims: when and where it is most likely to occur, what is likely to cause it, and who is most likely to be a victim. The discussion focuses on the first two steps of the prediction-led policing business process depicted in Figure 1.1 in Chapter One. As with most forecasting methods, predicting future criminal events—whether from a tactical (next incident) or strategic (long-term) perspective—involves studying data on past crimes and victims, often using a variety of methods but generally always looking for patterns. The underlying assumption is that the past is prologue—at least the more recent past (days for tactical approaches, months to a few years for strategic approaches). Although this is true for addressing the questions of when, where, what, and who, the methods used will differ with the context and the goal:

- Hot spot analysis, statistical regression, data mining, and near-repeat methods are generally used to identify where a crime will occur over a specified time horizon (when, varying from a day to a year, depending on the method and application) and therefore who is likely to be a victim.
- Temporal and spatiotemporal methods can be used to identify when a crime is most likely to occur. These methods also identify victims (who) because they account for the ambient population, as well as local residents.
- Risk terrain analysis is appropriate for discerning the geospatial factors that create crime risk and looking for physical locations that might be ripe for a specific type of crime (where).

Practitioners should be very cautious when applying analytic methods aimed at answering the question, “What are the likely causes of the crime?” In general, they should always be cautious to avoid assigning causal relationships to the results of analyses using any of these methods. A statistical relationship between one factor and greater crime risk does not necessarily mean that the factor “causes” crime. A famous example
illustrates this problem: Police tend to operate in areas with high crime, but it would be a mistake to say that police cause high crime. (It may or may not be the case that high crime leads to increased police operations.)

The predictive techniques to predict crime risk presented in this chapter are organized around six analytic categories: hot spot analysis, regression methods, data mining techniques, near-repeat methods, spatiotemporal analysis, and risk terrain analysis. Not all the techniques in these categories are equivalent in complexity. They are generally comparable only to the extent that all are used in some way or another to predict the time and place of future crimes, and they all depend on historical crime data.

We divide the techniques into four classes:

- **Classical statistical techniques**: This class includes standard statistical processes, such as most forms of regression, data mining, time-series analysis, and seasonality adjustments.
- **Simple methods**: Simple methods do not require much in the way of sophisticated computing or large amounts of data. Most heuristic methods, for example, are simple methods—relying more on checklists and indexes than on the analysis of large data sets.
- **Complex applications**: These applications include new and innovative methods or methods that require considerable amounts of data in addition to sophisticated computing tools. Many newer data mining methods and some near-repeat methods fall into this class.
- **Tailored methods**: In several cases examined here, existing techniques were adapted to support predictive policing. For example, classical statistical methods can be used to produce heat maps, which are simple, color-coded grids depicting the intensity of crime activity in a given area.

Table 2.1 matches each of the techniques addressed in this chapter with one or more of the four classes above and with each analytic category described earlier (when, where, what, and who).

**Notes on Software**

The software used for most of the methods discussed in this chapter is readily available. However, as software capabilities increase, so do the training requirements. Spreadsheet programs, such as Microsoft Excel and Calc in Apache OpenOffice (open-source and freely distributed), can do simple regressions and data manipulation, and they generally require little specialized training. For more complicated analysis or data manipulation, statistical software packages and languages, such as SAS, IBM’s Statistical Package for Social Sciences (SPSS), and R (open-source and freely distributed), provide
access to very powerful techniques but also require significantly more training to use effectively.

### Hot Spot Analysis and Crime Mapping

Hot spot methods predict areas of increased crime risk based on historical crime data. Hot spot methods seek to take advantage of the fact that crime is not uniformly distributed, identifying areas with the highest crime volumes or rates. The underlying assumption—and prediction—is that crime will likely occur where crime has already occurred: The past is prologue.

<table>
<thead>
<tr>
<th>Analytic Category and Primary Application</th>
<th>Predictive Technique</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hot spot analysis (where, using crime data only)</td>
<td>Grid mapping</td>
<td>X X</td>
</tr>
<tr>
<td></td>
<td>Covering ellipses</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Kernel density</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Heuristics</td>
<td>X X</td>
</tr>
<tr>
<td>Regression methods (where, using a range of data)</td>
<td>Linear</td>
<td>X X</td>
</tr>
<tr>
<td></td>
<td>Stepwise</td>
<td>X X</td>
</tr>
<tr>
<td></td>
<td>Splines</td>
<td>X X</td>
</tr>
<tr>
<td></td>
<td>Leading indicators</td>
<td>X X</td>
</tr>
<tr>
<td>Data mining (where, using a range of data)</td>
<td>Clustering</td>
<td>X X</td>
</tr>
<tr>
<td></td>
<td>Classification</td>
<td>X X</td>
</tr>
<tr>
<td>Near-repeat (where, over next few days, using crime data only)</td>
<td>Self-exciting point process</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>ProMap</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Heuristic</td>
<td>X</td>
</tr>
<tr>
<td>Spatiotemporal analysis (when, using crime and temporal data)</td>
<td>Heat maps</td>
<td>X X X</td>
</tr>
<tr>
<td></td>
<td>Additive model</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>Seasonality</td>
<td>X</td>
</tr>
<tr>
<td>Risk terrain analysis (where, using geography associated with risk)</td>
<td>Geospatial predictive analysis</td>
<td>X X</td>
</tr>
<tr>
<td></td>
<td>Risk terrain modeling</td>
<td>X X</td>
</tr>
</tbody>
</table>
There are trade-offs when identifying hot spots, however. If the areas identified are too small, the results may exclude some areas of interest. But if they are too large, they may not be useful for allocating resources—and thus may not be “actionable.” Very simple methods, such as grid mapping or thematic mapping, are commonly used, but these methods can be highly dependent on the initial data set and the partitioning of the map. Nevertheless, our discussion here begins by illustrating some simple approaches using grid mapping. We then focus on two more mathematically rigorous hot spot methods: covering ellipses and kernel density estimation. These two methods are relatively robust, are not sensitive to geographic partitioning, and have been incorporated into NIJ-sponsored analysis tools, including CrimeStat and HotSpot Detective. All hot spot methods are related to clustering, which is discussed later in this chapter.

A critical consideration in predicting hot spots is how to act on this information—that is, what should be done with the results of the analysis? In a study to identify the optimal patrol duration to deter crime in hot spots, Christopher Koper used statistical analysis to determine how the likelihood of a crime being committed in a hot spot was affected by police patrols of varying durations. Koper’s research found a curve that related the length of a stop in a hot spot to a subsequent reduction in the likelihood of another crime being committed there. Patrol stops of 13–15 minutes, during which time police officers interacted with the members of the community, were found to be most effective. Thus, crime hot spot identification encourages more effective directed patrols. More examples of taking action on predictions are provided in Chapter Three.

**Grid Mapping**

Figure 2.1 is a grid map of robberies in Washington, D.C. Squares colored red were in the top 2 percent for robbery counts (99th–98th percentile); orange squares were in the top 5 percent (97th–95th percentile); and yellow squares were in the top 5 percent (94th–90th percentile). Results shown are from a six-month weighted average of robbery data in 2009. Each cell is 250 meters long.

Qualitatively, the grid map has a good bit of “noise.” The highlighted cells show clear patterns, but there is variation in where the colored cells are located, and isolated hot spots are common. It is not clear whether many of these isolated spots reflect a true

---


3 Later in this chapter, we describe an intervention using the Koper model in Sacramento, California.
underlying crime risk or natural variation over the six months of data (i.e., “bad luck” in those months).

Typically, grid maps are prepared using GIS programs, but this is not always necessary. Figure 2.1 was actually prepared using Excel.\(^4\)

\(^4\) For this analysis, robbery data from the Washington, D.C., Metropolitan Police Department were geocoded using State Plane Coordinate System (SPCS) coordinates. These coordinates are rectilinear, with an easting (or x-coordinate) and a northing (or y-coordinate). Given rectilinear data, it is straightforward to map each record to a specific cell using Excel’s floor function (i.e., floor, or easting/cell length, 1). From there, an analyst can use Excel’s pivot table function on the crime data to count the number of crimes in each cell. The “count” may be a weighted sum or an average, if each record is given an appropriate weight. If the pivot table is set up to show easting (x-axis) cell indexes on one axis and northing (y-axis) cell indexes on the other—and the cell heights and
Covering Ellipses
Hot spots can be identified by mapping crime instances and finding a set of ellipses that cover the clusters of occurrences. This technique is popular because it is easy to mathematically calculate the set of ellipses that encloses dense clusters of crime occurrences and because this functionality is readily available in the CrimeStat software. Furthermore, because this method uses the geospatial position of each crime, it is not constrained by artificial boundaries when determining hot spots.

Often, the ellipses include a lot of area that is not actually high-crime because hot spots do not naturally form perfect ellipses. Several of the software implementations eliminate this problem by pruning the ellipses developed in the initial covering to their dense core. This two-step approach works by using the ellipses to cluster the crimes geographically and then defining the hot spots to be the smallest area that covers all crimes in a cluster (the convex hull of each cluster). This two-step approach has the advantage of identifying the most compact hot spots of significance, which ultimately better defines areas for directed patrols.

An example of covering ellipse methodology is nearest neighbor hierarchical clustering (Nnh). Nnh identifies groups of incidents that are spatially close. It is a hierarchical clustering routine that groups points together on the basis of a given criterion. The CrimeStat Nnh routine defines a threshold distance and compares the threshold to the distances for all pairs of points. Only points that are closer to one or more other points than the threshold distance are selected for clustering. Figure 2.2 illustrates the visual output from CrimeStat using Nnh to produce covering ellipses and, in this case, convex hulls.

While using the two-step approach will generally reveal in the densest hot spots of significance, the elliptical clustering method has two major deficiencies:

- These methods require the number of covering ellipses to be designated in advance, and it may not be immediately obvious how many are required. This problem can be mitigated by trying several different numbers of ellipses and choosing the “best” result. (Although the “best” result will be subjective, to a well-trained analyst, it will be clear and intuitive.)

widths are set to be equivalent—the result will be a grid map with weighted counts or averages in each cell. An analyst can then use Excel’s conditional cell coloring functions to create cell colors like those shown in the figure. Copying the cells onto a map in Microsoft PowerPoint, and adjusting the size of the cells so that they line up with jurisdiction boundaries and landmarks, yields a rendering like Figure 2.1.

It is possible to take a similar approach in Excel with latitude-longitude coordinates. However, the formulas require trigonometric functions and can result in substantial spatial distortion over a large jurisdiction. Translating latitude-longitude coordinates to SPCS first is preferred.

Seven clustering methods are available to CrimeStat users and, in many cases, the program offers alternative algorithms for each method. They range from simple point location to more sophisticated, overlapping, and hierarchical techniques. However, in all cases, the output from each is represented as a set of ellipses depicting the hot spot areas.
Because each observation is equally weighted, the final results can be very sensitive to the input data. Thus, if there are seasonal effects in the data, or if a very active residential burglar in a low-crime jurisdiction skews the statistics before being caught, crime data from three months ago may not be particularly relevant in identifying emerging hot spots. Thus, a data set covering six months can generate a very different set of hot spots than a smaller, more recent data set. This sensitivity can be useful, but it can lead to spurious patterns or trends and can
make results difficult to reproduce. Therefore, special attention should be paid to ensuring that the data set contains only appropriate occurrences of crime.

**Single and Dual Kernel Density Estimation**

Kernel density estimation (KDE) is another approach for identifying hot spots. The intuitive idea is to spread out each crime’s expected contribution to future crime risk over a certain area using a mathematical function called a kernel. KDE is a statistical analysis approach used to interpolate a continuous surface of crime data based on initial crime data points from different locations. The objective is to use crime incident data to identify hot spots based on their proximity to actual crime incidents. A kernel is a standardized weighting function used, in this application, to smooth crime incident data. In essence, users select a kernel function and a bandwidth and center the kernel function at the location of each crime incident. The area around each crime occurrence, as determined by the bandwidth, is weighted according to the kernel function. Several kernel functions are available; CrimeStat offers the user five, each with its own advantages and disadvantages. Most kernels are “peaked” in some way so that a crime’s expected contribution to future crime risk diminishes with distance from that crime’s location.

Single KDE estimates hot spots using a single variable: crime incidents. Dual KDE uses two variables, crime incidents and population density. In either case, the approach produces a contour map, a heat map, or a surface view map with the more heavily weighted areas of high crime visually represented. The hot spots can then be defined as areas above a certain threshold on each map.

Figure 2.3 illustrates a surface view and a contour view of a KDE interpolation of 1,180 street robberies in Baltimore County, Maryland, in 1996–1997. Both views were produced using CrimeStat, and both show three hot spot areas using the selected kernel and bandwidth.

A second example depicting the results of both a single and dual KDE is illustrated in Figure 2.4. Wiesenhütter and Oberwittler conducted a study of assault and battery incidents in the German city of Cologne using data from April 1999 to March 2000. They looked not only at the crime incidents but also at the population at risk in

---

6 A kernel function can be thought of as a distribution that is centered at a point (in this case, the location of the crime) and whose value indicates the relative influence the location has on the surrounding area. Some examples are uniform (flat), triangular (conical), standard normal (bell-shaped), and Epanechnikov (parabolic). CrimeStat features a negative exponential (or peaked) kernel function as well. See “Part III: Spatial Modeling” in the documentation accompanying the CrimeStat III software package, and T. J. Sullivan and Walter L. Perry, “Identifying Indicators of Chemical, Biological, Radiological, and Nuclear (CBRN) Weapons Development Activity in Sub-National Terrorist Groups,” *Journal of the Operational Research Society*, Vol. 55, No. 4, April 2004.

Figure 2.3
Baltimore County Robberies, 1996–1997

Figure 2.4
Single and Dual Kernel Density Interpolation Results for Assault and Battery Incidents in Cologne, Germany
the various crime areas. For the incidents, they examined what they referred to as “calls to police,” or the number of calls reporting assault and battery. For the population at risk, they examined the number of people spending time in the city, or the ambient population. To determine the ambient population, they calculated the number of people arriving and leaving through the city’s 550 public transport stations.8

The single kernel density results indicate that the bulk of the crime incidents occur in the inner city. However, when the population at risk is taken into account in the dual kernel density interpolation, the risk to the population is much higher in several more distant areas that are known for their high concentrations of socially disadvantaged populations.

KDE is fairly robust and while the selection of the kernel and its bandwidth ultimately determines the nature of the hot spots, small changes in the function definition will result in small changes. For example, the results may change depending on the threshold used to define hot spots; small changes in the threshold should result in small changes to the hot spot distributions. Analyst experience with the data, along with an intimate knowledge of the jurisdiction, is crucial for appropriate selections when conducting KDE.

Because KDE does not start with an assumption about how many hot spots there should be, it avoids the first problem of elliptical covering. Like elliptical covering, KDE will be somewhat sensitive to the initial data set, but this can be mitigated for KDE by weighting the basis functions by their time or relevance to the period of the prediction.

This approach will result in less compact crime hot spots than will using ellipses followed by taking the convex hull. That may not be a significant problem, however, depending on the selection of a basis function. (Specifically, basis functions with smaller radii will result in crime hot spots that are more compact.)

In a 2008 paper, Chainey, Tompson, and Uhlig compared KDE to other hot spot mapping techniques, including elliptical covering (though without the convex hull step). They found that KDE resulted in the highest “prediction accuracy index” (PAI).9 PAI, one proposed measure of effectiveness for hot spot methods, compares hit rates for crimes to the percentage of area that is predetermined to be “hot.” On the strength of these results, it appears that KDE (single and dual) has demonstrated promise as a predictive tool for law enforcement.

**Heuristic Methods**

Interviews with crime analysts at several police departments in the United States and Canada revealed that, in many cases, predictive techniques consisted of purely heuris-

---


tic methods: Instead of using the more mathematically structured hot spot methods, departments often use less sophisticated techniques to uncover actionable crime hot spots. They found that these methods are effective because police departments know their cities. Specifically, they know the high crime neighborhoods, the types of crime likely to occur in each neighborhood, and when they are likely to occur. They know and understand the population and, generally, they can easily discern crime indicators.

We asked, “What predictive techniques do you get the most use out of?” One crime analyst responded by describing what can only be interpreted as purely heuristic tools:

We have some tools for temporal analysis. Those reports are very useful, looking at time of day by week to see if there’s a spike in particular crimes. We actually have in our roll-call rooms a widescreen TV where they can see what has occurred in the last 24 hours in the precinct, and an officer can get a good feel of what is happening in their area of responsibility but also what’s taken place during other shifts. I think the crime maps help them a lot [as does] the year-to-year analysis. You can see if certain offenses are up or down. You can look at weekly trends compared against next year. If there was a high week in last year for burglaries, you can look at that and address those. Certain types of offenses have some seasonality to them, and you might see robberies pick up in November.10

With few exceptions, responses from other crime analysts reflected similar experiences. It appears that the objective is to interpret the results from sophisticated mathematical analyses, making it easier for police officers to access the information they need to understand the current situation and determine how to respond. One crime analyst put it this way: “The output from the dashboard is job-specific. It tries to give you the level of information that you need, given your role in the organization. We try to minimize the number of clicks.”11

The following three methods are considered heuristic but were nevertheless cited as effective by the users with whom we spoke:

1. **Manual identification of hot spots on pin maps (“I eyeball it”):** Analysts often examine geocoded point data to identify hot spots. Using this approach, analysts use their judgment and experience to identify or define areas of concentrated activity. This approach is limited by the fact that repeat locations are often rendered as a single point, which skews any visual representation of a cluster. Despite obvious, nonscientific limitations, this approach is heavily used by both new and experienced analysts, and, often, when coupled with good jurisdictional knowledge, it is believed to be quite accurate.

---

10 Department crime analyst, interview with the authors, August 2012.
11 Department crime analyst, interview with the authors, August 2012.
2. *Quadrat thematic mapping (grid cells):* The manual version of the grid mapping methods discussed earlier, this technique involves aggregating crime data on a matrix of equally sized polygon cells or grids. The cells reflect “hot” areas, typically using shades of red or yellow.\(^{12}\) We include this method here as heuristic because the color intensity in each cell is typically determined by the number of crime incidents recorded. However, the method is not restricted to counts; a smoothing function, such as a KDE, might be used to identify the color intensity as well. This approach is the same as the “simple density” option in ESRI’s ArcMap, as opposed to a kernel density option. Figure 2.5 illustrates a quadrat thematic map of vehicle crimes using 250-meter quadrats. The analyst has manually singled out four areas of special interest because of the high crime rates depicted.

3. *Jurisdiction-bounded areas:* Analysts sometimes use a thematic map based on jurisdictional geography (e.g., districts, precincts, zip codes), typically using polygons to determine hot spots. Darker-colored polygons are often used to represent hot areas. On the positive side, this means that the polygons can correspond nicely to familiar areas (e.g., police beats). On the negative side, the use of jurisdictional or political boundaries subjects this approach to the “modifiable areal unit problem,” which means that the selection of hot spots can reflect the geographies of

---

the polygons more so than a real underlying risk. Analysts can choose whether to use simple crime volume to indicate polygons of highest crime density or to base the coloring on a rate—for example, using population data to compare areas. Figure 2.6 shows a thematic map based on crime incidents in census tracts. The analyst has outlined three tracts that are considered to be particularly hot.

**Regression Methods**

Regressions fit a mathematical relationship between the variable to be predicted and independent “explanatory” variables. In contrast with hot spot mapping, regressions project future crime risk based not just on past crimes but also on what can be a wide range of data. For example, a regression model for future burglaries might include as inputs prior burglaries as well as counts for other types of crime, counts for vandalism and other types of disorder, numbers of homes in the area, numbers of unoccupied homes, the number of individuals with recent convictions for property crimes, and so on.

Statistical regression has been applied to problems related to crime for many years. Although more sophisticated techniques can provide additional information or
avoid some pitfalls, regression is still useful for many types of crime analyses. That said, regression predictions can be unstable if there is substantial volatility in the underlying data set or if the data set is small.

Regressions can be useful for questions to which the answer is a number with some confidence value associated with it. So, suppose the question is “How many robberies will a neighborhood have next week?” A regression might find the answer to be “There will most likely be eight, but we are 90-percent sure there will be between two and 14.”

A number of regression techniques can be used in predictive policing, ranging from variations in the kinds of mathematical relationships allowed to how analysts select which input variables and data sets to use.

**Types of Relationships**

In this section, we outline three relationships between the variables to be predicted and independent “explanatory” variables in regression methods:

- **Linear regression:** Linear regressions model the basic relationship between two or more variables by fitting a linear equation to observed data. This means that the equation is a weighted average of the input variables (e.g., predicting the expected number of robberies next month to be half the robberies committed last month plus one-fourth the disorderly conduct calls last month plus some constant number). The model is called linear because, geometrically, these methods fit a line or plane to the relationship between the output and input variables. These methods can also estimate confidence intervals on the crimes (e.g., “expected eight robberies with a 90-percent chance of between two and 14 robberies”). The most common method for fitting a regression line is the method of least-squares. This method calculates the best-fitting formula for the observed data by minimizing the sum of the squares of the deviations from each data point to the formula’s prediction for that data point.
- **Nonlinear regression:** These methods allow for more complicated mathematical formulas between the input and regression variables than weighted averages. Practically speaking, fitting nonlinear relationships requires more complex and time-consuming statistical algorithms.

---


14 Adapted from Yale University, Department of Statistics, “Linear Regression,” supplemental course materials, September 16, 1997. Generating confidence intervals requires assuming that the predicted variable’s values come from particular well-behaved random distributions. Continuing the example, say that the number of robberies in the neighborhood come from a normal distribution with a mean (average) equal to whatever the linear equation predicts.
Regression splines: Regression splines allow different regression methods to model data over different regions of the dependent variable. For example, suppose that, for a given year, the probability of an auto theft in an area ranges from 0.01 percent to 45 percent. It may be that, between 0.01 percent and 5 percent, the best explanatory variables are model type, location of the vehicle, and age of the thief, whereas the best explanatory variable of thefts from 5 percent to 45 percent are the age and condition of the vehicle. Regression splines allow the analyst to create piecewise regressions over the full range of the dependent variable.15

Selecting Input Variables
Selecting which input variables to include in a regression model can be a challenge, especially if there is a large number of candidate input variables. While one can put all the possible variables into a model, the result will be a model that is overfit; the resulting formulas merely reflect random noise in the input data rather than a true relationship between the input and output variables. Some methods to deal with variable selection are as follows:

- Manual experiments and correlation heuristics: With these methods, analysts examine correlations (the extent of mathematical relationships) between the input and output variables and filter out input variables that are (1) not well correlated with the output variable to begin with or (2) too highly correlated with the output variable. The analyst adjusts the filtering criteria and otherwise experiments with different variables to find a model with good overall predictive accuracy and for which each input variable contributes meaningfully in a statistical sense.
- Forward/stepwise regression: These methods are “greedy” heuristics that iteratively build regression models. During each iteration, the method adds the additional input variable to the model that makes the statistically “best” improvement to the model’s accuracy. (Stepwise methods can also drop input variables that cease to make statistically significant contributions to the model as new variables come in.) These methods have come under heavy criticism for being approximate and for giving the false impression that the variables making it into the final model “cause” the output variable (instead of just happening to be selected at a given iteration). These warnings aside, stepwise regression frequently generates very good predictive models, and the methods are broadly available in statistical packages and as Excel add-ins.16


16 Adapted from Nyce, 2007.
• **Mathematical optimization methods:** These methods place penalties on the number of variables included in the model and solve complicated optimization problems to fit the “best” overall model, with *best* having complicated definitions outside the scope of this guide. This class includes some of the most cutting-edge analytic models, including least-angle regression, lasso regression, and the elastic net.\(^{17}\)

Typically, one has to use very sophisticated tools to employ these techniques; note that most are available in the open-source package R. Although they are known for generating some of the most accurate models possible, they do have a downside: Since the goal is maximizing overall predictive power, the model parameters on any given input variable can be practically meaningless.

### Leading Indicators in Regression (and Other) Models

A leading indicator is a sign that provides hints about what is to come. Just like a thunder cloud on the horizon indicates that rain may be coming, variables can indicate the direction that crime will be trending in the near future. These could be petty crimes that lead to more serious crimes, geographic changes that shift the locations of crime (such as construction of a mall, a sports arena, or a large building), or other changes that alter the location or intensity of criminal activity. Leading indicators allow analytical policing to move from reactive to proactive, but care should be taken to ensure the predictive models remain relevant. When some types or targets of crime cease to be profitable, the system may evolve in response, and new leading indicators will be needed.

Data on some leading indicators can be easily acquired. For example, weather has been found to lead to an increase in certain types of crime. Bushman et al. showed that higher temperatures correlate with higher crime, even when controlling for such factors as season and time of day.\(^{18}\) Thus, the weather forecast could inform a statistical model determining where to anticipate crime in the very short term.

Gorr and Olligschlaeger compared different regression approaches for predicting a set of crime categories using data from Pittsburgh.\(^{19}\) They ran regressions of different complexity on the same data set and compared the results. They found that simple time series were outperformed by more complicated methods. In particular, they found that because of some instability in the underlying data, using a smoothing coefficient (placing more weight on more recent data) improved predictions.


More recently, Neill and Gorr collected two sets of crime offense reports from the Pittsburgh Bureau of Police. One set reported violent crimes, such as murder and armed robbery, and the other reported what the authors termed “leading indicator” crimes, such as simple assault and disorderly conduct. The detected violent crime clusters were used as the dependent variable, and the authors examined how many of these clusters could be predicted by the leading indicator data. Of the 93 significant violent crime clusters, 19 were successfully predicted by the leading indicator data.  

**A Regression Example**

Figure 2.7 revisits the forecasting of Washington, D.C., robberies discussed earlier in this chapter. This time, however, the cell colors show numbers of robberies forecasted from a regression model rather than weighted averages of robberies to date. The model makes predictions based on historical data within a cell and also within each of the eight neighboring cells (with edge-adjacent cells given higher weight than cells that are only corner-adjacent). The variables used in the model include not just robbery histories but also the histories of five other Part 1 crimes and leading indicators, including disorderly conduct and suspicious activity calls. The disorderly conduct and suspicious activity calls have been further categorized into separate types using text mining. The model itself is a linear regression model with the specific variables (specific crime histories and call-type histories) selected using stepwise selection.

Qualitatively, the result of the use of the model is to reduce the “noise” in Figure 2.1; the hot spots in the map that correspond to city landmarks, such as main shopping and entertainment districts, are now larger. A number of these hot spots have been labeled on the grid map.

However, a regression model like that shown in Figure 2.7 can go too far in “reducing noise.” As shown in Figure 2.8, some seemingly isolated hot spots correspond to individual Metro (subway) stations or other comparatively small landmarks, which—since they see a great deal of foot traffic—are likely real hot spots rather than “bad luck.” The analyst will need to look at maps and models using a variety of resolutions and methods, employing their own knowledge of the jurisdiction to get a thorough understanding of which apparent hot spots are genuinely high-risk and which are not.

**Data Mining (Predictive Analytics)**

The regression models introduced here are just one family of mathematical models for generating forecasts based on a set of input data. The generalization of the concept of

---

building a mathematical model to make predictions based on input data is commonly referred to as *data mining*, or, in contemporary marketing, *predictive analytics*. Officially, data mining is the “practice of searching through large amounts of computerized data to find useful patterns and trends.”

Regression models are a subset of data mining, but the following methods also fall into this category:

---

21 This definition is taken directly from the Merriam-Webster’s online dictionary.
• *Classification* methods predict a category for an outcome (e.g., “There is an 85-percent chance of a robbery here next month”), rather than a continuous number, as in regression (e.g., “We predict an average of 1.24 robberies here next month”).

• *Clustering* methods subdivide records into groups in which the records are “similar” mathematically. These models make predictions by stating that a future situation will likely be similar to a previous cluster of situations (e.g., “This neighborhood is showing attributes similar to those of other neighborhoods labeled as high-crime”).

• There are methods that allow for far more complicated (or at least very different) relationships between input data and output predictions than is normal in regression models. Recall that regression models presume simple formulas relat-
ing input data and output relationships, such as “expected robberies = half of last month’s robberies + half of last month’s disorder-related calls + a random term.”

- **Ensemble** methods take a number of simple predictive models and combine them in some way to yield a final overall prediction (such as by having the models vote or taking a weighted average of their output).
- In traditional regression analysis, the analyst typically works with only a handful of input variables to avoid computational problems. In many situations, the analyst suffers from a surplus of possible variables to choose from in building a predictive model—often hundreds, if not thousands. For example, in building a crime forecasting model, the analyst might have data on multiple types of prior crime, multiple types of disorder reports, multiple economic and demographic variables, as well as weather and data, and seemingly endless ways of representing or combining them. The field of data mining includes methods specifically designed to deal with situations in which there are many input variables.

The use of data mining models beyond linear regression has become more popular as computers become faster and are able to process more data in a short period. There is no single core technique for data mining; instead, data mining should be thought of as a suite of tools to extract information from large amounts of data. Indeed, it is fairly common to experiment with a number of algorithms and parameters, selecting the modeling approach that performs best.

The specific computational technique used in data mining depends on the nature of the data being analyzed. Therefore, the first step is to understand the data. There are different techniques depending on whether the dependent variable (frequently called the target variable or function) is discrete or continuous. As described here, a discrete variable is one that can take only a few sets of values (e.g., race, sex, or other categorical value). A continuous variable in this case will be any numerical value that can take any value within a range (e.g., property value, temperature).

One also can choose techniques of varying complexity. At one extreme, there are simple methods that select a relative handful of the possible variables and build a mathematical model with fairly simple relationships between the input data and the forecast. These models run comparatively quickly, and the results are usually directly interpretable by a person. Most regression analyses fit into this category, as do decision-tree methods (which generate a simple tree of “if-then” clauses to make a prediction). At the other extreme are methods that take most if not all of the possible variables and combine them using extremely complicated relationships to generate forecasts. These models run comparatively slowly, and the results are usually not interpretable by a person, except perhaps through a limited readout stating that certain variables had heavier or lighter “weights” in the final model. Such models are commonly referred to as black box models.
The advantage of these complicated methods is that they can sometimes produce forecasts that are more accurate than those generated by the simpler methods. For some models, however, drawbacks could include a loss of interpretability and much more significant computation requirements (though the computational cost depends on the algorithm).\textsuperscript{22} Computation time can be a minor annoyance when working with a few hundred data points, but it is a potential project-ender when dealing with very large data sets (hundreds of thousands to millions of records).

Further, and not surprisingly, some techniques do not work if parts of the data are censored, observations are missing, or errors are present. Other methods are robust to these sorts of data problems—the accuracy of the predictions merely degrade as errors increase.

While we do provide a summary of the key types of data mining methods in the following sections, this guide merely scratches the surface of data mining. A thorough and highly readable discussion of the spectrum of data mining techniques can be found in the book \textit{Data Mining: Practical Machine Learning Tools and Techniques} by Ian Witten and Eibe Frank.\textsuperscript{23} For those seeking online instruction, Carnegie Mellon University’s Auton Lab maintains a popular set of tutorials on a wide range of data mining techniques.\textsuperscript{24}

Many of the software tools mentioned in the section “Regression Methods” are also capable of data mining, but there are additional tools designed strictly for this purpose. One such tool is WEKA. Developed by Witten and Frank, WEKA is a freely available, open-source program with an intuitive graphical interface that allows users to explore a wide array of data mining techniques.\textsuperscript{25}

There are three families of data mining techniques that will be of primary interest for predictive policing: regression, clustering, and classification. Regression methods were introduced earlier; here, we just mention that there are techniques within this family that are much more complicated than the basic methods discussed in this guide. To choose among numerous input variables, one can, for example, use an algorithm that solves a complex optimization problem to determine what weighted combination of variables yields the best performance in a regression.\textsuperscript{26} As mentioned already, clus-

\textsuperscript{22} On the other hand, some complex methods are designed to accommodate extremely complicated models with low computational requirements. Examples are reproducing kernel methods and boosting.


\textsuperscript{25} Machine Learning Group, University of Waikato, “Weka 3: Data Mining Software in Java,” homepage, undated.

\textsuperscript{26} The Elastic Net algorithm is one of the more powerful methods for this purpose. See Zou and Hastie, 2005. Elastic Net is available through the statistical system R in the glmnet package. For more information, see Jerome Friedman, Trevor Hastie, and Rob Tibshirani, “glmnet: Lasso and Elastic-Net Regularized Generalized Linear Models,” Comprehensive R Archive Network, undated.
Clustering approaches group data records into similar groups. And similarly, classification techniques assign data records to categories (commonly referred to as *classes*).

**Clustering**

Clustering algorithms form a class of data mining approaches that seek to group data into clusters with similar attributes. The goal is to find clusters of observations in which the observations in a cluster are significantly more similar to each other than to those outside of the cluster.

Clustering will work well with multiattribute data. For a burglary, for example, an observation might include such attributes as the neighborhood, time of day, entry method, or types of objects stolen. The clustering method selected will depend on whether the data are categorical or numerical, but most software implementations can automatically select the appropriate technique. Most clustering algorithms run quickly and can work with very large data sets.

Clustering algorithms can be used as part of a data exploration process to find commonalities across crimes. For example, clustering could be used on a data set of burglaries to find those exhibiting similar tactics. This could be evidence of a serial burglar, or it could suggest interventions to use against some of the clusters. As a specific example, Adderley and Musgrove cluster perpetrators of serious sexual assaults using a technique called a self-organizing map (SOM).27 The SOM clusters observations with similar traits to form related groups. The authors were able to identify crimes committed by the same individual because of these similarities. This information could be fed into the hot spot models discussed earlier to identify the perpetrator’s next target, or it could be used with the geographic profiling methods discussed in Chapter Three to identify the perpetrator’s home base.

As another example, spatial clustering algorithms running on geospatial crime incident data can find statistically significant hot spots. *Indicators of spatial association* are statistics used to evaluate the existence of spatial clusters for a given variable. One example is local indicators of spatial association (LISA).28 LISA statistics, such as Getis-Ord Gi*, compare local values to global values to determine the extent of spatial clustering. The Gi* statistic identifies areas that are more clustered than what would be expected by chance. The output—a z-score—indicates the magnitude of the

---


clustering. Higher or lower z-scores reflect a greater degree of clustering, while scores near zero indicate spatial randomness.  

**Classification**

Classification algorithms seek to establish rules assigning a class or label to events. Classification techniques can be applied to any problem for which the analyst can use a categorical prediction rather than a numerical one. Further, some classification techniques can find complicated nonlinear patterns relating input data to predictions.

Classification works with a training data set to learn the patterns that determine the class of an observation so that the pattern can be used to make predictions about future observations. For example, classification might be used to figure out which gang members about to be released are likely to reoffend based on data about previous releases of gang members. Similarly, classification methods might be used to predict whether a given area will be “high-crime,” “medium-crime,” or “low-crime” over the next month. For some classification methods, the techniques can generate a predicted number (e.g., an anticipated average robbery count), given that a record has been assigned to a particular category (e.g., the “high-risk” category).

As mentioned, these data mining techniques include comparatively simple methods, such as decision-tree algorithms, which run quickly and produce human-readable outputs—decision trees. A tree might look like this:

- IF a robbery happened here last month, predict “high robbery risk.”
- ELSE:
  - IF there were more than five disorderly conduct calls, predict “medium robbery risk.”
  - ELSE predict “low robbery risk.”

Conversely, data mining also includes some of the most complex black box methods, which combine all variables into complicated formulas to make predictions. Examples of these more complicated algorithms include the neural network and support vector machine families, both of which are outside the scope of this guide.

Also popular are “ensemble” methods that generate a large set of simple predictive models, then combine them in some way (e.g., by having the simple models vote, averaging the models’ predictions, or using the models’ results as input data in a

---

29 For statistically significant positive z-scores, the larger the z-score, the more intense the clustering of high values. For statistically significant negative z-scores, the smaller the z-score, the more intense the clustering of low values.

30 The category can be a number. For example, a classification model predicting that the number of robberies next month will most likely be close to “0,” “2,” “4,” or “8” could use these category designations.
supermodel). The following are some of the more sophisticated and popular ensemble methods:

- **Boosting methods** start with an initial simple classification model (which is probably weak, or not terribly accurate) and iteratively add simple classification models to it. The idea is that the combination of simple models will be more accurate. For each iteration, boosting methods focus on finding a simple model that will correctly classify cases that were incorrectly classified in the last iteration. Depending on the method, the final prediction is either a weighted average or majority vote of all the simple classification models.\(^{31}\)

- **Random forest methods** iteratively generate a large number of simple decision trees (a “forest”). In each iteration, they “grow” a simple decision tree on randomly selected subsets of input variables and input data. The final prediction is the plurality vote of all the simple trees.\(^{32}\)

- **Bagging methods** generate a large number of classifiers—this time by building a classification model in each iteration on a randomly selected subset of the input data. The classifiers are typically decision trees or neural nets (with no requirements to be “simple”). Again, the final prediction is either the average or plurality vote.\(^{33}\)

These more complicated methods do offer the potential of improved accuracy, though it is far from guaranteed that they will perform much better on any particular problem.\(^{34}\) They also usually have good running times, as the algorithms operate by chaining together a number of simple models, each of which is generated quickly. The analyst may want to experiment with simple, black box, and ensemble methods (assuming that trying certain methods will not crash the analyst’s computer) to see whether the increase in accuracy is worth the time and loss of understandability.

---


\(^{34}\) For example, Caruana and Niculescu-Mizil conducted an empirical comparison of ten families of data mining algorithms across 11 binary classification data sets. They found that the ensemble methods (boosting on decision trees, random forests, bagging on decision trees) performed best overall, followed by support vector machines and neural networks, with the simpler methods at the bottom (nearest neighbors, single decision tree, regression, and naïve Bayes classifier). However, the data sets and problems used varied widely, including predicting personal income, recognizing letters, and determining the prevalent type of tree in an area. As a consequence, the algorithms used for particular problems also varied widely. See Rich Caruana and Alexandru Niculescu-Mizil, “An Empirical Comparison of Supervised Learning Algorithms Using Different Performance Metrics,” *Proceedings of the 23rd International Conference on Machine Learning*, New York: Association for Computing Machinery, 2006.
As an example classification application, Sullivan and Perry studied the development cycle of terrorists seeking to acquire weapons of mass destruction and identified some indicators for the path of a terrorist organization using statistical classification techniques.35 Specifically, they used a classification tree method and another method called discriminant analysis because their model had a discrete dependent variable (the organization’s stage of weapon development: nonseeking, seeking, or strongly seeking). The authors found that organizational characteristics, such as the leadership’s mindset and the group’s technical capabilities, were strong predictors of acquiring weapons of mass destruction. Similar techniques can be used to identify factors that influence crime trends. The structure of the study could be duplicated to identify leading indicators to be fed into a regression model.

Training and Testing a Model

It is worth noting that verifying the accuracy of a predictive model is usually a two-step process. Especially if there are many input variables and possible ways of combining them, there is some risk that the predictive model “fit” in a data mining method is overtrained, meaning that the model reflects natural noise in the input data more so than genuine statistical relationships between the input data and output predictions. To resolve this, it is common practice to split the data set into a training set and a testing set. (The output variable is “known” for each set.) The data mining method fits the model to the training set; the model is then applied to the test set to see whether it has about the same predictive accuracy as on the training set. This will give the user a fair notion of the accuracy of the model generated by the data mining method. While most commonly associated with the more complex data mining models, this technique is also used to test the goodness of simpler models, including regression models.

Near-Repeat Methods

Near-repeat methods operate on the assumption that some future crimes will occur very near to current crimes in time and place—that areas recently seeing higher levels of crime will see higher crime nearby in the immediate future. George Mohler at Santa Clara University has documented several studies that support this assumption. For example,

- Burglars repeatedly attack clusters of nearby targets because local vulnerabilities are well known to the offenders.

A gang shooting may incite waves of retaliatory violence in a rival gang’s territory.\textsuperscript{36}

Mohler claims that crime spreads through local environments (micro-time and micro-place) much like a contagious disease. If there has just been a crime, the risk of crime increases a short distance away, for a short period of time. This seems to be particularly true of burglaries. For example, in the San Fernando valley of Los Angeles in 2001–2005, there were more than 100 burglaries within three hours and 200 meters of a prior burglary.

Other studies have confirmed this pattern. For example, Michael Townsley and others have reported that the repeat rate (the proportion of repeat incidents that make up the overall crime count) was 18.7 percent in Beenleigh, Australia, the city with the sixth highest residential burglary rate in the state of Queensland.\textsuperscript{37} They also found that the chance of a residential address being victimized one time only was 7 percent. Having been a victim once, the chance of revictimization was more than 16 percent—more than double the initial chance of becoming a victim.

To take advantage of this effect, Mohler et al. developed a “self-exciting process,” or “earthquake modeling” algorithm.\textsuperscript{38} This algorithm has been widely reported on by the media, as discussed in Chapter One. Although this algorithm uses sophisticated mathematics, the approach is relatively simple:

- Lay a grid over the jurisdiction, as in traditional grid mapping.
- Estimate the current rate (called the “background rate”) at which new crimes appear in each grid square. This rate depends only on the characteristics of each grid square and jurisdiction-wide temporal effects. (For example, we can allow the current rate to increase in the summer months, when crimes are more frequent.)
- When there has just been a crime, assume that the rate for new crimes will jump up temporarily. (This can be thought of as the “aftershock rate.”) This jump declines the longer the grid square goes without seeing a new crime, eventually falling back to the background rate.

Unsurprisingly, the “earthquake modeling” label comes from the fact that similar models are used to account for the likelihood of earthquakes before and immediately


\textsuperscript{38} Mohler et al., 2011.
Making Predictions About Potential Crimes after other earthquakes. A significant number of calculations, including simulation, are required to estimate the background and aftershock rates for all the grid squares.39

As an example application, the Santa Clara County Sheriff’s Office in California implemented a version of Mohler’s self-exciting point process with a grant from the U.S. Department of Justice. The focus was on property crimes (burglaries of homes and vehicles). Results from 2010 and 2011 were encouraging:

- The most common times for such crimes were Tuesdays and Thursdays between 5:00 p.m. and 8:00 p.m. The department provided officers with hot spot locations and victim profiles, and it claims that crime rates decreased.
- From 2010 to 2011, the property crime rate in the West Valley patrol area decreased by 23 percent.40

The Santa Cruz Police Department, also in California, implemented a version of Mohler’s algorithm on a six-month trial basis beginning in July 2011.41 After the program proved to be very successful, the department moved to full operation with the algorithm in July 2012. Comparing crime statistics for the first six months of 2012 with statistics for the same period in 2011, the department reported that property thefts were down 19 percent without additional officers or shifts.42

A near-repeat calculator has been developed by Jerry Ratcliffe at Temple University with a grant from the NIJ and is freely available.43 The calculator software is based on the concept of “communicability” of risk to nearby locations for a short amount of time. The method builds on a space-time clustering methods first pioneered by George Knox in 1964. Knox studied the epidemiology of childhood leukemia. His test sought to determine whether more event-pairs could be observed with a closer proximity in space and time than would be expected under random distribution. The test used
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39 The details are outside the scope of this guide but can be found in Mohler et al., 2011. A very rough summary is as follows: At each iteration, the algorithm starts with a matrix of spatiotemporal distances between each crime and a matrix \( P \), in which each entry is a probability that crime \( i \) “caused” crime \( j \) (i.e., it is an aftershock crime rather than a background crime). The algorithm then uses a random sample of crime point-pairs to develop estimates of the background and aftershock rate parameters using kernel density estimation techniques. Those new parameters are then used to update \( P \), and the algorithm iterates until the rate parameters and \( P \) converge. The algorithm takes advantage of the fact that there are simple algebraic relationships between the true crime rate parameters and the true values of the matrix \( P \).

40 These statistics were reported in Josh Koehn, “Algorithmic Crime Fighting,” SanJose.com, February 22, 2012.


42 Brian Heaton, “Predictive Policing a Success in Santa Cruz, Calif.,” Government Technology, October 8, 2012.

Monte Carlo simulation to compare actual time differences between events to time differences chosen randomly to determine whether time differences tend to be shorter than would be the case if events occurred randomly in time.

Another near-repeat method for predicting burglaries is ProMap.\(^4^4\) This method assesses which grid squares are predicted to have the greatest imminent risk for burglaries based on where burglaries have recently been and uses a simple mathematical model. ProMap outperformed both kernel density maps and analyst-generated maps in an experiment in Merseyside, UK.

It is important to note that there is a simple heuristic version of near-repeat methods: Mark areas that have just seen a crime, especially a burglary, as being at elevated risk of another similar crime in the near future. This technique appears to work best with burglaries; other types of crimes do not show near-repeat effects that are quite as strong.

**Spatiotemporal Analysis**

The predictive methods discussed to this point have focused on the crime incident: crime type, location, and time, or the current patterns of crime. We know that crime patterns can change over time, however. In this section, we expand the discussion to include the relationship between crime and the environment over time. Here, we expand the prediction problem to include various environmental and temporal features of the crime location. The idea is to use this information, along with crime incident information, to predict the location and time of future crimes.

**Basics of Spatiotemporal Analysis**

Heuristic methods used to analyze spatiotemporal features are rather common. Generally, this is a manual process, perhaps with some help from a graphical user interface. The process can also take into account such information as food stamp distribution dates and data on the release of serial offenders. However, more mathematically rigorous methods have been developed to combine these features with information about the crime itself, as we discuss later in this section. Features generally used in spatiotemporal analysis include

- time of day, day of week, and time and day cycles
- temporal proximity to other events (e.g., payday, sporting events, concerts)
- season

• weather
• interval between offenses in a crime series (including correlations of those intervals to other factors, such as the value of stolen property)
• repeat locations
• geographic progression of incidents in a crime series
• spatial arrangement of incidents
• type of location (e.g., parks, convenience stores, public housing)
• geographic correlates (e.g., near bus stops, near establishments licensed to sell liquor)
• environmental and target factors (e.g., lighting, neighborhood condition, traffic level)
• demographic and economic data from the crime area.

All of these features—alone or in combination—have predictive value in analyzing both short-term series and long-term problems or hot spots. For example, analysts often find that serial offenders “space” their crimes in predictable intervals while adjusting to their preferred day of the week. An analyst might find a strong correlation between the cash stolen in bank robberies and the number of days the offender waits until the next offense. A forecast of snow might herald an increase in traffic collisions at specific intersections, especially if it is expected to occur during specific time frames.

Considerations of time and space apply not only to crime locations (as generally extracted from police data systems) but also to other locations related to the crime. For instance, a sexual assault or robbery might involve a location and time at which the offender “acquires” a victim that is separate from the location where the actual robbery or assault occurs. A vehicle might be stolen in one area, driven to another area for use in a crime, and dumped in a third area. These associated areas often have greater predictive value than the central crime location.

Crime analysts often make predictions or “forecasts” from these features using basic descriptive, inferential, and bivariate statistics. For example, a popular corporate training course encourages analysts to take the means and standard deviations of the intervals between offenses and use these statistics to create a predicted “window” for next events.45 The IACA’s Professional Training Series teaches analysts to (among other things) forecast crimes temporally using a simple linear regression between intervals and dollar values.46 A spatial statistics training manual for analysts instructs on spatial forecasting by considering an offender’s spatiotemporal moving average over time.47

47 Smith and Bruce, 2010.
Several other “predictive” techniques, particularly with large data sets, involve simple considerations of frequency distribution and modes: Locations of future hot spots and times for robberies are presumed to be the same as locations of past hot spots and times for robberies, perhaps adjusted slightly by known upcoming changes in the geography, demographics, or economics of the jurisdiction.

**Heat Maps**

Perhaps the simplest way to conduct spatiotemporal analysis is a *heat map*, a table that shows, through color intensity, the relative frequencies of crimes with different dates, times, and conditions. The heat maps shown in Figure 2.9 were prepared in Microsoft Excel using a database of more than 87,000 Part 1 crime records from the Washington, D.C., Metropolitan Police Department (incidents studied were from July 2007 to November 2009).

Preparing the heat maps involved simply creating new variables for the hour and day of the weeks in which the crimes reportedly occurred. We used pivot table features in Excel to create the tables showing the numbers of crimes by hour and day of the week. Then, we used conditional formatting features to color the cells. A variety of other packages offer similar heat map functionalities as well.

The heat maps show differing patterns for burglaries and robberies. Burglaries are concentrated during the daytime of the workweek (Monday–Friday) and are concentrated in the morning, particularly in the 7:00 a.m. hour. The 7:00 a.m. concentration is probably due largely to the timing of data reporting, reflecting when the property owner or manager discovered the burglary as opposed to when it occurred. Conversely, robberies tended to occur at night and were concentrated between 8:00 p.m. and midnight during the workweek and between 9:00 p.m. and 4:00 a.m. on weekend nights.

The heat map shown simply reflects time of day and day of week for three crime categories in all of Washington, D.C., but similar maps might be generated to show

- crime levels for particular districts, beats, or other jurisdictional boundaries
- crime levels by month
- crime levels during particular holidays
- crime levels during special events (e.g., sporting events, major expos)
- crime levels by weather conditions (assuming the data include a field for weather conditions in that jurisdiction at that time).

Beyond Excel, dedicated predictive policing tools can support spatiotemporal analysis. Figure 2.10 is a screenshot from Information Builders’ Law Enforcement Application software. As shown, the analyst can identify likely hot spots on a city map (Richmond, Virginia, is shown here) for an upcoming date and time (four-hour block) under varying weather conditions.
Figure 2.9
Heat Map of Part 1 Crimes, Burglaries, and Robberies in Washington, D.C.

<table>
<thead>
<tr>
<th></th>
<th>Sun</th>
<th>Mon</th>
<th>Tue</th>
<th>Wed</th>
<th>Thu</th>
<th>Fri</th>
<th>Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Six Part 1 Crimes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:00 a.m.</td>
<td>829</td>
<td>483</td>
<td>464</td>
<td>421</td>
<td>480</td>
<td>546</td>
<td>874</td>
</tr>
<tr>
<td>1:00</td>
<td>634</td>
<td>284</td>
<td>298</td>
<td>278</td>
<td>297</td>
<td>321</td>
<td>677</td>
</tr>
<tr>
<td>2:00</td>
<td>534</td>
<td>223</td>
<td>213</td>
<td>202</td>
<td>231</td>
<td>243</td>
<td>535</td>
</tr>
<tr>
<td>3:00</td>
<td>477</td>
<td>168</td>
<td>140</td>
<td>133</td>
<td>141</td>
<td>173</td>
<td>472</td>
</tr>
<tr>
<td>4:00</td>
<td>334</td>
<td>163</td>
<td>156</td>
<td>155</td>
<td>141</td>
<td>169</td>
<td>317</td>
</tr>
<tr>
<td>5:00</td>
<td>136</td>
<td>100</td>
<td>104</td>
<td>107</td>
<td>94</td>
<td>112</td>
<td>115</td>
</tr>
<tr>
<td>6:00</td>
<td>140</td>
<td>240</td>
<td>241</td>
<td>208</td>
<td>220</td>
<td>210</td>
<td>214</td>
</tr>
<tr>
<td>7:00</td>
<td>275</td>
<td>612</td>
<td>602</td>
<td>574</td>
<td>612</td>
<td>600</td>
<td>342</td>
</tr>
<tr>
<td>8:00</td>
<td>183</td>
<td>390</td>
<td>358</td>
<td>388</td>
<td>402</td>
<td>393</td>
<td>192</td>
</tr>
<tr>
<td>9:00</td>
<td>313</td>
<td>609</td>
<td>556</td>
<td>540</td>
<td>524</td>
<td>547</td>
<td>380</td>
</tr>
<tr>
<td>10:00</td>
<td>413</td>
<td>486</td>
<td>483</td>
<td>424</td>
<td>462</td>
<td>480</td>
<td>434</td>
</tr>
<tr>
<td>11:00</td>
<td>424</td>
<td>485</td>
<td>463</td>
<td>473</td>
<td>475</td>
<td>498</td>
<td>483</td>
</tr>
<tr>
<td><strong>Burglaries</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:00 p.m.</td>
<td>602</td>
<td>603</td>
<td>614</td>
<td>600</td>
<td>587</td>
<td>658</td>
<td>593</td>
</tr>
<tr>
<td>1:00</td>
<td>455</td>
<td>530</td>
<td>468</td>
<td>530</td>
<td>534</td>
<td>506</td>
<td>534</td>
</tr>
<tr>
<td>2:00</td>
<td>567</td>
<td>587</td>
<td>523</td>
<td>560</td>
<td>503</td>
<td>611</td>
<td>622</td>
</tr>
<tr>
<td>3:00</td>
<td>603</td>
<td>556</td>
<td>589</td>
<td>606</td>
<td>582</td>
<td>699</td>
<td>673</td>
</tr>
<tr>
<td>4:00</td>
<td>582</td>
<td>607</td>
<td>621</td>
<td>669</td>
<td>559</td>
<td>744</td>
<td>654</td>
</tr>
<tr>
<td>5:00</td>
<td>599</td>
<td>740</td>
<td>634</td>
<td>685</td>
<td>649</td>
<td>889</td>
<td>657</td>
</tr>
<tr>
<td>6:00</td>
<td>640</td>
<td>851</td>
<td>753</td>
<td>767</td>
<td>754</td>
<td>932</td>
<td>723</td>
</tr>
<tr>
<td>7:00</td>
<td>657</td>
<td>790</td>
<td>781</td>
<td>754</td>
<td>754</td>
<td>871</td>
<td>715</td>
</tr>
<tr>
<td>8:00</td>
<td>691</td>
<td>766</td>
<td>710</td>
<td>729</td>
<td>703</td>
<td>822</td>
<td>721</td>
</tr>
<tr>
<td>9:00</td>
<td>665</td>
<td>758</td>
<td>741</td>
<td>676</td>
<td>667</td>
<td>808</td>
<td>815</td>
</tr>
<tr>
<td>10:00</td>
<td>709</td>
<td>678</td>
<td>678</td>
<td>717</td>
<td>721</td>
<td>960</td>
<td>924</td>
</tr>
<tr>
<td>11:00</td>
<td>600</td>
<td>608</td>
<td>580</td>
<td>625</td>
<td>668</td>
<td>953</td>
<td>956</td>
</tr>
<tr>
<td><strong>Robberies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:00 a.m.</td>
<td>133</td>
<td>93</td>
<td>86</td>
<td>56</td>
<td>83</td>
<td>88</td>
<td>169</td>
</tr>
<tr>
<td>1:00</td>
<td>132</td>
<td>66</td>
<td>78</td>
<td>55</td>
<td>59</td>
<td>82</td>
<td>162</td>
</tr>
<tr>
<td>2:00</td>
<td>144</td>
<td>42</td>
<td>50</td>
<td>39</td>
<td>55</td>
<td>45</td>
<td>141</td>
</tr>
<tr>
<td>3:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>4:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>5:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>6:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>7:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>8:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>9:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>10:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
<tr>
<td>11:00</td>
<td>159</td>
<td>21</td>
<td>34</td>
<td>25</td>
<td>27</td>
<td>49</td>
<td>155</td>
</tr>
</tbody>
</table>
A more complex method involves the use of a spatiotemporal generalized additive model (ST-GAM) and a local spatiotemporal generalized additive model (LST-GAM) developed by Xiaofeng Wang and Donald Brown at the University of Virginia, Charlottesville. These models are extensions of regression models on grids; the input data include probabilities that each grid cell had a particular spatiotemporal feature at a particular time. Here, a “spatiotemporal feature” can be a prior crime, general attribute (e.g., socioeconomic indicator), or the presence of a geospatial feature (major infrastructure type) within a grid cell, all of which can be indexed by time (e.g., how long ago the last crime in a grid cell occurred).

Both models combine the spatiotemporal features of the crime area with crime incident data to predict the location and time of future crimes. ST-GAM is designed to predict crime for an entire region of interest. The assumption is that the underlying patterns are the same throughout a region. LST-GAM allows for differing regional

---

patterns. Both models produce a probability that a crime will be committed at a certain place and time conditioned on the spatiotemporal features of the area in which past crimes were committed.

Wang and Brown tested the two models against a spatial generalized linear model (GLM) and a hot spot method using time-indexed burglary data from Charlottesville, Virginia. Input data used in the ST-GAM and LST-GAM models included GIS data and demographic data by census block. The ST-GAM and LST-GAM models outperformed the GLM model (which did not include temporal characteristics), and both significantly outperformed the hot spot method.

**Seasonality**

Some types of crime are strongly influenced by cyclical patterns, such as the day of the week or even the season. For example, during the summer, when children are not in school, there may be a spike in petty crimes and burglary. Including these cyclical effects in regressions is important for eliminating known sources of variation and will lead to better predictions. Cyclical trends need at least three data points per cycle. (Two points form a line, but more are required to provide some notion of the goodness of fit of the seasonality.) More data are generally better when establishing these effects in crime, though going back too far may diminish emerging trends. So, for seasonality, five years of data is a good target. For day of week effects, it may be acceptable to go back more than five weeks, unless there has been a major change in that period.

Adjusting trends for seasonal effects involves decomposing the crime data into systematic patterns. For example, if we were to examine five years of crime data by quarter, we might start by calculating the average crime incident rate for the entire five-year period. This gives us the overall trend, the first pattern. The next pattern is the residual: the difference between the trend just calculated and the reported crime incident for each quarterly entry. The important seasonal factor is calculated by finding the quarterly average across all five years of data. Finally, the seasonally adjusted pattern is calculated by subtracting the quarterly seasonal factor from the original series for the corresponding quarter. This is generally referred to as additive decomposition, and it assumes that the data are independent. Figure 2.11 is a notional quarterly record of crime incidents from a fictional city over the past three years. The trend in this case is flat. The unadjusted data show sharp increases in crime in the first quarter of each year and a dip in the last quarter. When seasonally adjusted, it is easy to see that the trend is indeed flat.

Other available methods include the U.S. Census Bureau’s X-12-ARIMA (autoregressive integrated moving average), a widely used seasonal adjustment software with

---

many seasonal and trend filter options, and TRAMO/SEATS, a seasonal adjustment program developed by the Bank of Spain. TRAMO (Time-Series Regression with ARIMA Noise, Missing Observations, and Outliers) and SEATS (Signal Extraction in ARIMA Time Series) are linked programs. TRAMO provides automatic ARIMA modeling, while SEATS computes the components for seasonal adjustment.

**Risk Terrain Analysis**

Risk terrain analysis comprises a family of techniques that (1) attempt to identify geographic features that contribute to crime risk (e.g., bars, liquor stores, certain types of major roads) and (2) make predictions about crime risk based on how close given locations are to these risk-inducing features. In this section, we consider two major examples of risk terrain analysis: a simple and easy-to-employ heuristic method and a more complicated statistical modeling approach.

From the perspective of a police officer, the output of the risk terrain model will be qualitatively the same as that of a hot spot method: Both highlight areas that are

---

50 U.S. Census Bureau, “The X-12-ARIMA Seasonal Adjustment Program,” web page, undated.


52 Features that tend to reduce risk are allowed in the models as well. There are a variety of names for this family of methods, including “geospatial predictive modeling,” which we find to be overly general. **Risk terrain analysis** is a bit more specific and descriptive of what these methods do.
likely subject to high crime in the near future. However, from an analyst’s perspective, they are very different methods. Hot spot methods are fundamentally clustering techniques that flag areas where clusters of crimes have occurred. Risk terrain modeling is a classification approach that characterizes a region’s risk for crime based on its geographic traits.

**A Heuristic Approach: Risk Terrain Modeling**

Risk terrain modeling (RTM) is a simple approach to assessing how geospatial factors contribute to crime risk that was developed by Joel Caplan and his associates at Rutgers University. In their compendium on RTM, Caplan and Kennedy describe RTM as follows:

Risk Terrain Modeling (RTM) is an approach to risk assessment in which separate map layers representing the spatial influence and intensity of a crime risk factor is created in a geographic information system (GIS). . . . [A]ll map layers are combined to produce a composite risk terrain map with values that account for all risk factors at every place throughout the landscape.\(^\text{53}\)

RTM is a toolkit that plugs into ArcGIS. The method used is fairly simple. First, the analyst lays a grid over the jurisdiction to be analyzed. The analyst then tests the statistical relationship between the presence of certain geospatial features in grid cells (where the geospatial features are marked in GIS layers) and the presence of crimes of interest within that grid cell. Features with a strong positive association with crime are selected for the model. The method then counts the number of selected features present in each grid cell; grid cells with the greatest number of risk-inducing features are labeled as likely hot spots (and colored red or orange, typically).

Figure 2.12 shows an RTM output for a Shreveport, Louisiana, police district. Geospatial features include the presence of individuals on probation and parole, whether there was a crime in the previous six months, whether there was a crime the previous 14 days, whether there were calls for disorderly conduct or acts of vandalism in the previous six months, and whether there were buildings known to be “at risk.” As shown, the more factors a grid cell contains, the “redder” it appears on the map.

In a 2011 paper, Caplan, Kennedy, and Miller used geospatial analysis to locate shooting hot spots in Irvington, New Jersey.\(^\text{54}\) They built a data set of coordinates for known gang member residences, certain retail businesses (including bars, strip clubs, and liquor stores), and drug arrests. Applying these three sets of coordinates in a grid, they determined which grid cells were most likely to have shootings based on a six-


Figure 2.12
RTM Output for Shreveport, Louisiana

Making Predictions About Potential Crimes

This model was then applied to a different six-month period for validation. They found that the GIS approach was superior to simple retrospective modeling. (Retrospective modeling assumes that the locations of crimes in the prior six months are likely to be the locations of crimes in the next six months.)

A Statistical Approach to Risk Terrain Analysis

The statistical approach to risk terrain analysis involves two major phases. In the first phase, the algorithm compares the distances between crimes and types of geospatial features of interest (again, typically suspected risk factors, such as bars and liquor stores) and tracks the distances between the crimes and the nearest geospatial feature of each type. In the second phase, the algorithm assesses how “similar” each point on a grid is to locations that have seen crimes with respect to distances to the geospatial features. Points whose distances to geospatial features resemble those of crime locations are judged to be at higher risk. For illustration, suppose a large number of robberies occur about 50 meters away from a few bars in the city; grid points 50 meters from any bar in the city will tend to be assessed as being of high risk.

DigitalGlobe’s Signature Analyst is an example of a tool that employs this approach. Figure 2.13 shows example output from Signature Analyst, used here to predict purse snatchings in Washington, D.C. In the figure, the yellow-to-red colors show areas considered to be statistically similar to purse snatching locations (black dots) in June–July 2008. The analyst deliberately set the sensitivity of the algorithm to color enough areas to have a very high chance of capturing future purse snatchings. As shown, all purse snatchings in August–September 2008 ended up being in the areas colored on the map.

Discussion of Risk Terrain Analysis Approaches

There are two major advantages of risk terrain approaches. The first is that these methods are “genuinely” predictive in that they predict risk based on geographic attributes rather than merely extrapolate prior crime histories. Operationally, this means that these methods can predict new hot spots that are similar to other hot spots. The idea is that, even though the newly predicted hot spots have not seen recent crimes, they are similar enough to prior hot spots that they should be considered to be high-risk. The vendor behind Signature Analyst, for example, presents cases in which a number

---

Brown, Dalton, and Hoyle explain the basic mathematics of the method: It uses a kernel density–like approach in which—rather than assess points’ risk based on their proximity to recent crimes—the equations are modified to assess risk (i.e., applying the kernel function), the differences between the crimes’ distances to geospatial features, and the grid points’ distances to geospatial locations. See Donald Brown, Jason Dalton, and Heidi Hoyle, “Spatial Forecast Methods of Terrorist Events in Urban Environments,” Lecture Notes in Computer Science, Vol. 3073, 2004.
The second, related advantage is that the tools can show which types of geospatial features were used in the models to forecast crime. One can even make forecasts and identify risky features using very small amounts of incident data. Signature Analyst was used, for example, by GeoEye Analytics and Alexandria Police Department, in their "Analysis Report: Elevating Insight for Law Enforcement Using Geospatial Predictive Analytics," Alexandria, Va., April 1, 2010. The report describes the use of Signature Analyst to project hot spots for car parts thefts in Alexandria, Virginia. The tool generated a number of hot spots outside locations of recent thefts, and, indeed, future thefts occurred in the new hot spots that had not been seen prior to the thefts.

---

56 See, for example, GeoEye Analytics and Alexandria Police Department, *Analysis Report: Elevating Insight for Law Enforcement Using Geospatial Predictive Analytics*, Alexandria, Va., April 1, 2010. The report describes the use of Signature Analyst to project hot spots for car parts thefts in Alexandria, Virginia. The tool generated a number of hot spots outside locations of recent thefts, and, indeed, future thefts occurred in the new hot spots that had not been seen prior to the thefts.
used to project hot spots for the perpetrator who shot at Northern Virginia military landmarks in October 2010 using just four prior shooting locations.\(^{57}\)

The following major cautions are directly related to the advantages just described. These tools are intended to add novel hot spots beyond where crimes recently occurred; combined with a desire to capture as many crimes as possible in hot spots, one can easily generate maps showing most of the populated part of a jurisdiction as a hot spot. For example, Figure 2.13 flags the most heavily populated areas of Washington, D.C. As for factors, the earlier caution about how the appearance of a predictive element in a model does not equal causation applies here, too. Note that many geospatial features are just proxies for populated areas. Similarly, while one can generate hot spot projections based on a handful events, whether the results can be trusted is a point of debate. As an example, robberies are more likely to occur in areas with high foot traffic, and foot traffic is likely to be higher around subway stops. If a risk terrain analysis links robberies to subway stops, it may be detecting only the linkage between robbery and foot traffic and not offering particularly deep insight. These issues are discussed in more detail in Chapter Five.

**Prediction Methods**

The prediction methods presented here are by no means an exhaustive set. Other methods exist, and still others will be developed in the future. However, the major categories covered in this chapter capture the wide range of existing methods. Hot spot methods are used by most police departments, even though these methods lack the sophistication of others described in this chapter. Regression is a familiar tool used extensively by departments where sufficient data are available to produce statistical significance. The same is true of data mining methods: Where data are sufficient and data mining software is available, data mining can reveal interesting crime patterns. Near-repeat methods are based on the simple proposition that future crimes are likely to occur near current crimes, and geospatial methods highlight crime spots graphically.

It is important to bear in mind that the predictive methods discussed here do not predict where and when the next crime will be committed. Rather, they predict the relative level of risk that a crime will be associated with a particular time and place. The assumption is always that the past is prologue; predictions are made based on the analysis of past data. If the criminal adapts quickly to police interventions, then only data from the recent past will be useful to police departments.

The next chapter focuses on the last two steps in the prediction-led policing business process: police intervention based on predictions and criminal response.

CHAPTER THREE

Using Predictions to Support Police Operations

It’s tough to make predictions, especially about the future.

—Yogi Berra

No matter what type of intervention is chosen, there is a need to provide tailored information to law enforcement personnel at all levels on both the forecasts and the data supporting the forecasts. Examples of the latter might include recent crime locations and descriptions, major call locations and descriptions, locations of crime attractors, reports on persons of interest in an area, and recent field interview reports. Officers need this information to respond to problems.

The primary focus of this chapter is the last two steps of the prediction-led policing business process depicted in Figure 1.1 in Chapter One. In Figure 1.2, we provided an overview of the basic intervention types: generic, crime-specific, and problem-specific. In this chapter, we provide examples of each. We begin, however, with a discussion of evidence-based interventions, providing a basis for engaging in proactive interventions.

Evidence-Based Policing

The Center for Evidence-Based Crime Policy at George Mason University conducted a study of 89 “rigorous policing intervention evaluations.” The center, led by David Weisburd and Cynthia Lum, asserts that decisionmakers can develop effective intervention strategies only by evaluating scientifically valid interventions.

After examining the 89 policing intervention evaluations, the center developed a three-dimensional evidenced-based policing matrix (depicted in Figure 3.1). The matrix is interactive and can be downloaded from the center’s website. The x-axis

---


2 Center for Evidence-Based Crime Policy, George Mason University, “Evidence-Based Policing Matrix,” webpage, undated. For additional background on the matrix, see Cynthia Lum, Christopher S. Koper, and Cody W. Telep, “The Evidence-Based Policing Matrix,” Journal of Experimental Criminology, Vol. 7, No. 1, March 2011.
records the intervention target or scope of the target, the y-axis records the specificity of the intervention (similar to the crime-specific category), and the z-axis records the degree of proactivity in the intervention. The center rated the interventions as successful (black dot), having mixed results (gray dot), having insignificant results (white dot), or having harmful results (red triangle). As an illustration of how to interpret the figure, we note that it shows that 39 of the 89 cases examined were classified as individual interventions. The center reported 11 successful, eight mixed, 16 insignificant, and four harmful individual interventions. The center concluded,

Overall, police can be most effective in reducing violent crime when they are proactive, use specific (as opposed to general) strategies, focus on small places (or groups operating in small places), and develop tailor-made solutions that make use of a careful analysis of local problems and conditions.3

Figure 3.1
Evidence-Based Policing Matrix

SOURCE: Created by Cynthia Lum, Christopher Koper, and Cody Telep at the Center for Evidence-Based Crime Policy, George Mason University, undated. Used with permission. The interactive version of the matrix can be found at http://www.policingmatrix.org.
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3 Telep, 2009.
Taking Action on Hot Spots in Washington, D.C.

As a hypothetical example, consider how an analyst might approach a problem of robberies in Washington, D.C. Figure 2.7 in Chapter Two presented a regression model that showed forecasts of robberies, with one of the hot spots labeled simply “Columbia Heights.” An entire neighborhood does not make an operationally actionable hot spot.

Figure 3.2, on the other hand, shows individual robbery locations. The figure is a screenshot from CrimeReports.com (taken on December 10, 2012); it shows robberies in the area (geolocated to the block level for privacy reasons) between June 10 and September 10, 2012. The purple icons containing the letter “R” represent individual robberies; the light blue icons represent multiple robberies on the same block. While there is a good bit of distribution of robberies, we can see that the multievent icons are concentrated in the streets directly around, and leading out of, the Columbia Heights Metro station and the DC USA shopping mall that abuts the Metro station. This concentrated area, accounting for almost 40 robberies alone, is denoted by the overlaid purple icons.

Figure 3.2
Robberies in the Vicinity of the Columbia Heights Neighborhood, Washington, D.C.

4 CrimeReports.com is a PublicEngines product. PublicEngines also offers CommandCentral Analytics and CommandCentral Predictive. The latter provides law enforcement agencies with weighted recommendations about where to direct patrols.
boundaries in the figure. In this case, we might develop strategies specifically designed to protect Metro commuters and pedestrians visiting the mall.

At the problem-specific level, the next step would be to drill down on the individual locations (addresses or block faces) that have seen multiple robberies, review the individual crime reports and determine specific risk factors, and identify appropriate problem-solving strategies. For example, we might focus on the blocks in the hot spots that saw multiple robberies. These would include the four street blocks immediately adjacent to the Metro station, which collectively saw 11 robberies over the period studied. Also of interest are Columbia Road NW and several adjacent streets leading away from the Metro station to the southwest, as well as the stretch of Park Road NW leading away from the northeast, all of which saw multiple robberies over the same period and account for 16 robberies in total. (The stretch of Columbia Road between 14th Street NW and 15th Street NW accounted for five robberies alone.) Figure 3.3 highlights these areas.

**Figure 3.3**
Robbery Locations Near the Columbia Heights Neighborhood, Washington, D.C.

Once individual incidents in the hot spots are identified and characterized, the analyst can begin looking for attributes common to the bulk of the crimes. Examples might include specific addresses, specific types of locations, specific times of day, and specific attributes of the victims being targeted. The Washington, D.C., example includes data that are no more detailed than the block level and date. Even from there, one can start considering specific interventions to reduce crime. One such intervention in Washington, D.C., involved the Metropolitan Police issuing cards to Metro riders using the Columbia Heights station (and other Metro stations with a higher-than-average numbers of robberies) warning of the dangers present at the station and the surrounding area and how to avoid being robbed.⁵

Koper Curve Application in Sacramento

A good example of a generic intervention is the Sacramento Police Department’s test of Koper’s 13- to 15-minute stay rule. This example also shows how academic research can inform field operations to help develop best practices.

In February 2012, the Sacramento Police Department initiated a study to test Koper’s finding that the optimal patrol duration to deter crime in hot spots is between 13 and 15 minutes.⁶ The focus was on Part 1 crimes (e.g., homicides, aggravated assaults) and calls for service. The department identified a total of 42 hot spots across the city. It then created a treatment group and a control group, each consisting of 21 hot spots. To ensure statistical significance, hot spots in both groups were paired so that each group consisted of a number of high-ranking and low-ranking hot spots. Figure 3.4 shows the 42 hot spots color-coded by group, treatment and nontreatment. The study was carried out between February 8 and May 8, 2012. The objective was to determine the effect on Part 1 crimes in the treated and nontreated hot spots during the same time period.

The patrols in the treated hot spot districts were told to be proactive: They were to randomly visit each hot spot for 12–16 minutes and to revisit every two hours. This latter requirement stemmed from Koper’s finding that reductions in crime last for about two hours after the previous visit.

The results of the test were rather dramatic. Part 1 crime rates during the 90-day test were compared with the same crime rates in the same period in 2011. In the treatment districts, Part 1 crimes decreased by 25 percent, whereas in the nontreated districts, Part 1 crime rates actually increased by 27.3 percent. The same comparison was
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⁵ The analysis presented in this section is strictly a hypothetical example devised for this report. It has no connection to do with the Washington, D.C., Metropolitan Police Department’s decision to issue robbery-prevention cards.

made for calls for service. In the treated districts, they decreased by 7.7 percent, and in the nontreated districts, they increased by 10.9 percent.

Numbers like these certainly call into question issues of displacement. Were criminals simply choosing to commit crimes in districts where the patrols were not as proactive? The department reportedly did examine this phenomenon. It examined Part 1 crimes in the two-block radius surrounding each hot spot and found that there was no significant increase in crimes in these “buffer zones.”

Investigating Convenience Store Robberies in Chula Vista, California

The city of Chula Vista, California, experienced a total of 157 store robberies in the 45-month period beginning from August 2002 through April 2006. Perpetra-
tors targeted 7-Elevens, gas station/convenience stores, and liquor stores/mini-marts. Figure 3.5 maps these robberies and also shows the 29 stores that were never robbed.7

From the hot spot analysis alone, it appears that the entire east end of the city consists of hot spots. Clearly, it is difficult to take effective action, given an area this large and limited policing resources. Further analysis of the robbery data revealed that 19 stores accounted for 110 of the robberies, an illustration of the “80/20” rule. Upon further examining the data, analysts discovered that 7-Elevens appeared to be the most attractive to robbers. Eight of the 12 stores robbed five or more times were 7-Elevens. Only one of the 14 7-Elevens in the city was not robbed at all during this period.

In this way, the crime pattern was narrowed to robberies of 7-Eleven stores in the city, and the hot spot was reduced from the entire east end to 14 stores. Crime-specific intervention strategies could then be focused on understanding why these stores were robbed repeatedly.

Figure 3.5
Convenience Store Robberies in Chula Vista, California, 2002–2006
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SOURCE: Courtesy of the Chula Vista Police Department. Used with permission.

---

Upon inspection, analysts realized that although the robbery “hot spots” were spread fairly widely geographically, from an attribute perspective, the robberies mostly targeted convenience stores from one particular chain. The local police department was then able to work with the company and store proprietors to improve safety measures.

**Predictive Policing in Context: Case Studies**

In this section, we present examples of how police departments have applied the techniques discussed in Chapter Two. In most cases, more than one method was employed, along with other information-led policing approaches. The objective of this section is to illustrate how predictive methods can be used in conjunction with police operations in general. In most of the cases here, operations follow from the prediction step in Figure 1.1 in Chapter One to police operations and criminal response. The emphasis in these cases is on illustrating the predictive method used, the police response to the prediction (if any), and the outcome (if that information is available).

Most of these case descriptions were provided by the various departments that implemented the methods. In those cases, there has been no independent verification of the claims concerning the success of these methods. We include them here to illustrate how various departments are utilizing predictive and analytic methods to fight crime in their communities and how these methods are integrated into information-led policing methods. It should also be noted that the predictive software and methods used in these case studies were largely basic statistical tools that could be suitable for a large fraction of departments.

**Shreveport, Louisiana: Predictive Intelligence–Led Operational Targeting**

The Shreveport Police Department is conducting an NIJ-funded experiment originally focused on developing a leading indicators model to forecast tactical crime numbers at the reporting-area level (similar to a precinct). The objective of the experiment, Predictive Intelligence–Led Operational Targeting (PILOT), is to flag potential crime spikes one month ahead, given recent input data values related to crime and disorder. Shreveport defined “tactical crime” as robbery, burglaries, vehicle break-ins, outside thefts (e.g., thefts other than shoplifting), and stolen vehicles. Input variables to be tested included various types of calls for service, lesser crimes, juvenile arrests, and seasonal indicators. All values were lagged one month except for seven-day prior and 14-day prior values for tactical crime. The experiment also included “spatial-lag” variables for the calls and lesser crimes—incident counts within adjacent districts. The approach followed the work of Gorr and Olligschlaeger, who developed similar models at the precinct and large grid (4,000 sq. ft.) levels.8

---

8 Gorr and Olligschlaeger, 2002.
In the experimental districts, Shreveport’s prediction evolved from a district-level crime forecasting model to a hot spot forecasting model, identifying areas at risk on a much smaller scale. Shreveport analysts overlaid a grid of 400 sq. ft. cells on the experimental area and used two predictive methods to identify hot spots:

- First, analysts used logistic regression to forecast the likelihood of a tactical crime in each cell using a subset of variables similar to those mentioned earlier. (They used stepwise regression to select the variables.)
- Second, they used RTM to identify “higher-risk” cells. Analysts identified a set of geospatial features or attributes associated with a higher risk of crime (e.g., having greater numbers of prisoners or parolees or previous high crime or disorder counts). Individual cells then received one point for each feature or attribute, with cells having more points assessed as higher-risk.

For both methods, Shreveport analysts provided units in the experimental districts with ArcGIS-generated maps like as those depicted in Figure 3.6. In the figure, cells at higher risk are coded with shades ranging from yellow (elevated) to red (highest risk). The RTM map in the left of the figure and the logistic regression map to the right highlighted the same general areas as being at higher risk. The RTM map tended to produce larger, fewer hot spots, and the logistic regression map tended to produce larger numbers of one- or two-cell hot spots.

Once the experiment was implemented, Shreveport analysts used the logistic regression predictions exclusively, as practitioners preferred to focus on smaller spots. Predictive maps were updated monthly.

Staff in Districts 7 and 8 responded to the predictions by dispatching dedicated teams (two two-person cars plus a sergeant) for focused patrols in these hot spots. The teams were officially on overtime and were dedicated to policing the predicted hot spots. The teams focused both on looking for suspicious activity in their hot spots and on building positive (and intelligence-generating) relationships with the local community. For example, officers looked for people walking down the middle of the street when sidewalks were available and stopped and questioned them; those with criminal records for property crime were cited for violating a city ordinance and questioned aggressively. Officers also followed up with neighbors of burglarized properties, letting them know what had happened and asking whether they had any information that could help solve the crime. Officers generally made many contacts with members of the community to let them know what they were doing and to ask whether they could provide crime-fighting information. Such measures reportedly led to much higher volumes of tips and much greater support from the community.

Shreveport Police Department staff, with the assistance of crime analysts, collected field interview and tip information and distributed that information back to officers so they could take action the next day. The crime analysts worked with district
Figure 3.6
At-Risk Districts in Shreveport, Louisiana

SOURCE: Courtesy of the Shreveport Police Department.
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officers to develop daily maps showing not just the predictions but also key situational awareness data, including information on recent crimes, suspicious activity, field interviews, and where predictive policing units had just visited. The analysts then worked with district commanders to select target areas for each day. When time-sensitive leads on crimes came in, other commanders and officers in the area quickly followed up on the leads, which generated a number of arrests. The districts placed great emphasis on “quality” contacts and arrests (related to Part 1 crimes), as opposed to raw numbers of stops and arrests. Results from the experiment were still being analyzed as of this writing. However, preliminary results suggest that major property crimes declined by more than 40 percent in the experimental hot spots over the controls while PILOT was running in Districts 7 and 8.

Memphis, Tennessee: Crime Reduction Utilizing Statistical History

Serious and violent crime was a problem in Memphis, Tennessee. In April 2009, Forbes Magazine ranked Memphis one of the most dangerous cities in the United States—second only to Detroit, Michigan. City officials countered by stressing that operation Blue CRUSH (Crime Reduction Utilizing Statistical History) had helped put crime on the decline since the program was first piloted in 2005. Blue CRUSH is a data mining approach to the analysis of location- and time-based criminal patterns and evolving trends. According to Memphis police, because the program allows analysts to rapidly evaluate incoming patrol data against historical trends, they are able to respond to predicted threats before a criminal act is committed.

Although they do not deny the crime problem, local officials argue that Memphis suffers in national crime rankings because its police department tracks and captures the criminal environment with a high level of precision. Memphis was an early adopter of the FBI’s National Incident-Based Reporting System, which is a refinement of the UCR system. As a result, the public has access to more data on crimes committed in the Memphis metropolitan area than they do for other regions. According to then-director of the Memphis Police Larry Godwin in a 2009 article, “You have got to measure yourself in order to improve.” Godwin explained that crime in Memphis had declined by 16 percent between 2006 and 2008. In comparison to other major cities, such as Baltimore, which has a population of 634,549 and experienced 234 murders in 2008, Memphis experienced nearly 100 fewer murders out of a popu-
lation that is approximately 37,000 larger. By many accounts, Memphis is becoming a safer place.  

Memphis has used the detailed crime data collected by its police department to predict and prevent crime. Crime maps and data analysis are now integrated directly with police planning around problem neighborhoods, the allocation of patrol and special units, and strategic planning for citywide crime reduction. Blue CRUSH was established through a partnership between the Memphis Police Department and the University of Memphis to counteract a sharp spike in gang-related gun violence, using IBM’s SPSS. Speaking about the program, John Williams of the Memphis Police Department said, “criminals leave a footprint,” adding that the SPSS software licensed by the Blue CRUSH program had helped police use those tracks to predict future hot spots.  

Memphis had seen a rise in gang-related activity in particular areas, but by crunching existing and even incoming data from patrol units, Blue CRUSH pointed the police toward specific locations and times. Knowing the street corners and city blocks that needed the most attention provided the department with an opportunity to plan tactics and take action in specific locations. The actions taken depended on a range of factors related to the location, the type of predicted crime, and other available information, but they included the deployment of marked and unmarked patrols, increased numbers of vehicle stops, and assigning undercover units to infiltrate locations of interest. The pilot program demonstrated a considerable improvement over the department’s standard saturation and zero-tolerance tactics. As a result of the successful pilot, Blue CRUSH was expanded citywide in early 2007.

The software used by Blue CRUSH relies on existing criminal records and incoming patrol data, including crime locations, crime types, time of day and day of week, and a variety of victim characteristics, to generate tactical crime predictions. The software arrays the historical and incoming data on a multilayered map of the region, allowing police to evaluate all precincts in the metropolitan area at once or by specific blocks. Because Blue CRUSH captures data points throughout each day and connects them to past events, predictions can be timely. In these predictions, Memphis police can respond by strategically placing unmarked cars to catch criminals in the act or by deploying Blue CRUSH–marked vans to specific blocks to reduce the opportunity for criminal activity. Richard Janikowski, an associate professor of criminal justice at the
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University of Memphis, has described the objective of Blue CRUSH as “getting the right police resources in the right place, on the right day, at the right time.”

In 2005, before Memphis initiated the pilot, the FBI reported that crime rates in the city had increased by 2.5 percent since 2004, above the national average of 2.3 percent for the same period. As of October 2010, carjacking was down by 75 percent, and business robberies were down by 67 percent citywide (compared with 2006 data). In 2007, Blue CRUSH investigations of drug sales led Memphis police to four metropolitan-area motels. Informed by Blue CRUSH data, the department tasked undercover units to investigate the motels. The investigation revealed drug sales, drug use, prostitution, underage prostitution, robberies, and a homicide. “Operation Heartbreak Hotel” helped the Memphis Police Department make the appropriate arrests and enabled the district attorney to shut down the mismanaged motels. Since 2006, the department’s efforts had helped reduce crime in the Memphis area by 31 percent and violent crime by 15.4 percent as of 2010.

Blue CRUSH has been expanded to work in conjunction with the Memphis Police Department’s Real Time Crime Center, a $3 million crime monitoring and analysis complex that was opened in 2008. The center was created to facilitate information sharing between various agencies in the Memphis metropolitan area. In 2010, Nucleus Research, Inc., led a cost-benefit study of the Blue CRUSH system. The study revealed an average annual benefit of $7,205,501 for an annual cost of $395,249 to the metropolitan area. As calculated by Nucleus Research, the benefit equates to the number of employed officers and police resources required to reduce crime at the levels observed since 2006. The IBM SPSS software is effectively paid for after 2.7 months of Blue CRUSH operation each year.

Nashville, Tennessee: Integrating Crime and Traffic Crash Data
In the criminology sciences, the “deviant place” theory posited by Rodney Stark in 1987 suggests that there are places that attract people who commit crimes regularly. As part of their normal activity, people who commit crimes will frequent
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these areas, streets, and intersections. Ronald Wilson extended the deviant place theory in a 2010 article proposing that because the people who commit crimes exhibit behavioral problems—lack of self-control, lack of moral development, and persistent risk taking—the places that attract criminals are more likely to experience high rates of violations, specifically those leading to traffic collisions. The theory also posits that the traffic crime will attract other types of crime without persistent enforcement.\textsuperscript{19} The theory has led to a series of police interventions known as data-driven approaches to crime and traffic safety (DDACTS); these programs have been adopted by police departments across the country.\textsuperscript{20} The DDACTS model is supported by a partnership between the U.S. Department of Transportation’s National Highway Traffic Safety Administration, the Bureau of Justice Assistance, and NIJ. These and other partnerships have helped secure a unique intersection of data allowing for hot spot techniques that police have used to identify areas with high concentrations of vehicle and crime incidents.

Nashville, Tennessee, experienced a spike in crashes related to drunk driving in the period leading up to 2003. In January 2004, the Metropolitan Nashville Police Department developed a plan to counteract this trend. The initiative, led by then-Chief Ronal Serpas, introduced an accountability-driven leadership model and a new approach to using data.\textsuperscript{21} Chief Serpas planned to weave data and analysis into the regular department-level strategic planning process. He provided incentives to support the initiative by holding officers accountable for specific results. In Nashville, this type of crime analysis was used for planning, to demonstrate results to the public and city officials, and to develop metrics for accountability. Like other DDACTS programs across the country, Nashville uses high visibility enforcement strategies to reduce crime and traffic violations in predicted high-incident areas. By focusing primarily on traffic violations, these DDACTS programs have prompted area-wide crime reduction. Analysis of crash and crime data show that law enforcement agencies have affected the rates of both of these social harms by implementing highly visible traffic enforcement strategies informed by their DDACTS programs.\textsuperscript{22}

Chief Serpas fostered accountability within the Metropolitan Nashville Police Department by holding department leaders responsible for setting weekly DDACTS


\textsuperscript{20} DDACTS integrates location-based crime and traffic crash data with the goals of identifying the most effective allocation of law enforcement and other resources and reducing crime, traffic accidents, and moving violations. “[It] is an effective, predictive, location-based policing approach to crime and traffic safety that delivers law enforcement services at the right place and at the right time” (International Association of Directors of Law Enforcement Standards and Training, homepage, undated).


goals, identifying hot spots, and deploying tactics during a series of comparative statistics (CompStat)-style meetings. CompStat is a statistics-driven management philosophy used by police departments to incorporate analysis (most commonly GIS and crime mapping) in identifying problem areas. These problem areas are then ranked, and responsibility for addressing them is assigned to commanders within the department. Chief Serpas held weekly meetings to discuss progress made in these problem areas, and data were analyzed regularly to track improvement or spot opportunities for new policing initiatives. In taking on more responsibility for operations in a given area of the metropolitan area—down to specific street corners—department leaders were newly accountable for modifying their actions and for decisions and strategies directed to solving specific community problems. Simultaneously, the Nashville police started to carefully collect and code large quantities of traffic, crime, and drunk-driving data across the city. With oversight by a team of specially trained analysts, the data were used to produce multilayered crime maps that arrayed traffic violations alongside other criminal activities. Regression analysis techniques were then used to determine the association between the layers. These data enabled the department’s leadership to design (in its weekly meetings) community-specific tactics to reduce drunk driving.

The department increased its number of vehicle stops to strategically reduce traffic violations and other criminal activities. Areas that were selected for more vehicle stops had demonstrated high numbers of crime incidents, crashes, traffic violations, and drunk-driving arrests. Between January 1 and November 28, 2009, a total 271,994 vehicle stops resulted in 24,211 arrests for driving under the influence (DUI; 26.4 percent of all arrests during the period). Nashville’s DDACCTS initiative was deemed a success: Fatal crashes in the Nashville metropolitan area declined by 15.6 percent between 2003 and 2009, accidents that resulted in injuries were down by 30.8 percent, and DUI arrests increased by 72.3 percent. Analysis of the FBI UCR data for the Nashville metropolitan area also revealed that the rate of Part 1 crimes committed between 2003 and 2008 decreased by 13.9 percent.23

The Metropolitan Nashville Police Department has continued to build its analytic capabilities by investing in ArcGIS mapping software and data management systems. Although it was originally intended to reduce drunk driving, the Nashville’s DDACCTS initiative helped the region reduce traffic-related injuries and fatalities along with crime in general. Chief Serpas attributed much of this success to the program’s high-quality data, good analysis, and a department-wide emphasis on fighting crime.
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23 As mentioned earlier, the FBI UCR system collects data on serious crimes, such as murder and non-negligent manslaughter, forcible rape, robbery, aggravated assault, burglary, larceny, motor vehicle theft, and arson. These serious crimes are classified as Part 1 of the UCR program data. Part 2 data include information on arrests for other crimes, such as driving under the influence and simple assault. For more information on UCR and the Part 1 and 2 distinctions, see Federal Bureau of Investigation, “UCR General FAQs,” undated.
rather than merely counting numbers. By applying these lessons, the initiative was successful across the city, not just in known high-crime neighborhoods.

**Baltimore, Maryland: Crash-Crime Project**

Although crime had been decreasing in Baltimore, robbery, burglary, and auto theft remained a concern. In 2007, the Baltimore County Police Department identified a series of traffic corridors that were highly associated with criminal activities and car crashes. This finding led the department to join the national DDACTS predictive policing initiative. It hoped to decrease crime by addressing traffic violation hot spots across the more than 3,000 miles of roadway in Baltimore County. In 2008, the department launched the Crash-Crime Project to take action on car crash hot spots, minimize criminal activity displacement around the target areas, and reduce overall crime rates in the county.

The project had two major phases. First, the Baltimore County police crime analysts studied traffic accident and criminal activity data to identify the most dangerous stretches of roadway. They used GIS mapping tools to create multilayered maps detailing the criminal environment and traffic violation and car crash patterns that defined “deviant places,” neighborhoods, and street segments. They then used Nnh techniques to map both crime and traffic violations by day and time, identifying hot spots at the intersections of these clusters—employing the covering ellipses method. Data on hot spot locations and the days and times of the highest incident rates informed strategies to target vehicle stops and deploy high-visibility patrols to “calm” these areas. The department reported a 13.6-percent reduction in robberies, a 6-percent decrease in car crashes, and a 14.7-percent decrease in crashes resulting in injuries. Despite the success of the program’s first phase, the department identified shifts in hot spots between 2007 and 2008 that suggested crime displacement, a problem addressed in the program’s second phase.

To better direct police resources toward these potential crime displacement areas, Baltimore County crime analysts mapped instances of burglaries, robberies, and auto theft alongside the detailed crash and crime hot spots from the first phase of the project. For each overlapping area, they used a kernel density function to depict criminal concentrations within each hot spot. The police department, in turn, used these maps to develop neighborhood-, community-, and target-specific tactics to reduce concentrations of criminal activity through high-visibility traffic enforcements. The tactics included increased patrolling and more frequent vehicle stops or checkpoints in partic-
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ular neighborhoods. Police were deployed to strategically address these new hot spots between April 1 and December 31, 2009.

To evaluate the department’s progress, analysts compared average crime rates in the three years prior to the April 1–December 31, 2009, Crash-Crime Project intervention. They found that robberies had decreased by 33.5 percent, burglaries by 16.6 percent, and auto thefts by 40.9 percent. Total crashes decreased by 1.2 percent, and crashes involving injuries decreased by 0.2 percent. Overall, the project was considered successful, and the department has made efforts to improve its data collection and analysis capabilities as a result. By targeting specific areas during specific times with limited resources, the department was able to reduce crime across the county’s large geographic area by developing and implementing data-driven interventions.26

Iraq: Locating IED Emplacement Locations
Immediately following major combat operations in Iraq near the end of April 2003, insurgent elements began emplacing IEDs along roadways frequented by U.S. and coalition forces. Predicting when and where these devices would be placed became increasingly urgent. However, the methods then in use to identify what were referred to as hot spot areas were not “actionable”—that is, they were too large and too irregular to help the commands make responsive tactical decisions, such as where best to position sniper teams, how to focus surveillance assets, or how to plan convoy or patrol routes to either suppress or avoid the emplaced IEDs. The RAND-developed Actionable HotSpot (AHS) concept grew out of these concerns. AHS was an attempt to use recent data on the time and locations of IED-related activities (e.g., detonated, found and cleared, interrupted during emplacement) to detect clustering patterns indicating possible future threat activities in the immediate area.

The AHS software looked for clusters of two or more IED events in small, user-specified areas (typically circles up to a 100-m radius) over a period of one to several weeks, with the time frame selected empirically to suit a particular area and intervention strategy. Analysts then scored and ranked the clusters using an exponential weight system that time-discounted earlier threat events, displaying the locations on a map. The weighting approach was tested during the calibration phase; the measure of effectiveness used to calibrate the code and evaluate the systems performance was the occurrence (or nonoccurrence) of future IED events in the AHS areas within a specified future time frame (typically, 24–48 hours after the AHS selections).

Analysts developed the AHS code in R (a programming language used in statistical applications) and used ArcGIS for the graphics displays and Microsoft Access to manage the historical data inputs. The AHS was tested on past data and demonstrated variable—but often encouraging—performance in several regions in Iraq. In

addition to these tests against historical data, analysts used the experimental AHS code to provide AHS nominations to several brigade-size units on a daily basis from August 1 through December 23, 2006. The nominations were then sent to test units in the field for their consideration in tactical planning. The feedback from these units was positive: Most actions taken (sniper, overwatch) as a result of planning informed by AHS nominations led to positive results. Feedback from operators was used to further refine the code to improve its relevance for operational needs. Units in theater supplied analysts with updated IED event data daily, and the analysts supplied the units with timely AHS nominations (in the form of maps with ellipses identifying the nominated areas, alongside text data).

The results of the test period were encouraging. Although units did not always “action” the nominated hot spots, they were grateful for the increased situational awareness. When they did choose to take action in response to a nominated AHS, it was usually because the hot spot had been corroborated by other intelligence, and these actions were almost always successful. During the AHS test period, the units studied achieved an average success rate of 30 percent, with a range between 50 percent and 11 percent. By success, we mean that in the 24 or 48 hours following a nomination (the period varied by unit), at least one IED incident (explosion or found and cleared) occurred in the nominated area. The accuracy of this prediction rate was reported to be considerably better than what the units could achieve on their own.

Minneapolis, Minnesota: Micro Crime Hot Spots

“The little kids’ playground was the gang hangout,” remarked North Minneapolis Peavey Park employee Jeanie Kneath. Gang activity in the nearly 80-year-old public park had made the area a hot spot for drug use, prostitution, and other illicit activities. In the summer of 2009, a man opened fire from the playground at a group of men on the basketball courts; fortunately, the act resulted in no fatalities. As of July 2011, violent crime in Peavy Park had increased by 36 percent since 2010, despite the fact that crime rates were declining across the city. For many years, the Minneapolis Police Department has studied and designed tactics to prevent this type of concentrated criminal activity.

In the 1980s, the department enlisted the help of criminologists Lawrence Sherman and David Weisburd in improving its crime analysis capabilities. In the 1990s, it officially established its crime analysis program, which has since grown into a large-scale report management system and predictive policing effort that is integrated with the department’s weekly strategic planning. Department leadership reviews data-driven analysis produced by the unit in a series of what it calls CODEFOR (computer-optimized deployment—focus on results, similar to CompStat) meetings. These meetings then guide

the department’s tactics to address predicted crime areas and times identified through statistical forecasts, pattern mapping, and an analysis of trends and data anomalies.\textsuperscript{28}

Timely and accurate information about where crime is occurring is critical to the weekly CODEFOR meetings. During these meetings, police gather to resolve hot spots that have been identified by analysts from the most current stream of crime data. The initiative involves employees across the department—patrol officers, investigative personnel, key members of the administration, and specialized units, such as crime analysis and support services. During the CODEFOR sessions, participants focus on areas with clusters of crime, developing tactics that vary with the area in question and type of crime most prevalent. These tactics have included evidence-based approaches, such as issuing citations for jaywalking or loitering, and cracking down on drug dealing and other serious crimes.\textsuperscript{29}

In support of CODEFOR meetings and other crime prevention efforts, the Minneapolis Police Department’s Crime Analysis Unit has developed strategies for reacting to crime incidents that occur both in patterns and in micro-locations. In 2009, following a series of armed robberies of fast-food restaurants, the Crime Analysis Unit found a projected regression point within half a mile of the next actual incident, effectively forecasting the next robbery using data on the prior robberies. It has also developed evidence-based strategies to predict the criminal activities and robbery targets of specific suspects recently released from prison. This individual-focused analysis revealed that, on being released from prison, one suspect would likely rob small boutique businesses or laundries where lone female employees worked without video surveillance. The Minneapolis Police Department used the information to create patrol zones to reduce criminal opportunities in areas with high concentrations of potential victims.

According to then-Chief Tim Dolan, the data-driven strategies “paid off in North and South Minneapolis, areas that led the city last year in reducing overall crime rates.” The department estimates that half of the city’s most serious crimes are now concentrated in 6 percent of the regional area. As a result of this finding, the department has installed video surveillance in many of the city’s highest-crime locations and directed police patrols to one- to three-block micro-hot spots. The revised tactics have helped the department respond more quickly to incidents.\textsuperscript{30}

In 2011, Minneapolis added to its predictive policing capabilities by investing in a state-of-the-art police intelligence center, where a few officers will be posted to monitor hundreds of live video feeds from across the city. Speaking about the new resource, then-Chief Dolan said that the center would help the department send police where


\textsuperscript{29} For more information about the Minneapolis Police Department’s CODEFOR, see City of Minneapolis, “What Is CODEFOR?” web page, last updated September 27, 2011.

they need to be by integrating live data feeds and updated estimates of risk across the city. As of 2012, the Minneapolis Police Department’s Fusion Center was housed in the First Precinct and operated continuously, responding to requests from pedestrians and law enforcement officers on the streets. This type of resource has reportedly further enhanced the city’s ability to recognize and respond to critical events.

**Charlotte-Mecklenburg County, North Carolina: Foreclosures and Crime**

On crime, the urban environment, and the home foreclosure crisis, Wilson and Paulsen wrote that “opportunities for crime emerge, disappear, or move as the urban landscape changes.” Depressed neighborhoods perpetuate social decay and disorganization, which make them more amenable to criminal activity. The foreclosure crisis not only altered the social fabric between neighbors, but it also opened new avenues for criminal opportunities. Clusters of foreclosed homes left abandoned are targets for vandalism and squatting; as homes fall into disrepair, quality of life in the neighborhood declines. With fewer neighbors watching the streets and more opportunities for thieves to hide in empty homes, these communities see higher robbery and burglary rates.

In 2005, the Charlotte-Mecklenburg Police Department observed growing disorder in several neighborhoods with high numbers of foreclosed homes. The areas experienced increased juvenile delinquency, vandalism, and curfew violations. Entire communities had begun to show signs of blight and decline. The department’s predictive policing program used data analysis to identify neighborhoods on the cusp of disorder, delinquency, and other causes of decline in an effort to form a community response.

After evaluating the causes and effects of the problem, the department worked with community organizations to address the increased risk of crime. Police department staff first analyzed the trends that they had observed from regular patrols by combining data from a biannual quality-of-life survey of Charlotte-Mecklenburg neighborhoods with a homeownership and sales study provided by the local newspaper to evaluate the scale of the foreclosure crisis. Visualizing the data between 2003 and 2007 with mapping tools, the department developed a series of strategies to support targeted local communities. The visuals revealed that most foreclosures had occurred in a neighborhood called Brookshire Corridor, and mostly within “affordable housing” communities that had been constructed in the previous five to seven years.

The department used the information about the Brookshire Corridor communities to test other areas for their risk of foreclosure. In a test of 25 affordable housing communities, 13 high-risk neighborhoods, and 12 low-risk neighborhoods, analysts found that 96 percent of the combined-area foreclosures were in the high-risk commu-
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nities. Further data analysis showed that the high-risk communities consisted mostly of rental properties, and these areas also experienced higher levels of violent crime incidents than other areas.

To stabilize the neighborhoods, the department partnered with neighborhood preservation organizations. For example, one community partnership arranged for a local contractor to replace the landscaping in a troubled community. The Charlotte community also created a website with resources for preventing foreclosures. Ultimately, the Charlotte-Mecklenburg Police Department had identified a problem using geospatial data analysis and exposed the underlying community trends; it then successfully partnered with community organizations to address both components.

**Crime Maps: Community Relations**

The use of maps to inform the public of high-crime areas is one way predictive policing is “actioned.” By creating city maps that identify high-crime areas, law enforcement is essentially reporting on the results of its predictive methods while cautioning the public to avoid these areas, another strategy to prevent crime or to prevent individuals from becoming crime victims. Although many police departments develop these visuals internally, others subscribe to commercial services, such as CrimeMapping.com, CrimeReports, and RAIDS Online, that provide a range of options and views. In this section, we briefly discuss how several cities have used crime maps to inform the public. While not explicitly “actioning” a predicted problem area, the example programs published aggregate data to citizens and key stakeholders, providing guidance on how they might modify their own behavior based on the predictions and avoid crime hot spots.

**Portland, Oregon**

The Portland Police Bureau’s CrimeMapper, launched in 2006, is accessed by more than 1.8 million visitors each year. The web-based application makes available to the general public a suite of mapping tools that generate point-locations of crimes by type, highlight crime patterns across the city, and offer a host of other features.33 Many cities have turned to GIS as a means of communicating to the general public the state of criminality in their communities. Clearly drawn maps are valuable for CompStat-type discussions and problem-oriented policing, and they are invaluable for neighborhood outreach.

**Albuquerque, New Mexico**

Local residents are generally cognizant of which alleys, street corners, and neighborhoods to avoid, but crime maps can help reveal the other risks and larger, less visible threats to a community. Drinking and driving is a national problem, but without a heavy police presence, regular sobriety stops, and frequent public announcements, the
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telltale signs of this epidemic may be hard to identify in some communities. A 2005 survey of citizens in Albuquerque, New Mexico, revealed an awareness that drunk driving was a significant problem in the city, but few believed that the problem was pulsing through their neighborhoods. Although traffic accidents were not uncommon in Albuquerque, the general public had no way of distinguishing between an ordinary traffic accident and one involving alcohol.

The DWI Resource Center was founded in Albuquerque to reduce the social and economic costs associated with driving while intoxicated (DWI) through research and outreach. In 2005, the DWI Resource Center developed a sequence of traffic accident maps that overlaid traffic congestion data with accidents involving alcohol in an effort to counter inaccurate public perceptions of where these crimes occurred. One particularly telling map demonstrated that 64 percent of accidents between 7:00 p.m. and 5:59 a.m. involved alcohol. This research helped police and community leaders identify target areas for more DWI checks.

Cincinnati, Ohio

As in Albuquerque, maps can be used not only to correct public perceptions but also to develop location-specific law enforcement and prevention strategies. Blight is a common indicator of economic decline, and strategies to address this problem are far from simple. In 2008, the Cincinnati Neighborhood Enhancement Program (CNEP) was recognized as the best physical revitalization program of the year by the national nonprofit organization Neighborhoods USA. The goal of the program is to develop neighborhood assets through a series of concentrated 90-day revitalization campaigns. Neighborhoods are identified through a geospatial analysis of crime patterns, disorder-related calls for service, a prevalence of vacant buildings, abandoned cars, and the presence of litter and weeds.

Once the target areas of the city are identified, the CNEP team of city personnel, community leaders, and volunteers assemble a list of specific revitalization projects based on the location-specific data and environmental analysis. Example improvements include landscaping and other beautification efforts, improved lighting, and barriers to defend the public right of way. Other strategies to tackle blight might be concentrated on building-code enforcement, targeted traffic enforcement, drug and disorder policing, or other approaches to “cool down” crime hot spots. Because CNEP’s goal is to make a difference in a troubled community in just 90 days, the strategies must be designed in a way that allows for quick execution. Since CNEP’s implementation, the city of Cincinnati has reported an overall decrease in crime and a 20-percent


increase in property value. While these data have not been evaluated scientifically, this case study provides a good example of how data and insights from law enforcement have informed broader community revitalization initiatives that can ultimately reduce crime rates.

**Hartford, Connecticut**

Although maps can be powerful tools for communicating neighborhood information to citizens and government agencies, some organizations have a greater capability to use the resource than do others. In 1997, Hartford, Connecticut, was one of 12 cities to be awarded a Comprehensive Communities Program grant by the U.S. Department of Justice, Bureau of Justice Assistance. At the time, Hartford already had a demonstrated history of neighborhood-supported and citizen-based problem-solving policing efforts. With the grant funding, the city formed 17 formal community groups and provided them with location-specific crime information through a city-created program called Neighborhood Problem Solving (NPS). The computer-based NPS system relayed information on crime times, locations, and times but omitted names and other personal details.

Thomas Rich of Abt Associates studied the Hartford implementation of the NPS system and the execution of the grant on behalf of NIJ by assessing how each community group used the NPS data. One major finding was that the community organizations varied in size and level of support. One organization had as many as 15 people, with a few full- and part-time paid staff and a group of active volunteers. Other organizations had one or two paid personnel, and still others were merely groups of concerned citizens who met occasionally to review the data. The information was also used for a variety of different purposes, ranging from improving street lighting to publicizing job fairs or delivering city services to specific residents. Although a few of the 17 groups did not regularly use the NPS data, the most common use was to generate a map that would spur discussion and increase awareness of community problems.

Helping to raise neighborhood awareness about an issue is an important use of GIS data. Such uses raise privacy concerns, however. The U.S. Department of Justice has released a report exploring some of these issues and offering guidance on sharing and using crime maps and spatial data.
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38 Maps are “conversation starters” and useful for a variety of neighborhood-oriented policing strategies, but privacy and public use are concerns that should not be overlooked. Wartell and McEwen outline several considerations when designing crime maps, including personal privacy, the social impact of providing crime maps, and the need to protect the data from benefiting criminals. See Julie Wartell and J. Thomas McEwen, *Privacy in the Information Age: A Guide for Sharing Crime Maps and Spatial Data*, Washington, D.C.: National Institute of Justice, July 2001.
Police Actions

This chapter focused on the police intervention portion of the prediction-led policing business process and, in some cases, criminal responses. The Center for Evidence-Based Crime Policy at George Mason University has concluded that police can be most effective in reducing violent crime when they are proactive. The examples and case studies illustrate this to some extent. The Columbia Heights example, while hypothetical, showed how intervention at the problem-specific level can be more effective than declaring an entire neighborhood a hot spot (generic area intervention).

The Sacramento Police Department’s test of Koper’s 13- to 15-minute stay rule resulted in a rather dramatic decrease in Part 1 crimes while avoiding crime displacement to other areas. In this case, problem-specific intervention led to a favorable criminal response. In Memphis, Blue CRUSH points police toward specific high-risk locations (street corners and city blocks) and times. These locations get the most attention. In this case, problem-specific intervention was effective in reducing crime at specific locations.

In all the cases presented, the police were proactive and intervened in some way based on information obtained from some combination of predictive methods and traditional police intelligence. In the next chapter, we discuss the problems associated with identifying “hot people” (i.e., perpetrators and suspects).
Chapter Two addressed predictive techniques, principles, and the capacity in place at some police departments to estimate where and when a crime might occur and its likely causes. Chapter Three reviewed police interventions based on these estimates and other sources. The focus was clearly on the crime. This chapter furthers that discussion to address how predictive technology has been used to estimate who—who is most likely to commit crimes in the future or who most likely committed crimes in the recent past. The methods discussed in Chapter Two built on crime incident records with information on temporal and spatial parameters. This chapter adds the behavioral dimension to the equation. For example, data mining of behavioral patterns has been used to match young offenders in the Florida juvenile justice system to programs that are designed to reduce recidivism rates based on the outcomes of statistically “similar” youth. In this case, the ability to predict has been applied to prevent criminal behavioral patterns by assigning a young offender to the right intervention. In other cases, departments have used computer-assisted searches of criminal intelligence and external databases to identify the most likely suspects in crimes of interest.

There are two important caveats involving predictions regarding potential offenders. The first is that, compared with predictions related to spatiotemporal crime techniques, methods for making predictions involving people are much less mature. The second is that privacy and civil rights considerations are paramount, so we begin with a discussion of these issues.

Protecting Privacy Rights and Civil Liberties

Assessing the “risk” associated with an individual—whether of committing future crimes or of being a suspect in past crimes—is highly contentious and fraught with personal privacy concerns. The phrase *predictive policing* began appearing in headlines
shortly after the release of the Tom Cruise movie *Minority Report*, which insinuated that the police and other law enforcement authorities have the knowledge and power to arrest (or at least detain) suspects before they have committed a crime.¹ Headlines referring to predictive policing technology as a “real-life *Minority Report*” gave the impression that portions of the movie were based on actual law enforcement practices in development. In the movie the public was seemingly deprived of any right to privacy at all, a price paid for a crime-free society. As “predictive policing” was thrust into the headlines, many citizens, including privacy rights activists, likened the phrase to a significant loss of privacy in their lives.

### Predictive Policing Symposium Assessment

Privacy was one of three primary topics of discussion at NIJ’s first predictive policing symposium, held in Los Angeles in November 2009.² Participants acknowledged that privacy and civil liberties were critically interrelated with predictive policing, noting that constitutionality would be a requirement in ensuring a solid foundation for the future use of these approaches. They agreed that engaging privacy advocates and community leaders would be critical to successful implementation. Participants also cited transparency, auditing, and due diligence as key elements of predictive policing. The discussion emphasized departmental responsibility to approach concerns about privacy and civil liberties and promoted regular audits and other practices to ensure that systems are operated with due diligence.

A distinction between *intelligence* and *information* also emerged from the discussion.³ Participants said that, at the time, they saw a lack of clarity in the concept of predictive policing and that this could lead to confusion about which types of intelligence are valued and which information activities could lead to legal challenges. The symposium group on privacy and civil liberties concluded with several key points:

1. Policing has a rich history of dealing with privacy and related mistakes, and these issues have yet to be resolved.
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¹ The film, based on the sci-fi novella by Philip K. Dick, was released in 2002. The story is set in 2054 and revolves around the activities of a recently established law enforcement agency known as PreCrime. The agency employs three psychics called “precogs,” who have the ability to predict crimes and suspects. The result is a crime-free city, but with it comes the ethically questionable practice of arresting people for crimes they have not (yet) committed or—if the precogs’ predictions are fallible—arresting people for crimes they may never have committed.


³ The United Nations manual on criminal intelligence states, “In its simplest form, intelligence analysis is about collecting and utilizing information, evaluating it to process it into intelligence, and then analysing that intelligence to produce products to support informed decision-making” (United Nations Office on Drugs and Crime, *Criminal Intelligence: Manual for Analysts*, Vienna, Austria, April 2011). Simply put, intelligence is evaluated information.
2. The suspicious activity reporting effort provides lessons for how to develop a privacy policy.  
3. There will come a time when training in privacy issues is considered as important to a policing program as its firearms policy. 
4. Transparency is critical to establishing community trust. 
5. Understanding what behaviors have a nexus to crime provides a valid purpose for law enforcement. 
6. Predictive policing must be constitutional.

Craig Uchida, an active participant at the symposium, summarized these discussions and conveyed the challenge of protecting civil liberties as a call for departments to keep their processes transparent. He described a perceived public fear about predictive policing: “The term raises fears that police might engage in illicit tactics—that they will overstep their bounds and potentially use information and intelligence in a way that abridges the Constitution.” This concern necessitates an examination into the types of information that are protected and the mechanisms (e.g., publishing, legal) by which that information can be shared for predictive initiatives. Uchida emphasized regular communications with the public about the insight and range of activities stemming from predictive policing. This type of public outreach is necessary for departments to ensure acceptance within their communities and in supporting partnerships with the public. Speaking about partnership and policing, former Los Angeles Chief Bill Bratton added that, “when we reduce the image of the police doing it to the community, it becomes the community doing it with the police.”

Privacy Under the Fourth Amendment of the U.S. Constitution
Discussions of this nature—about the balance between personal privacy and the state’s need to maintain public safety—are not new, but they have become increasingly important with advances in technology for data collection, processing, and analysis. The trails of personal information left in a person’s wake are nearly endless—emissions ranging from the DNA in a skin flake to the digital exhaust willingly or unknowingly produced by cell phones, computers, and other technologies. How that personal information is collected and used by a third party is a concern for leaders and legal scholars in the policing community.

The Fourth Amendment is the primary constitutional limit on the government’s ability to obtain personal or private information. It prohibits unreasonable searches and seizures according to a series of tests that have been defined by case law. The most
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4 For a list of privacy resources, see Institute for Intergovernmental Research, “Nationwide SAR Initiative: Resources,” web page, undated.

recent addition to this rich case law is the 2012 Supreme Court case *United States v. Jones*, which addressed the government’s installation and prolonged use of a Global Positioning System (GPS) tracking device on a suspect’s car without a warrant. The court found that the police installation of a GPS device without a warrant constitutes a “search” under the Fourth Amendment, and the case established the “trespass-based” test to use when determining the legality of a potential police action.6

The Fourth Amendment provides little to no protection for data that are stored by third parties, however. The Supreme Court case *United States v. Miller* held that there is no reasonable expectation of privacy when it comes to information held by a third party.7 The legal question considered by *United States v. Miller* focused on the personal information written onto canceled checks that are then handled by banks and bank employees. Reviewing the statutory considerations, Stephanie Pell considered different forms of personal data held by third-party organizations that may be used for policing purposes: communications, financial information, and other material not covered by other laws.8 Pell concluded that the government can request, with a subpoena or national security letter, some third-party data that are not already protected by the U.S. Constitution or by another statute if these data are not already made available voluntarily by the third party. Pell describes this “lack of regulation” when it comes to third-party data as the potential basis for public-private partnerships similar to those the government maintains with major banks, airlines, and other organizations to protect against national security threats (e.g., identifying people who are financing terrorism or in the stages of planning a destructive act).9

The lessons learned through *United States v. Jones* clearly define a class of intelligence-related policing tactics that would not be permitted under the law. However, data used for predictive policing purposes may also come from partnerships with third-party data collectors, and, in this case, training on the implications of *United States v. Miller* is important. The legal framework for personal data protection in the era of “big data” is still being defined, and personal privacy protections are not yet clear in jurisprudence or in public perceptions.

**Privacy with Respect to Policing Intelligence Information Systems**

The system design parameters and considerations for sharing data across police jurisdictions while protecting privacy rights have been discussed since the 1980s, and these discussions will remain relevant for departments planning predictive policing initia-
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tives. This literature and various governing policies provide a strong legal framework for developing and discussing the potential for new systems. In the 1980s, the first criminal intelligence system operating policies were established, primarily at the U.S. federal level, to expand the legal considerations for how data related to narcotics operations would be handled by law enforcement agencies.\(^{10}\) The policies were initially applied to the Regional Information Sharing Systems program but were later expanded to cover the Organized Crime Narcotics project and other intelligence database operations funded by the U.S. Department of Justice. All criminal intelligence systems that operate with funding specified by the Omnibus Crime Control and Safe Streets Act of 1968 are required to conform to these policies, which outline the privacy and constitutional rights of citizens.\(^{11}\)

In the wake of the September 11, 2001, terrorist attacks, the National Criminal Intelligence Sharing Plan (NCISP) was established by a collective of leaders from across the policing community. The NCISP recommended that all states voluntarily adopt the policies from Title 28, Part 23, of the Code of Federal Regulations for taking privacy into account when developing or using any intelligence system.\(^{12}\) The NCISP also recommended that state agencies consider the Association of Law Enforcement Intelligence Units’ (LEIU’s) Intelligence File Guidelines as a model for maintaining intelligence data files. Marilyn Peterson provides an excellent summary of the policies in these two documents. The following bullets are taken from the 2005 U.S. Department of Justice report titled *Intelligence-Led Policing*:

- Information entering the intelligence system should meet a criminal predicate or reasonable suspicion and should be evaluated to check the reliability of the source and the validity of the data.
- Information entering the intelligence system should not violate the privacy or civil liberties of its subjects.
- Information maintained in the intelligence system should be updated or purged every five years.
- Agencies should keep a dissemination trail of who received the information.
- Information from the intelligence system should be disseminated only to those personnel who have a right and need to know in order to perform a law enforcement function.\(^{13}\)

\(^{10}\) Code of Federal Regulations, Title 28, Judicial Administration, Part 23.30, Operating Principles.


\(^{13}\) Peterson, 2005, p. 20.
Intelligence information sharing across law enforcement agencies has become a critical component of modern public safety operations. These operations rely on data, and law enforcement agencies must develop and maintain clear policies for handling those data that are consistent with federal, state, and other regulations. Title 28, Part 23, of the Code of Federal Regulations and the LEIU Intelligence File Guidelines are two of the best-known policies for managing privacy concerns through intelligence data systems. The Police Chief magazine published a special feature on information sharing in 2006 with a review of the implementation and privacy considerations for the National Data Exchange (N-DEx), developed in 2005. The N-DEx was designed to enable data sharing between agencies across jurisdictional boundaries and to provide a new series of analytic tools to aid in investigations of criminal and terrorist threats. The article highlights several aspects of the system’s development as critical to its early success; a few of those related to privacy concerns include the following:

- **Clear ownership of data elements:** The law enforcement agency that submits data retains ownership and control over its data. Thus, the program clearly defines the system controls and centralizes responsibility for policies governing data dissemination and privacy.
- **Clear standards for classification:** Only data classified as sensitive but unclassified or below are permitted in the N-DEx system. Protocols for classification helped avoid legal conflicts related to restricted-data spills. Developers integrated additional support for case sensitivity information to allow departments to restrict certain cases and data from their records management system (RMS) for various privacy and case sensitivity reasons.

These and other privacy solutions have been cited as important factors in the successful implementation of the N-DEx, as formalized protocols addressing privacy and case sensitivity were baked into the information system architecture. Intelligence gathering and the pooling of intelligence resources across regional jurisdictions have helped make law enforcement agencies more effective. However, these activities have also led to considerable privacy concerns. As the technology for information sharing advances, clear and consistent use of the policies outlining protections for privacy will remain a law enforcement responsibility.

**Privacy Resources for the Law Enforcement Community**
A range of tools are in development that assess a person’s risk of committing or observing a crime based on certain behavioral patterns, but police departments will want to
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proceed with caution. Law enforcement officials must carefully consider issues related to privacy and First Amendment rights before acting on information of this nature. Proper management of sensitive data is a significant concern, and improper use can have legal ramifications as well as personally damaging consequences for citizens and communities. A police department’s best protection against the improper collection or use of private personal data is to understand the tests associated with the Fourth Amendment of the U.S. Constitution and other statutes related to privacy. Technology advances are regularly testing the bounds of these precedents; police departments will need to maintain an open channel of communication with their legal teams for help in navigating challenges to a citizen’s right to privacy. Title 28, Part 23, of the Code of Federal Regulations and LEIU Intelligence File Guidelines will be useful resources as police departments form information sharing partnerships across jurisdictions with other law enforcement agencies.

In this section of the guide, we do not cover the many state and local government policies that protect a citizen’s right to privacy. Many privacy laws in the United States, Canada, Europe, and other regions are structured around the widely accepted Fair Information Practice Principles. These principles were first established by the U.S. Department of Health, Education, and Welfare in 1973. The following excerpts are from the Organisation for Economic Co-operation and Development’s Guidelines on the Protection of Privacy and Transborder Flows of Personal Data, which were adopted on September 23, 1980:

**Openness Principle**
There should be a general policy of openness about developments, practices and policies with respect to personal data. Means should be readily available for establishing the existence and nature of personal data, and the main purposes of their use, as well as the identity and usual residence of the data controller.

**Collection Limitation Principle**
There should be limits to the collection of personal data and any such data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject.

**Purpose Specification Principle**
The purposes for which personal data are collected should be specified not later than at the time of data collection and the subsequent use limited to the fulfillment of those purposes or such others as are not incompatible with those purposes and as are specified on each occasion of change of purpose.

Use Limitation Principle
Personal data should not be disclosed, made available or otherwise used for purposes other than those specified . . . except a) with the consent of the data subject; or b) by the authority of law.

Data Quality Principle
Personal data should be relevant to the purposes for which they are to be used, and, to the extent necessary for those purposes, should be accurate, complete, and relevant and kept up-to-date.

Individual Participation Principle
An individual should have the right: a) to obtain from a data controller, or otherwise, confirmation of whether or not the data controller has data relating to him; b) to have communicated to him, data relating to him within a reasonable time; at a charge, if any, that is not excessive; in a reasonable manner; and in a form that is readily intelligible to him; c) to be given reasons if a request is denied and to be able to challenge such denial; and d) to challenge data relating to him and, if the challenge is successful, to have the data erased, rectified, completed or amended.

Security Safeguards Principle
Personal data should be protected by reasonable security safeguards against such risks as loss or unauthorized access, destruction, use, modification or disclosure of data.

Accountability Principle
A data controller should be accountable for complying with measures which give effect to the principles stated above.16

The State of California has developed privacy laws based, in part, on the Fair Information Practice Principles, and it has used the framework to develop many state-specific protections for its citizens.17 The purpose of this introduction to some of the privacy considerations related to predictive policing initiatives is as much to inform as it is to caution that the applicable regulations and guidelines are numerous. However, this also means that there are many resources and communities of interest for law enforcement agencies to consult. To support the policing community, NIJ and others have published a range of resources on data sharing and privacy concerns. The following are a few better-known examples:
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17 The California Department of Justice hosts an exhaustive list of the privacy rights California citizens enjoy. See California Department of Justice, Privacy Enforcement and Protection Unit, “Privacy Laws,” web page, undated.
Dealing with Noisy and Conflicting Data: Data Fusion

We introduced the concept of data fusion in Chapter One. Data fusion is a process used to combine elements of incoming data to improve the accuracy of an assessment. When dealing with information about people—which are especially likely to be noisy and conflicting—law enforcement agencies might benefit from a formal process to address data noise and confusion. We have found little evidence of such processes in the law enforcement community, however. The combining methods briefly described here offer a starting point as agencies attempt to make sense of data on individuals and groups.

Heuristic and Simple-Model Methods
Heuristic and other simple data fusion methods include checklists and risk indexes, which are especially suitable for on-the-scene law enforcement personnel at checkpoints. They are, perhaps, less so for a police department’s analysis section. Checklists are already common and can be either negative (i.e., any indicator, if met, triggers additional screening) or positive (i.e., if all indicators are met, secondary screening can be minimized). Index or scoring methods typically characterize a risk level by summing indicator scores or by computing risk as the product of a likelihood and a consequence, with a score exceeding a threshold triggering additional screening. Significantly, good scoring methods sometimes need to be nonlinear and should be empirically validated rather than ad hoc. In this chapter, we also consider more complex “simple” methods, such as scorecards and conditional-indicator sets. Most of the instruments used to assess personal and group risk that we discuss here fall into this category.

More Sophisticated Fusion Methods
More advanced fusion methods are likely necessary in using behavioral indicators (behavior usually associated with criminal behavior) for law enforcement purposes, particularly at the level of a department’s analysis unit. Such methods are better
equipped to reduce the often-serious signal-to-noise and false-alarm problems that accompany information about people. There are several suitable mathematical techniques for this purpose, but each comes with some drawbacks. Bayesian updating is now well understood and widely applied in other domains, but its usefulness in law enforcement is limited by its demands for many subjective estimates of conditional probabilities, for which there is and will continue to be an inadequate base. Some relatively new methods are based on Dempster-Shafer belief functions, which distinguish between having evidence for a proposition (such as an individual’s malicious intent) and having contrary evidence (of innocence, in this example). Both can be high, whereas if the language used were that of simple probabilities, a high probability of malicious intent would imply a low probability of innocence. Ultimately, there are several major shortcomings in using this approach as well. A much newer approach, called the Dezert-Smarandache Theory, has not yet been widely examined or applied, but something along these lines has promise for law enforcement. The theory deals specifically with combining evidence from sources that produce imprecise, fuzzy, paradoxical, and highly conflicting reports—precisely the type of reports encountered in law enforcement. For example, it would allow an analyst to characterize evidence that (1) both John and Harry belong to a criminal gang, (2) either John or Harry (but not both) belongs to the gang, and (3) John belongs to the gang or John does not belong to the gang. Other available methods include “possibility theory,” various multiattribute theories, “mutual information” (which builds on the concept of information entropy), and Kalman filtering.

The best data management methods for law enforcement are not yet certain, but it appears that some of these methods might help in building a case for monitoring a given individual or group more closely. Some of the more sophisticated mathematical methods are not likely to be universally appropriate, but simple techniques, such as checklists and indexing are within the purview of most departments. This is an area where further research might be beneficial.

Risk Assessment for Individual Criminal Behavior

Can we estimate the risk that a person will commit a serious crime in the near future? How well will a person respond to a short-term change in life circumstances (e.g.,
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getting fired from a job, fighting with a spouse or partner, abusing alcohol or drugs)?

What is the likelihood that these short-term circumstances will motivate a person toward criminal behavior? A 1996 study led by Julie Horney and sponsored by NIJ attempted to capture the social life events that may tip the scale for a potential offender in the direction of criminal activity. The research team collected data on the month-to-month changes in the circumstances that shaped the life of people recently arrested, capturing the two-year period that preceded the arrest. The survey was administered to 658 newly convicted male offenders serving sentences in the Nebraska Department of Correctional Services. The findings suggest that short-term negative changes in life circumstances may sharply increase criminal activity—for example, the use of illegal drugs increased the odds of committing property crime by 54 percent and committing an assault by more than 100 percent. In contrast, such positive short-term changes as living with a girlfriend, attending school, or receiving justice system supervision may decrease the odds of recidivism.

This section introduces the behavioral instruments that are most commonly used by the correctional system and describes the challenges and considerations involved in employing them.

**Commonly Used Behavioral Instruments**

A range of techniques have been developed to assess behavioral patterns. Tools to assess risk among potential offenders include the Level of Service Inventory—Revised (LSI-R) assessment, a quantitative survey tool used by parole officers to determine the level of supervision and treatment typically required by a person going on parole. According to Dawn Clausius, a police intelligence analyst with the Olathe, Kansas, Police Department, these assessments may hold “mountains of untapped data for predictive policing efforts.” Behavioral patterns from the LSI-R might be integrated with geospatial and temporal data on criminal dynamics in a region to more robustly focus on areas frequented by recently paroled offenders with a higher than average risk level. In fact, some police jurisdictions are using this information to identify the parolees who will receive both parole and police attention during their supervision. Combining the two resources to closely monitor these high-risk offenders would help police predict future behavior while parole officers monitor for possible violations that might result in parolees’ return to custody.

The LSI-R is among the instruments most frequently used by corrections agencies for classifying and assessing risk levels of offenders. Essentially, it attempts to capture
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an offender’s background. The instrument includes 54 items that are divided into ten subscales; the total number of checked items is equal to the total score on the LSI-R. The higher the score, the greater the risk of criminal behavior. The subscales cover the following ten areas: criminal history, education and employment, finances, family and marital conditions, accommodation, leisure and recreation activities, companions, alcohol and drug problems, emotional and personal issues, and attitudes and orientations. Generally, a score of 29 or higher represents the maximum risk level, a score between 19 and 29 is thought to equate to medium-level risk, and a score of 18 or below is considered an indication of minimal risk.

The ten sub-scales also provide a means to classify the degree of static versus dynamic risk factors in relation to criminal behavior and recidivism. Static risk factors are conditions in an offender’s past and are not responsive to correctional intervention, whereas dynamic factors are conditions that can be changed by programs, treatment, counseling, and other interventions. A static risk factor may include mental or physical limitations; dynamic factors could be conditions related to employment, education, or associations. These factors may be used to classify offenders for specific intervention programs that aim to minimize the chance of recidivism.23

Other tools used by the corrections system to assess and classify offenders include the Substance Abuse Subtle Screening Inventory (SASSI), the Beck Depression Inventory—II (BDI-II), the Minnesota Multiphasic Personality Inventory—2 (MMPI-2), the Addictions Severity Index (ASI), the Hare Psychopathy Checklist–Revised (PCL-R), and the Michigan Alcoholism Screening Test (MAST).24 These instruments help screen for a range of risks and behaviors associated with recidivism and criminal behavior.

A more recent development is to use predictive analytics to build formal statistical models assessing the probability that an individual will offend based on the presence of specific risk factors. For example, criminologist Richard Berk has recently developed a model that assesses the risk that an offender will commit homicides while out on parole or probation. In the model, the age at which the first major offense was committed was found to be the biggest factor, with offenders committing serious crimes at earlier ages being at greatest risk. The model can reportedly identify only about eight future killers out of 100, however.25

Limitations of Behavioral Instruments

Although the LSI-R and a few of the other behavioral instruments mentioned here have been used to predict recidivism, several research studies have brought to light a number of considerations and challenges to better define the proper and improper use of the instruments. The primary two challenges to the LSI-R are also relevant for reviewing the effectiveness of other similar behavioral instruments: inter-rater reliability and mis-specification of the predictive model, which would influence the statistical association between the behavioral instrument and criminal outcomes, such as recidivism.

Inter-rater reliability is the degree of agreement among raters. In the context of the LSI-R and other behavioral instruments, high inter-rater reliability indicates that different trials of the tool to capture risk-level characteristics of the same population of offenders would return the same results. Low inter-rater reliability indicates that various raters do not agree and that the scale is defective or the raters need to be retrained.

Implementation of the LSI-R for assessment and classification purposes has been evaluated for correctional systems, however.

An evaluation for the Pennsylvania Board of Probation and Parole reported in 2003 that most of the LSI-R scoring items did not meet a sufficient level of reliability as implemented by corrections staff. Specifically, 18 of the 54 total items (33 percent) had reliability scores at or above a minimum 80-percent threshold for inter-rater consistency; the items with the highest levels of agreement were the fact-based measures of the prisoner’s criminal history. A second test for reliability on the LSI-R, completed roughly two years later, showed that reliability had improved with regard to calculating offenders’ overall risk level (e.g., high, medium, low)—from 71 percent agreement among raters in 2000 to 88 percent agreement in 2002. At the item level, 63 percent of the items met a minimum threshold for inter-rater consistency. Despite these noted improvements, the evaluation report suggested that the LSI-R was not a sufficient method for assessing risk at parole interviews. The research team recommended that the Pennsylvania Board of Probation and Parole consider another behavioral instrument related to the LSI-R, called the Level of Service Inventory—Screening Version (LSI-SV).  

simple factors about the criminal’s background (e.g., demographic, criminological, and psychopathological characteristics of the offender) were incorporated into the models in addition to behavioral factors. When explanatory variables are omitted, the model suffers from misspecification, confounding the statistical significance of the predictions. Due to these limitations, Dahle suggests that the behavioral instruments should complement a series of other carefully and clinically informed appraisals and should not be used as a substitute for them when making an assessment about a prisoner.27

James Austin has published a useful paper on proper and improper uses of risk assessments for the corrections community that is applicable to the use of behavioral instruments for law enforcement purposes. According to Austin, the accuracy of a behavioral instrument is dependent on its reliability and validity. These dual requirements for accuracy can be evaluated with commonly used statistical tools that assess inter- and intra-rater reliability on surveys and psychometric instruments. To assess an instrument’s validity, it is also useful to employ statistical methods for examining associations between variables captured by an instrument and an outcome behavior (e.g., correlation or regression-based techniques). Although behavioral instruments like the LSI-R may have been developed over many decades, failure to properly train raters and continuously consider the statistical accuracy of assessments can lead to improper assessments of risk.28

Austin also raises concern about the perceived rigidity of these “actuarial” behavioral assessments. Risk assessments are not “foolproof,” and, like Dahle, Austin proposes that supplemental information that is not factored into the scoring system be incorporated to allow for adjustments on a case-by-case basis. He emphasizes the importance of caution, trained raters, and an understanding of the statistical tools to evaluate risk assessments when using behavioral instrument data for classification and predictive purposes.

Finally, Austin notes that behavioral instruments are designed with specific populations and their demographic characteristics in mind. Determining the applicability of a specific behavioral assessment to a location, community, and crimes of interest is an important preliminary step to integrating these tools into an investigation or predictive policing effort. Assessing the applicability of a given instrument should start with a strong understanding of the control and treatment populations used to determine the reliability and validity of the measure. With an understanding of the clinical study parameters that were used to create the behavioral instrument, law enforcement agen-


cies will be better prepared to select the tools that are most appropriate and applicable to the criminal element in their community.

**Quebec, Canada: Assessing Criminogenic Risks of Gang Members**

A great threat to public safety in Quebec is the presence of street gangs. Juvenile prostitution networks, drug trafficking, and other criminal activities pursued by street gangs increased the flow of juvenile offenders into the adult correctional system in Quebec. Research conducted by Jean-Pierre Guay and reported in 2012 examined the applicability of the Level of Service/Case Management Inventory (LS/CMI) to identify specific criminogenic needs profiles of gang members as compared to non–gang members.\(^\text{29}\)

Similar to the LSI-R, the LS/CMI is an assessment that measures the risk and need factors of late adolescent and adult offenders. A refinement of the LSI-R (reducing the former 54 question survey to 43 items), the LS/CMI tool consists of 11 sections and can be used to estimate a level of risk (both static and dynamic) associated with an offender’s profile.\(^\text{30}\) Guay selected a sample of 172 offenders serving sentences of more than six months under provisional jurisdiction (86 recognized gang members and 86 non–gang members). All participants were assessed with the LS/CMI.

The LS/CMI results showed that gang members present more significant criminogenic risks and needs, and in a greater number of the sub-scale areas than did the control group non–gang members. The noticeable differences suggest that gang members experience a significantly higher level of risk and therefore have greater needs in terms of intervention. Guay discusses cognitive behavioral programs that follow Risk Need, and Responsivity (RNR) principles, proposing that successfully implemented these could reduce recidivism by up to 20 percent among gang members.\(^\text{31}\)

**Pittsburgh, Pennsylvania: Predicting Violence and Homicide Among Young Men**

Since 1999, homicide has remained the second leading cause of death for U.S. residents 15–24 years of age. In 2010, 4,828 people in this age group were victims of homicide.\(^\text{32}\)

Like other urban communities, the Pittsburgh region has suffered lasting trends in violence among boys from late childhood to early adulthood. The ability to predict

---


homicide in populations of boys would provide law enforcement and youth-focused community organizations with the resources to identify boys at particularly high risk and intervene.

The researchers considered as predictors of violence a class of risk factors that included child, family, school, and demographic characteristics. The research team sampled 1,517 total boys from three schools in the Pittsburgh region (including 33 convicted of homicide, 193 convicted of serious violence, and another 498 self-reporting serious violence) using a composite behavioral instrument with 63 risk factors based on prior literature. The survey results were then used to construct a violence risk index (based on 11 of the original factors) and a homicide risk index (based on nine factors). The research provides evidence that it is possible to estimate the risk of violence in a community sample of boys.33

Risk Assessment for Organized Crime Behavior

Predicting crimes committed by organized gangs differs from detecting crimes committed by individuals and predicting who will offend. Criminal gangs usually engage in one or two types of criminal behavior, such as drug-related crimes or prostitution. In addition, criminal gangs often fight each other to gain dominance in certain parts of the city. However, our review of predictive methods would not be complete without some mention of attempts to forecast these types of crimes.

Predicting events related to organized crime was discussed very briefly at the October 2009 NIJ Geospatial Technology Working Group meeting in Scottsdale, Arizona. The discussions centered on the idea that technically savvy criminals can be highly adaptive and tend to look for opportunities to employ new technology in their criminal acts. For this reason, police and analysts must continually educate themselves on these innovations.

The example of human trafficking enabled by some virtual spaces, such as Craigslist and other open and less regulated online discussion forums, has been raised as a type of criminal behavior enabled through technology. Meeting participants pointed to organized crime groups as behind these more industrious crimes, stating that technology has broadened the reach of these groups and made their activities less geographically centralized than ever before. They also noted that policing financial and human trafficking cybercrimes requires a major change in current practices.34

The mobility of criminal groups is of international interest because crime organizations can influence both local crime (e.g., through illicit drugs, prostitution, and rob-

33 Loeber et al., 2005.
bery) and, in some cases, international crime (e.g., through human trafficking, money laundering, and the transport of illicit drugs). Methods for predicting the illegal activity of organized crime groups include using the activity and dynamics of the group to evaluate risks and techniques to measure criminal market opportunities. The most common models include using group activity to identify organized crime,\(^{35}\) determining the presence of organized crime through illicit markets,\(^{36}\) and using a risk-based assessment (a more holistic approach) to identify illicit behavior.\(^{37}\) For the most part, to date, these methods have been qualitative rather than formal statistical models for calculating the risk of “organized crime.”

Motivating the more holistic risk-based assessments of illicit behavior are questions like “Is there much organized crime?” “Is the situation serious?” “Is it bad that there are more criminal groups now than in the past?” and “Which criminal groups are the most dangerous?” Unlike the behavioral assessments used by the correctional system, a method developed by Tom Vander Beken, working for the Belgian Federal Police and Minister for Justice, measures organized crime starting with a general framework for organized crime. This type of crime, the study said, is entrepreneurial, and fluctuations in the market space explain the behavior of criminal groups. The methodology incorporates three major components: environmental scanning, analysis of criminal organizations and counterstrategies, and an analysis of licit and illicit market performance. Similar qualitative methods have been used to forecast crime. The following list identifies and defines several of the methods used by law enforcement agencies to describe trends in the criminal market space:

- **Environmental scanning:** A systematic effort to identify future developments that could plausibly occur and whose occurrence could alter a particular environment in an important way (e.g., economic fluctuations, social attitudes, advances in technology). Reviewing and synthesizing the literature in disciplines relevant to the issues at hand are the two most common methods used by practitioners.

- **Nominal group and Delphi process:** Surveying the opinions and judgments of experts can also provide the insight needed to assess the potential of various future events to alter the characteristics of the criminal market space. The Delphi process is one such expert survey protocol in which a group of experts are asked to debate the probability of an event and, through the process, are encouraged to find consensus.
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• **Scenario writing:** An attempt to identify the range of possible conditions, scenario writing challenges an analyst team to use facts, given events, and a series of proposed forces to develop a picture of the conditions that may lead to various potential outcomes. By varying the assumptions associated with existing trends and considering the dynamics of the environment, analysts attempt to prioritize key actors, conditions, and events to watch.38

The operations that employ these techniques for studying organized crime and the market space for criminal activity are generally within the purview of international agencies charged with monitoring and deterring large-scale criminal activities. It is still useful for local police departments to understand these techniques and how they have been applied, however. In general, the methods are designed more to identify opportunities for crime than to monitor the nature of the group itself. Reviewing a range of international crime prevention activities, Morselli, Turcotte, and Tenti focused on the economic push and pull factors that drive criminal interest toward one location over another. The authors propose several tactics, as part of their discussion of criminal market spaces, to restrict the influence of organized crime.39

As a means to help policymakers set strategic priorities, several national and international governments have developed organized crime threat assessment mechanisms. These monitoring systems, tests, and protocols provide a framework for filtering and analyzing data about the actions of known crime groups and the crimes with which they are potentially associated. The systems vary in reliability and validity, however. Andries Johannes Zoutendijk presents a series of case studies of the major European threat assessment systems to illustrate these challenges.40

An important finding from the extensive review in Zoutendijk’s article is that the concepts of organized crime, threat, and risk are ambiguous, and this ambiguity creates challenges for assessing the validity of one threat assessment system over another. Proper measurement instruments are still in development nationally and internationally, and these innovations may provide opportunities to improve the tools best suited for other law enforcement agencies. Natasha Tusikov shares several useful case studies of policing methods that use risk assessment methods to analyze organized crime. Like Zoutendijk, Tusikov concluded that there is ambiguity in the definitions and analysis

procedures adopted by police agencies to assess risk in the case of organized crime and that this is a serious weakness.\textsuperscript{41}

As mentioned, these measures are largely qualitative, but there has been some movement toward quantitative modeling. In 2012, for example, the Chicago Police Department experimented with social network analysis methods developed by sociologist Andrew Papachristos. These methods showed that an individual co-arrested with a homicide victim—or who is a few social links away from a homicide victim—may be orders of magnitude more likely to be killed.\textsuperscript{42} How to take action on information like this is very much an open question.

\textbf{Risk Assessment Instruments for Domestic Violence}

In Johnson County, Kansas, members of the district attorney’s office developed a “lethality assessment” that must be completed by law enforcement officers on the scene of domestic incidents where there is probable cause for arrest. Several risk factors, the office determined, are associated with an increased risk of homicides of women and men in violent relationships. While these associations are difficult to predict with precision, the district attorney’s office was aware that higher risk factors come with a higher likelihood of homicide. Using the results of the lethality assessment administered to the victim, officers were able to automatically trigger certain protocols, including a call or referral to the SAFEHOME domestic violence shelter hotline. In 2011, the SAFEHOME shelter received around 1,000 more calls to its hotline than in prior years (an approximately 25-percent increase).\textsuperscript{43}

Nearly 60 police departments in Maryland are using a similar lethality assessment checklist to identify potential domestic violence threats. Jacquelyn Campbell, a nursing professor at Johns Hopkins University in Baltimore, developed the questions used by Maryland’s intervention. The protocol was originally designed for abuse-victim advocates and health professionals. The Maryland program charges police officers and call operators to intervene as part of domestic calls, asking the apparent victim (generally a woman) a series of pointed questions. Depending on the answers provided, the offices involved may immediately call a domestic violence counselor to guide


\textsuperscript{42} For example, if A is co-arrested with B, who was co-arrested with homicide victim C, then A is at a very high risk of being a victim as well, making A very high-risk. Andrew V. Papachristos, Anthony A. Braga, and David M. Hureau, “Social Networks and the Risk of Gunshot Injury,” \textit{Journal of Urban Health}, Vol. 89, No. 6, December 2012; David Kennedy, “After a Horrific Summer of Murder, Chicago Trying a Bold New Approach,” \textit{The Daily Beast}, September 28, 2012.

the victim in taking positive steps to protect him- or herself. In an interview with a Baltimore Sun reporter, Corporal Tracy Farmer of Maryland’s Harford County Sheriff’s Office remarked, “As first-responders, we’re getting there in the heat of the moment. . . . If you get these victims a couple of days later, their batterer will be trying to make amends and the victims will have had time to rationalize [the assault]. It’s helpful not only to tell them of the resources available, but to get the ball rolling.”

Three primary questions are calculated to reveal direct threats of deadly violence:

1. Has your partner [or whoever the aggressor is] ever used a weapon against you or threatened you with a weapon?
2. Has he or she ever threatened to kill you or your children?
3. Do you think that he/she might try to kill you?

Different from the more structured behavioral instruments used by correctional systems and those used to identify violence among populations of young boys, the lethality assessment is a semistructured interview that allows the officer greater leeway in assessing the domestic condition and the tools to take informed action quickly. Variation in the level of “control” an interviewer has over the interaction determines the interview approach (i.e., the less control results in a less structured interview, and the more control means more structure). With less structured interview protocol, an interviewer exerts limited control over the course of the discussion. Although the responses may be rich, they may also be more difficult to assess and compare to other standards. Some expert interviews to determine criminal market spaces and forecast crime trends may be conducted with an unstructured interview protocol. A semi-structured interview will incorporate a guide for the questions and topics, as well as an established method to evaluate the potential responses. Highly structured interview protocols, like the behavioral instruments described earlier in this chapter, are much more rigid in their design but may be more statistically reliable and valid.

According to Campbell’s research, women who have been threatened with a gun are 20 times more likely to be murdered, and women who have been threatened with murder are 15 times more likely to be killed. Additionally, nearly a third of the victims who speak to a counselor eventually seek a protective order, shelter, counseling, a support group, or other services. Since 2005, the Maryland Network Against Domes-
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tic Violence has developed training materials and other resources around Campbell’s lethality assessment and continues to lead the program for the state.47

**Risk Assessment Instruments for Mental Health**

As the United States has moved toward integrating the mentally and physically challenged into mainstream society over the past several decades, law enforcement has had to prepare for interactions and conflicts with these individuals. Often, law enforcement officers are called upon to assess not only a general risk of violence but also specific types of violence, sometimes with only moments or even seconds to make those decisions. Now more than ever, agencies are pairing up with mental health professionals to make these assessments well in advance, or at least reasonably in advance of critical situations. In Olathe, Kansas, Johnson County Mental Health has paired with the police department to provide a full-time mental health professional dedicated to responding to calls involving mental health patients or with obvious mental health problems. Not only is the mental health professional fully trained for such encounters, she is able to provide immediate insight and information to officers on the scene to protect the patient, the officers, and other citizens. This model proved to be effective during the pilot implementation, and other nearby jurisdictions are now seeking funding to implement similar programs.

However, reliance on behavioral patterns is extremely problematic in that there is no agreed-upon list of behaviors that point to likely offenders with any certainty. Further, individuals with mental health disorders can exhibit threatening behaviors but are not necessarily potential offenders. Determining which ones are truly likely to commit serious crimes is far from a settled science.

**Predictive Methods: Finding Suspects**

In this section, we review several methods currently in use to “predict” who likely committed recent crimes of interest. The common approach is to assemble the available clues—pieces of data both about the crime and about past perpetrators in the area—and, using a combination of matches to potential suspects and exclusions based on the process of elimination, identify the most likely perpetrators. In all of these methods, the issues of privacy and civil rights loom large. Where possible, we report on the success or failure of the methods highlighted here.

Basic Queries
The use of various queries of intelligence and master name databases are useful in finding suspects. Information collected through database queries of persons under supervision, field interview cards, and gang intelligence, for instance, assists investigators and analysts in identifying threats and finding likely suspects.

Criminal Intelligence in Social Network Analysis Format
Clearly, social network analysis has become extremely popular and important in recent years. Monitoring real-time updates on selected Facebook, Twitter, and other social media can provide law enforcement officials with immediate information on crimes just committed and other criminal activity being planned. From criminal mischief by juveniles to very serious crimes, including homicide, some criminals frequently post and promote their criminal activity and plans, leaving the ball in law enforcement’s court to identify and stop it, when possible.

Links to Department of Motor Vehicle Registries, Pawn Data, and Other Registries
Classified as third-party data sharing agreements, law enforcement partnerships with motor vehicle and other public registries have been used to develop rich profiles of potential suspects, known offenders, and possible witnesses. One data-sharing network, in Minneapolis, is a well-known case that provides valuable evidence on the effectiveness of regional and cross-jurisdiction partnerships. Like many cities, Minneapolis experienced mortgage-default problems on a wide scale, which has led to foreclosed properties, vacant homes, and a gradual increase in crime (specifically, copper theft). The Vacant House Project Coalition was established to integrate data sharing across public service agencies throughout the city and across community associations to produce neighborhood-level data.\(^{48}\) Pawn shop data have also proved to be very useful. In addition to identifying attempts to pawn known stolen property, a review of pawn records can show an increase in pawns by a particular subject that may warrant further investigation. An analysis of those data, coupled with information and intelligence from other sources, such as the areas frequented by the subject and the types of crimes committed, can inform behavioral and appropriate responses to target the person or the activity.

Anchor Point Analysis, or Geographic Profiling
Geographic profiling is an analytic tool that determines the most probable area of an offender’s search base through an analysis of his or her crime locations. For the vast majority of criminals, their search base is their residence. In some cases, the search base for an offender’s crimes is some other anchor point, such as his or her work site.
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or immediate past residence. Either type of base can be located using this technique. Several major software programs are being employed by police agencies to access these capabilities, including Rigel, CrimeStat III, and Dragnet.49

Geographic profiling is typically applied to a crime series, a set of crimes believed to have been committed by the same offender. Each crime location gives information about the offender’s awareness space; more crime locations provide more information about the offender and produce a better geographic profile. Some predictive tools predict “outward” by attempting to forecast the next location to be hit by a serial criminal; geographic profiling focuses “inward,” attempting to predict the offender’s residence.

While these various software programs use different types of distance-decay functions to model the geographic space associated with a spree of crimes, the general output is essentially the same. The applications produce a grid over an area and then calculate the probability that the offender’s home base of operations is in each grid cell based on the spatial relation to the crimes. Some software systems display this grid using a three-dimensional diagram, where X and Y correspond to map coordinates, and the vertical height reflects the probability estimated for each cell. Law enforcement officials have used these tools to prioritize suspects and tips, for designing patrol and surveillance strategies, and for other area-focused investigation tactics to narrow in on an offender.50

Figure 4.1 is a screenshot of the Rigel geographic profiling software from Environmental Criminology Research, Inc. Rigel can display crime maps as well as the output from a geographic profiling analysis.

Geographic profiling works by making inferences about the spatial characteristics of an offender. Computerized geographic profiling software assists in the production of color-coded maps that show the most likely area of the offender’s search base. Investigators use the geographic profiling maps to focus on the best locations to find the offender with the goal of locating him or her sooner rather than later.

It is important to note that one does not necessarily need specialized computer software to do a basic geospatial profiling analysis. Analysts can do reasonably well identifying areas containing anchor points just using the heuristic that offenders tend to have residences (or other anchor points) near where they commit crimes.

**Modus Operandi Similarity Analysis**

Clearly, examining individual offenders based on their known modus operandi (MO) to crimes that have been committed creates reasonable leads for investigators to follow

---

49 National Institute of Justice, “Geographic Profiling,” web page, last updated December 15, 2009. Rigel is a geographic profiling application developed by Environmental Criminology Research, Inc. Dragnet was developed by David Canter at the Centre for Investigative Psychology, housed at the University of Huddersfield in the UK.

Figure 4.1
Rigel Geographic Profiling Tool

SOURCE: Courtesy of Environmental Criminology Research, Inc. Used with permission.
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when following up on past incidents. However, using this same information on offenders, analysts can project future behavior. For instance, suppose a known burglar targeted aging strip malls in a given county where he found an unsecured door or window for entry and then cut drywall to gain access to adjacent businesses. This type of case can be examined on a microscopic level to predict future activity. By asking such questions as “Has this offender ever repeated any targets?” and “What is the age range of the strip malls he has targeted?”—along with examining all possible targets in the jurisdiction and conducting temporal analysis—analysts can perform next-incident predictions on an individual basis.

This sort of analysis can be done manually or with computer assistance. In the manual version, the analyst sets up a table that compares key attributes of crimes committed by a known offender to other crimes that have not yet been matched; a crime that matches a large fraction of the attributes is probably part of the same crime series committed by the same perpetrator. In the automated version, computer software computes a probability that a recent crime is part of a crime series. For example, Rigel, described earlier, has a module that formally estimates the probability that recent crimes are part of an established crime series.

Although this type of analysis is quite common in many local agencies, especially those with progressive analysts, responses to this information are often lackluster. Police agencies are unsure what to do with a forecast that “John Smith, a known drywall burglar, is likely to strike again this month in one of six possible targets, based on his past behavior, MO, and target selection.” While interesting, a lack of resources to develop practical and cost-efficient responses prevents most agencies from using their analysis in a proactive way.

One such real-life example from Shawnee, Kansas, involves a prediction made by co-author Susan Smith when she was the local department’s crime analyst. Smith examined the future behavior of a small group of individuals who were stealing from change machines that convert dollar bills into quarters. The suspects, a set of common-law spouses, a brother, and a brother-in-law worked in concert to repeatedly target several car washes at night, using a crow bar to pry open the coin-boxes and remove the cash. Based on the individual MO factors of the primary suspect, Smith developed and disseminated a special bulletin on the particular behaviors associated with the incidents that had occurred in the jurisdiction. The bulletin included a prediction of similar activity occurring at one of three possible locations that weekend, in the hours just after dusk. Although no special personnel were assigned to the forecast, one particularly proactive officer printed the bulletin and carried it with him while on patrol. He pulled into the parking lot of one of the named targets, positioning his car out of view but in a location where he could observe the car wash while working on a report. The officer had been in place less than ten minutes when the suspects drove up and parked in a car wash bay. After three subjects were subsequently taken into custody, the primary suspect provided a false name to the arresting officer. The primary officer
on the call pulled the folded bulletin from his pocket and showed the suspect a picture of himself, along with his real name, home address, associates, vehicles, and MO information. The suspect was also charged with providing false information. In this case, knowing the subjects and their MO and using this information to predict individual future behavior proved effective.

Exploitation of Sensor Data
Increasing volumes of sensor data provide growing but largely unexploited opportunities to find perpetrators. Analysts could, for example, determine whether the same license plate was spotted repeatedly near multiple burglaries or robberies that appear to be part of the same crime series. Similarly, jurisdictions have increasingly turned to GPS offender-tracking devices (such as ankle bracelets) to assist in supervising those on probation or parole. Analysts can perform queries of GPS tracking databases to see whether any tracked offenders were in the immediate vicinity of a crime. Facial recognition software, as it improves, will add yet another potential source to identify perpetrators who commit crimes in front of surveillance cameras.

Putting the Clues Together: Multisystem and Network Queries
Fusion and crime analysis centers have continued to leverage federated searching technologies to integrate disparate databases into a standardized query and analysis platform. The ability to conduct “one-stop” searching across the data sets of multiple jurisdictions and agencies has substantially enhanced the ability to translate investigative leads (such as aliases or phone numbers) into known suspects, identify multijurisdictional crime patterns, and discover offender associations and criminal networks. Data integration on such a large scale, combined with query and analytic tools to exploit the data, allows departments to leverage all available clues about crimes and known potential perpetrators to zero in on the most likely suspects. This can be a very powerful tool, with the computer able to search across huge volumes of data far exceeding what any one analyst or detective can know.

While such technologies currently supplement more traditional workflows, the integrated nature of federated data systems has great potential to enhance predictive policing efforts. At the simplest level, federated systems allow existing predictive algorithms to be applied across jurisdictional boundaries, making multijurisdictional predictive policing efforts possible. At the more sophisticated level, offender risk and suspect detection algorithms could be integrated into a federated data environment and combined with alerting functionality to automatically notify officers when they encounter a high-risk offender from outside their jurisdiction. When building predictive algorithms, federated systems also have the benefit of providing the researcher with broader and richer source data with which to develop and test models. As of this writing, no major predictive policing efforts have applied predictive technologies or methods to federated systems, but the nature of such systems is ripe for integration with
predictive techniques, and such integration has the potential to substantially improve analytical capacity. The following are just a few examples showing the potential power of federated data analysis:

- The Vancouver Police Department was faced with a shooting victim who was a known gang member, with the only clue to the shooters being a partial description of the vehicle used in the incident. They used queries of gang intelligence data on known adversaries of the gang member, combined with vehicle registry data, to zero in on suspects matching the intelligence information and whose car matched the vehicle description.  

- The Baltimore Police Department was faced with a homicide victim who was also a known gang member, with the only clue being a surveillance video that showed the likely perpetrators getting on a train from a distance. Officers used queries of gang intelligence on the known adversaries of the gang member, combined with the knowledge that the perpetrators were likely members of a rival gang based in the direction of the train, to rapidly narrow down the potential suspects.  

- A tool that IBM is developing for the Miami Police Department combines data on the physical characteristics of a robbery suspect with data on prior offenders who live or work nearby. The tool is intended to help law enforcement agencies create a rank-ordered list of the most likely suspects. It is reportedly highly effective in identifying the suspects, assuming they have been prosecuted for prior robberies.

Taking Action on Predictions

The first stage in taking action on a prediction about a high-risk individual or potential suspect is to describe the crime pattern or evidence related to the person. Past this point, actions taken with regard to individuals become far more uncertain and of greater concern from a privacy and civil rights perspective. This is an area that calls for significantly more research. However, in this section, we review practices that are currently in use.

---


Identifying High-Risk Individuals

We found evidence that police departments and correctional systems have used follow-ing interventions, among others, in response to high-risk individuals:

- One basic measure is to support improved situational awareness of the highest-risk offenders by providing officers with updated priority lists of known offenders.
- For especially high-risk individuals, some departments allocate resources to conduct regular surveillance.
- For high-risk individuals under community supervision (probation and parole), departments and corrections agencies have applied increased supervision, such as additional meetings and checks or the use of GPS tracking devices.
- Interventions led by community or other nonprofit organizations are also in use. For example, Cure Violence (formerly Chicago Ceasefire) is widely known for intervening with individuals at high risk of involvement in gang-related or other violent attacks.\(^{54}\)
- Some intervention and therapy programs have shown promise for treating persons at high risk of engaging in domestic violence, mental health–related violence, or violent behavior in general. CrimeSolutions.gov identifies a number of programs with demonstrated effects in reducing incidents of violence.\(^{55}\)

Identifying the Most Likely Suspects

Actions taken in response to predictions of the most likely suspects are more straightforward. Here, the actions involve simply integrating the findings into the criminal investigation process. The complications relate to due process and civil rights: What levels of statistical “risk” or “certainty” constitute standards for taking various degrees of actions against suspects? This is likely to be a major topic of future research and debate.

Prediction-Based Offender Intervention in Context

The following case studies profile the application of a few of the techniques discussed earlier. The emphasis in these cases is on predicting who will commit a crime and why. The sources of these examples are the various departments that implemented the prediction methods. As with our case studies of predicting where and when crimes will occur, there has been no independent verification of the claims made concerning the


success of these methods. We include them here to illustrate how various departments are using predictive methods to fight crime in their communities.

**Florida State Department of Juvenile Justice: Preemptive Efforts**

Despite a decline in the national population of incarcerated adults, several state prison systems are overcrowded and growing.\(^{56}\) In a 5-4 decision on May 23, 2011, the U.S. Supreme Court found prisons in California to be overcrowded and ordered the state to reduce the size of its inmate population by more than 30,000.\(^{57}\) California’s prison population had already been declining and will decline further as a result of the decision. Florida, in contrast, saw steady growth in its prison population between 2008 and 2009. The state’s prison population grew in absolute size by 1,527 inmates (a 1.5-percent increase) during that period, the second largest state-level increase. A research study by the Pew Center on the States captured these trends and offered several reasons for why the national decline in 2009 might be the start of a longer-term decline in the national prison population. One of the proposed reasons is that better use of data and analytic tools to predict the potential for additional criminal behavior can improve a case management system’s ability to cut the chance of reoffending.\(^{58}\)

Part of the increase in Florida’s inmate population might be attributable to repeat juvenile offenders who have a high probability of serving time in prison as adults. The Florida Department of Juvenile Justice’s Bureau of Research and Planning manages the Juvenile Justice Information System (JJIS), one of the largest and most comprehensive state-operated databases of its kind. Encompassing the criminal history of more than 1 million youth back to the year 2000, the Department of Juvenile Justice uses the JJIS data to design juvenile intervention programs and craft department-level strategies. Specifically, the department’s statistical profiling program uses the large historical data set to predict the successful placement of juveniles in rehabilitation programs. Although this is not a traditional predictive policing technique used to craft specific “actions” for forecasted problem neighborhoods, the effort keeps recidivism rates down and neighborhoods safer as a result.

In 2007, the department joined with IBM SPSS to pilot a statistical profiling program to predict the juvenile criminal behaviors of 85,000 youth and assign them to predicted risk-specific rehabilitation programs in an effort to reduce recidivism. Youth were assigned to programs based on the department’s experience assigning other, simi-


\(^{58}\) Pew Center on the States, 2010.
lar, youth to programs in the past. Some programs aligned youth with sponsor families, community members, and educational opportunities, while others were more oriented toward discipline and skill development. By tailoring the assignment process to link youth to the optimal program by statistical analysis the state hoped to reduce recidivism overall.

Although the program has not been scientifically tested, the state reported success: Six months after the preventative services assigned to the youth during the pilot had ended, 93 percent of the 85,000 youth remained arrest-free. “We are hoping that the use of predictive analytics will essentially put us out of business, with first-offending juveniles never returning to the incarceration system,” said Mark Greenwald of the Florida Department of Juvenile Justice in an article about the pilot program.59

As of fiscal year (FY) 2009–2010, the department had seen statewide delinquency referrals decline by 15 percent; school referrals were down by 9 percent, and the number of juvenile offenders waiting in detention centers for placement was at a historic low. The program, renamed the Residential Positive Achievement Change Tool (R-PACT), was launched statewide in FY 2009–2010 after its success in FYs 2007–2008 and 2008–2009.60 R-PACT and a similar probation-oriented program (referred to as Community-PACT) have helped the state identify at-risk youth and assign them to low-risk, moderate-risk, high-risk, and maximum-risk rehabilitation programs.61 By using data to predict the behavior of youth offenders, Florida aims to reduce its adult prison population over the long term.

**Predicting Predator Hunting Patterns**

The hunting pattern of the male lion, when aggregated to a time-series and geospatial research display, has been described as looking like a daisy. The “petals” of the lion’s floral-like hunting pattern trace its search for prey and the time taken to carefully stalk, kill, and then return home to feast. Although predicting the next kill point in the lion’s behavioral pattern is very difficult, some criminologists suggest that estimating the center of activity—the hunter’s rest site—may be less so.62

According to Kim Rossmo, serial killers, rapists, and arsonists, among other serious offenders, share behavioral characteristics that are innate to all hunters. Rossmo has made a career of using geographic profiling techniques to assist in ongoing inves-

---


60 In FY 2007–2008, the predictive analytic information provided through JJIS (now R-PACT) used evidence based methods to improve the assignment of youth to Department of Juvenile Justice rehabilitation programs, which helped keep recidivism at 43 percent. The move to expand the program statewide is projected to further reduce the recidivism rate.


tigations as a Texas State University research professor and, previously, as a detective inspector with the Vancouver Police Department in Canada. Rossmo coined the term *geographic profiling* while pursuing doctoral research at Simon Fraser University’s School of Criminology in British Columbia, and he founded a section of the Vancouver Police Department focused on these crime analysis methods. The concept of using geospatial and other tactical information to construct behavioral patterns has been tested with evidence used to convict criminals, identify the origin of disease outbreaks, and find the resting sites of bees, mosquitoes, and great white sharks. In his doctoral dissertation, Rossmo traced the predation patterns of psychopathic serial killers, such as Richard Trenton Chase, the “Vampire Killer,” to their resting areas to within 1.7 percent of the total hunting area. As Rossmo has indicated, geographic profiling can filter the tremendous amount of investigation data points to indicate where the hunter rests.63

The process was instrumental in helping police in Lafayette, Louisiana, identify the South Side Rapist, who had successfully evaded the police for almost a decade. Unidentified, the assailant had stalked the streets of Lafayette, concealing his face from identification with a wrapped scarf. Thousands of tips and hints about the case had pointed to thousands of suspects; the data scale was too great for the Lafayette Police Department to analyze in full. Rossmo was hired in 1998 to help sort through the information with his geographic profiling techniques. Rossmo’s deductive analysis helped police filter through the overwhelming number of suspects with a simple assessment of where each resided in relation to the hunter’s predicted resting site.64

Although the first pass through the data and the suspect list did not uncover the killer, the process changed the police department’s thinking about managing the suspect list. When a new suspect was named, rather than appending the name to the growing list or disregarding it on face value, police checked it against the geospatial information Rossmo had developed. The new suspect—a sheriff’s deputy from a neighboring police department, Randy Comeaux—had lived in the predicted area during the rapes. The police put a tail on Comeaux, collected one of his tossed cigarette butts, and used it to test his DNA against the killer’s. The DNA matched. Without Rossmo’s attention to geospatial data, Comeaux may have maintained his double life—officer of the law by day, South Side Rapist by night.

The algorithm Rossmo developed is based on two concepts crafted by his graduate school advisers at Simon Fraser University. Paul and Patricia Brantingham developed the conceptual frameworks for thinking about an offender’s “buffer zone” and the “distance decay” that describes the way an offender ventures out from his or her resting site to commit a crime. The “buffer zone” suggests that a hunter will hunt near
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64 Grierson, 2003.
his or her home area, but there will be a buffer of some distance around the resting site to maintain a safe distance from the site of the crime. Rossmo mechanized both of these concepts into his algorithm, which he has since patented. Several similar algorithms have also been developed, including CrimeStat, Dragnet, and a circle and range model created by Canter and Larkin.65

Geographic profiling evaluates the probability that each cell in a grid across a specific geographic region will contain the resting site of the hunter. The probabilities are based on evidence of the hunter’s behavior and use the “buffer zone” and “distance decay” as methods to refine the scope of the hot spots. These maps generally look like topographical maps of canyon regions with low-probability sites at the bottom of deep data valleys and the highest-probability points appearing as mountain peaks. Rossmo has stressed that the data analysis provides a framework for thinking about how to catch a predator and it is not a push-button solution. “The goal is to help law enforcement, intelligence and military agencies focus their limited resources in areas that are most likely to contain what they’re looking for.”66

One reason that there is no push-button solution to this type of criminal investigation is that the hunting patterns of serial offenders differ. Geographic profiling was attempted in the investigation of the 2002 Beltway sniper attacks in the Washington, D.C., area, but the techniques were not as useful as they have been in other cases. One reason that the models were not more accurate is that John Allen Muhammad and John Lee Malvo—the men arrested in connection with the case—never established a set “home base” for long. They selected hunting grounds not in places they knew but in areas that were similar to places they knew: shopping center parking lots and gas stations. Ease of access to various forms of transportation allows serial killers to increase their mobility and establish much more complex hunting patterns. In the study of serial criminal offenders, two models are generally used to describe the offender’s spatial behavior during the execution of a crime series: Marauders are said to operate in an area that is near their home base, whereas commuters are deemed to commit crimes in locations perceived as being distant from their place of residence. Advancements in transportation and mobility dramatically have enlarged the range of interest for serial offenders whose spatial behavior is explained by the commuter model, posing new challenges for geographic profilers.

Geospatial profiling emerged from criminology and geography, but applied psychologist David Canter has extensively studied its use in investigative psychology. At
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66 Travis Hord, “Professor Uses Math to Track Criminals, Shark Patterns,” *University Star* (Texas State University), August 28, 2009.
the Centre for Investigative Psychology, housed at the University of Huddersfield in the UK, Canter has led the development of Dragnet, a software package for predicting a criminal offender’s base by prioritizing surrounding regions. Very similar to Rigel and other geospatial profiling software applications, Dragnet produces a gradient map the area near an offender’s predicted location so that police and other agencies can “action” the area appropriately. Dragnet also has a procedure for handling physical structures and barriers on a city street, making it more flexible than other applications.67 Although these techniques can be used to consider individual actors, perpetual criminals, and other hunter types, Canter suggests that investigative psychology techniques are most useful for predicting criminals in high-volume crimes: robbery, arson, car theft, and burglary.68 In this way, Canter can assist the police by leveraging the larger quantity of psychological information about people who commit high-volume crimes.

He who lives by the crystal ball soon learns to eat ground glass.

—Edgar Fiedler

Predictive policing is more than just a few methods for analyzing data. It is a systemic and systematic process of collecting, analyzing, and responding to data. This guide has covered many of the techniques for processing these data, along with some actions that can be taken in response to that analysis. This chapter addresses common misconceptions about predictive policing and pitfalls related to its implementation, providing suggestions for building an analytical capability. We conclude with a summary of the key lessons learned over the course of this study.

While the term label is new, many of the types of analysis that constitute predictive policing have been widely used in law enforcement and in other fields, just under different terminology. The lessons from these other fields can highlight the many well-known pitfalls that can lead practitioners astray and provide recommendations to enhance the effectiveness of these methods.

**Predictive Policing Myths**

As a term of art, *predictive policing* is relatively new, but it has received substantial attention. Therefore, it is important to dispel some commonly repeated myths about the field. Whether by reporters seeking to punch up headlines or vendors promoting products, predictive policing has been so hyped that the reality cannot live up to the hyperbole. There is an underlying, erroneous theme that advanced mathematical and computational power is both necessary and sufficient to reduce crime. If these methods cannot live up to this claim, there is a risk of backlash. Here, we discuss some of the most problematic myths surrounding predictive policing methods.

**Myth 1: The Computer Actually Knows the Future**

Some descriptions of predictive policing make it sound as if the computer knows the future. Although much of news coverage promotes the meme that predictive policing
is a crystal ball, these algorithms simply predict risks.\textsuperscript{1} The predictions made by these types of analyses are based on extrapolations from data in much the same way that an insurance adjuster extrapolates from actuarial data to assess insurance risk. These techniques are successful to the extent that crime in the future will look similar to crime in the past, in terms of geographic location or the characteristics of offenders. The computer as a tool can dramatically simplify the search for these patterns, but all of these techniques are extrapolations from the past in one way or another.

Additionally, predictions are only as good as the underlying data. Because predictive analytics is fundamentally an extrapolation from past crimes, the quality of the outcome depends on the quality of the inputs. Holes in the input data will be reflected by blind spots in the outputs. Likewise, biases in the inputs will skew the predictions. For example, the arrest of a serial offender accounting for a large number of residential burglaries in a given area would not be “known” by the software. Thus, the software will continue to forecast, or predict, the next incident (or incidents) based on what it \textit{does} know—which is the crime pattern. A thorough process to ensure the quality and completeness of the data used in the predictions is necessary for predictive programs to be effective.

Examples of what can realistically be expected are shown in Figure 5.1. Here, we compare the percentage of crimes predicted in hot spots in the coming month (November 2009, in this case) to the percentage of populated city land in the hot spots for two types of Part 1 crimes in the Washington, D.C., metropolitan area. We compare the percentages of crimes captured in the hot spots for a regression model like those introduced in Chapter Two: hot spot mapping, perfect forecasting (i.e., knowing in advance exactly which grid cells will have the most crime—equivalent to a crystal ball), and nothing (choosing locations to focus on at random).\textsuperscript{2}

As shown, for vehicle thefts, the regression model did noticeably better than simple hot spot mapping at capturing crimes, though the differences were not that major. However, both approaches did noticeably worse than perfect forecasting. Conversely, for thefts (not involving a vehicle), the two prediction approaches came very close to perfection, but there was virtually no difference between the regression and hot spot mapping approaches. In the latter case, the locations of thefts were very closely correlated with where they had occurred previously, whereas the locations of vehicle thefts were not nearly so related. In both cases, however, there was a major difference between using some predictive technique—even simple hot spot mapping—and doing nothing.

\textsuperscript{1} Goode, 2011.

\textsuperscript{2} Prior months’ data were from May 2009 to October 2009.
Myth 2: The Computer Will Do Everything for You

While it is common to promote software packages as end-to-end solutions for predictive policing, humans remain—by far—the most important elements in the process. Even with the most complete software suites, humans must

- find relevant data
- preprocess the data so they are suitable for analysis, notably by adding identifying details and addressing any systematic data exclusions or biases
- design and conduct analyses in response to ever-changing crime conditions
- review and interpret the results of these analyses to exclude erroneous findings (e.g., hot spots over water), and integrate the findings with contextual knowledge beyond the software’s capabilities (e.g., knowledge that a predicted hot spot will likely disappear due to key arrests of criminals in the area)
- analyze the integrated findings in light of other demands and constraints facing the agency and make recommendations about how to act on them
- take action to exploit the findings and assess the impacts of those actions.

---

3 In the summer and fall of 2012, the International Association of Crime Analysts’ email list saw a good bit of traffic on increasingly common questions echoing the sentiment, “What do we need analysts for when software can do it all?” We believe this finding helps answer these questions.

4 Except for routine statistical reporting, there will not be a standard set of analyses that one can just run all the time.
In addition to cognitive processes, these functions require a great deal of social interaction to maintain accurate contextual knowledge of the crime environment, collaborate with practitioners across the agency, and ensure that appropriate actions are taken. Computers and software can assist with many of the tasks discussed here, but they are far from able to perform these tasks themselves.

**Myth 3: You Need a High-Powered (and Expensive) Model**

Most police departments do not need the most expensive software packages or computers to launch a predictive policing program. While there tends to be a correlation between the complexity of a model and its predictive power, increases in predictive power have tended to show diminishing returns like that shown in Figure 5.1. As discussed in Chapters Two and Three, simple heuristics were found to be nearly as good as sophisticated analytic software in performing some tasks, such as geographic profiling and next-incident tactical predictions. As for predicting hot spots, in our research, the increase in accuracy in moving from fairly simple algorithms to the most sophisticated and computationally intensive algorithms tended to be marginal. Further, there are limits to how useful these data can be. An officer is not likely to, say, drive no more than 372 feet down a particular road to the end of a precisely predicted hot spot before turning back.

High-end software does allow for faster processing of high volumes of data, but for smaller departments with less activity, such high-end software is not needed to analyze crime data. In addition to the basic functionalities built into standard workplace software (e.g., Microsoft Office) and GIS applications (e.g., ArcGIS), there are free software tools that perform many of the same functions as the expensive software packages, such as CrimeStat III and Near Repeat Calculator, developed at Temple University with a grant from NIJ and described in Chapter Two.

**Myth 4: Accurate Predictions Automatically Lead to Major Crime Reductions**

Predictive policing analysis is frequently marketed as the path to the end of crime (recall the discussion of *Minority Report*). However, sometimes the focus on analysis and software can obscure the fact that predictions, on their own, are just that—predictions. Achieving actual decreases in crime requires taking action based on those predictions. Thus, we emphasize again that predictive policing is not about making predictions but about the end-to-end process.

**Predictive Policing Pitfalls**

To be of use to law enforcement, predictive policing methods must be applied as part of a comprehensive crime prevention strategy. And to ensure that predictive methods make a significant contribution, certain pitfalls need to be avoided. These pitfalls
range from data deficiencies to assessment flaws and a failure to adequately evaluate the techniques used. In a recent article for the *National Institute of Justice Journal*, former RAND colleague Greg Ridgeway discusses seven pitfalls that he claims must be avoided if “prediction in criminal justice is to take full advantage of the strength of [predictive policing] tools.” The five pitfalls presented here complement his seven.

**Pitfall 1: Focusing on Prediction Accuracy Instead of Tactical Utility**

Suppose an analyst has been asked to provide predictions of robberies that are as “accurate” as possible. Here, “accurate” means that the analyst designs an analysis in which as many future crimes as possible fall inside areas predicted to be high-risk, thus confirming that these areas are high-risk. For example, in the case of robberies in Washington, D.C., an analyst using the regression model introduced in Chapter Two to predict robbery risk could indeed find hot spots that capture 99 percent of the risk. The result is shown in Figure 5.2.

On the positive side, Figure 5.2 probably shows where more than 99 percent of robberies will occur in Washington, D.C. On the negative side, it flags as high-risk more than two-thirds of the city area—and virtually all areas of the city with significant foot traffic. Declaring most of the city a hot spot for robbery is highly accurate but has almost no tactical utility. To ensure that predicted hot spots that are small enough to be actionable, we must accept some limits on “accuracy” as measured by the proportion of crimes in the hot spots.

To borrow an example from RAND research into counterinsurgency operations in Iraq, a computer model predicted that an IED event would occur somewhere in the city of Mosul in the next 48 hours. That was indeed accurate, but it was hardly of any tactical value. When performing tactical analysis, practitioners should generally focus on producing results with tactical utility. This means that the scale of the analysis should fit the scale of the possible responses. For example, a beat officer can likely manage a few hot spots the size of a city block but would not find it practical to focus on a strip a few miles in length.

**Pitfall 2: Relying on Poor-Quality Data**

Figure 5.3 shows another key pitfall in predictive policing: problems with the data used in predictions. Note that the areas of the National Mall and U.S. Capitol, as well as other landmarks (e.g., Rock Creek Park, Joint Base Anacostia-Bolling, the National Arboretum), are completely free of robbery risk. While these are indeed fairly low-risk
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5 Greg Ridgeway, “The Pitfalls of Prediction,” *National Institute of Justice Journal*, No. 271, February 2013. Ridgeway lists the following seven pitfalls: (1) trusting expert predictions too much (eschewing technological approaches); (2) clinging to what you learned in statistics 101 (getting beyond statistics models); (3) assuming that one method works well for all problems; (4) trying to interpret too much (focus on accuracy and not transparency); (5) forsaking model simplicity for predictive strength (or vice versa); (6) expecting perfect predictions; and (7) failure to consider the unintended consequences of predictions.
areas, they are not no-risk. The lack of shading is due to these areas being patrolled by the National Park Police, U.S. Capitol Police, and military police, which means that the Washington, D.C., Metropolitan Police Department does not collect robbery reports for these areas. This is *data omission*, meaning that data are missing for incidents of interest in particular places (and at particular times).

Systematic errors in the data will lead to systematic errors in the resulting analysis. If data are omitted, as in Figure 5.3, it will appear that there is no crime in specific areas. This is the primary reason why it is so important for police departments to understand the ground truth in performing these analyses; department analysts can spot problems in the output that would lead to these kinds of systematic errors. A study of more than 400,000 crime incidents from six large law enforcement jurisdictions in the United States found that positional accuracy of geocoded crime events is a significant factor in predictive crime mapping. To evaluate the predictive accuracy of hot spot maps, the researchers used a series of metrics that included hit rate, PAI, and recapture

Figure 5.2
Attempting to Capture All City Robberies in Hot Spots
rate index (RRI). While the recommended data care and cleaning techniques are valuable (and outlined below), using methods like the PAI and RRI to check and validate assumptions about the data is a valuable practice for law enforcement agencies. The study’s recommendations for predictive hot spot analysis include the following:

- Consider analyzing data with multiple techniques
- Disaggregate crime incidents and analyze like crime events separately
- Take study area into consideration

---


• Be cognizant of user-defined parameter settings
• Use street centerline reference data or address point reference data
• Determine how predictive accuracy will be measured.\textsuperscript{7}

Likewise, it is important to understand how the data are collected because they may have systematic \textit{biases}. If the crimes in an entire shift are reported at the end of the shift (rather than when they occur), this is just as good as 911 calls that are recorded as they occur—provided that the shift reports include the time of the incident. Figure 2.10 in Chapter Two was a heat map for burglaries by time of day and day of week. The figure showed especially heavy burglary concentrations between 7:00 and 8:00 a.m. during the workweek. However, it is not clear whether a large number of burglaries actually occurred between 7:00 and 8:00 a.m. or whether that was when property owners and managers discovered and reported burglaries that had taken place overnight.

Relevance is also an important issue with data quality. For some crime clusters, it can be very useful to have data going back many months or years. For example, if muggers frequently target bar-goers after last call, data from several months will be useful in identifying key hot spots. Conversely, if there is a spree of very similar robberies likely committed by the same criminal, several months of data will not be of much use because the data would capture both the active criminal’s robberies and old cases, making patterns harder to find. In the first case, the primary commonality between the data points is the target, so it may make sense to include crimes going back as far as possible to build hot spots. (Additional information may be gleaned by looking at the evolution of the hot spots over time.) In the second case, the commonality is the likely perpetrator, and the data set used for analysis should focus on his or her crimes only.

\textbf{Pitfall 3: Misunderstanding the Factors Behind the Prediction}

Figures 5.3 and 5.4 highlight a third pitfall. Observers—especially practitioners tasked with making hot spots go away—may reasonably ask, “For a given hot spot, what \textit{factors} are driving risk?” Is it prior robberies? Disorderly conduct reports? The presence of bars? The presence of recent parolees with robbery convictions? “The computer said so” is far from an adequate answer. In general, predictive tools are designed in a way that makes it difficult, if not impossible, to highlight the risk factors in specific areas. There has been some improvement, however.

When applying techniques, such as regression or any of the data mining variants, using common sense to vet the factors incorporated into the model will help avoid spurious relationships. It also is important to have a curiosity about the drivers of predictions so that deeper relationships can be found.

\textsuperscript{7} Hart and Zandbergen, 2012, pp. 61–62.
For example, testing crime occurrences against the location of police officers would likely show that there is a high correlation between where crimes occur and where police have spent time. This does not mean that we could predict the location of crimes by looking at the location of police, because the police generally show up after crimes occur. Thus, this relationship will likely be quite strong, but it provides no useful information for prediction.

Alternatively, if a strong relationship is found between certain subway stops and where crimes are occurring, this analysis could yield both a useful prediction and additional information about the criminals or their targets. It may be that these subway stops have a common link that explains where the criminals live, where their targets are coming from, and so on. Armed with this information, police could more effectively target an intervention specifically for this crime type.

This is of special concern when using data mining methods on large numbers of potential input variables: Just because the method puts a variable into a model to predict crime does not mean that that variable causes crime. Conversely, just because a variable does not show up in a particular model does not mean that the variable is not an important driver.\(^8\)

This pitfall is closely linked to the first two myths. The human element of the analysis is key because only a trained crime analyst can provide the appropriate context to assess the utility of the computer’s output. Computers may get there eventually, but they cannot perform these assessments yet.

**Pitfall 4: Underemphasizing Assessment and Evaluation**

During our interviews with practitioners, very few said that they had evaluated the effectiveness of the predictions they produced or the interventions that followed the prediction. As part of updating the data to keep them current, it is important to assess the effectiveness of analyses and subsequent interventions. Regardless of how well a police system operates, some aspect can almost always be improved. Measurement is key to identifying areas for improvement, determining the effectiveness of interventions, and making decisions about how resources are allocated.

To assess the effectiveness of crime analysis recommendations, follow-up data on both the crime occurrences and police responses need to be collected. The predictive models can be tested on these outcomes over time with the understanding that police responses to the predictions may have an effect on the outcomes.

On the intervention effectiveness side, for example, once a hot spot has been identified and an intervention has been employed, follow-on analysis can be used to identify the effectiveness of the intervention in that particular area. It could be that the hot
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\(^8\) Ridgeway’s article on prediction pitfalls gives an example of multiple decision trees for predicting school dropout risks that have almost identical accuracies but use completely different input variables; the only difference was that the trees were built using different subsets of the data. See Ridgeway, 2013.
spot has been successfully suppressed for some reason, in which case police resources may be better used elsewhere. The nature of the readjustment can depend on why the hot spot has been suppressed, such as a change in the conditions or environment, an arrest of a repeat or career offender, or some other reason. Alternatively, if the hot spot persists, an alternative intervention should be considered, and additional evaluations will be needed.

Assessment and evaluation are also necessary to verify claims about software and methodologies. A vendor may claim that, following the adoption of its software, crime in a city fell by x percent. Because of broader trends in crime, this statement could have been true even if the city had not used the software. Without appropriate efforts to assess these tools, any claim of effectiveness should be taken with a healthy dose of skepticism.

Pitfall 5: Overlooking Civil and Privacy Rights

The very act of labeling areas and people as worthy of further law enforcement attention inherently raises concerns about civil liberties and privacy rights. Labeling areas as “at-risk” appears to pose fewer problems because, in that case, individuals are not being directly targeted. The U.S. Supreme Court has ruled that standards for what constitutes reasonable suspicion are relaxed in “high-crime areas” (e.g., hot spots). However, what formally constitutes a “high-crime” area, and what measures may be taken in such areas under “relaxed” reasonable-suspicion rules, is an open question.

Using predictive policing techniques to identify hot spots raises few privacy issues because the data typically do not contain personally identifying information. Transparency about the types of information collected and the uses of that information may further help allay fears of invasion of privacy.

Taking action on hot spots poses minor challenges compared with the civil and privacy rights concerns that arise when applying similar techniques to finding “hot people.” In Chapter Four, we discussed the use of various models to label individuals about to be released from detention facilities as being at risk of recidivism. What should be done with a prediction that a parolee has a high risk of reoffending when that prediction—while much better than chance—is still far from definitive? The common answer to date has been that, because most high-risk individuals are already under cor-
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11 The exception would be measures that identify specific addresses as hot spots that could be quickly tied to individuals (e.g., owners, residents).
rectional supervision of some form (or are at least convicted felons), law enforcement largely has carte blanche to take reasonable investigative and precautionary actions against them. Again, what “reasonable” entails, and under what conditions, is far from clear. This is an area that we believe warrants substantial further research and development over the coming years.

**A Buyer’s Guide to Predictive Policing**

All departments can benefit from predictive policing methods and tools; the distinction is in how sophisticated (and expensive) the tools need to be. In thinking about what is needed, it is important to note that the key value in predictive policing tools is their ability to provide situational awareness of crime risks and the information needed to act on those risks and preempt crime. The question then becomes a matter of what set of tools best provides situational awareness for a given department, not which tools can serve as a crystal ball.

The brief summary of the tools available for small and large agencies in Chapter One provided general guidance on what might be effective for agencies with low to moderate data complexity and those with large amounts of complex data. The former types of tools tend to fall into the category of conventional crime analysis, and the latter into the more complex realm of predictive analytics.

Small agencies with relatively few crimes per year and with reasonably understandable distributions of crime (e.g., a jurisdiction with a few shopping areas that are persistent hot spots) probably only need core statistical and display capabilities. These tools are available for free or at low cost and include built-in capabilities in Microsoft Office, basic GIS tools, base statistics packages, and some advanced tools, such as the NIJ-sponsored CrimeStat series.

Larger agencies with large volumes of incident and intelligence data to be analyzed and shared with many officers will want to consider more sophisticated—and therefore more costly—systems. The key is to think of these as enterprise IT systems making sense of large data sets to provide situational awareness across the department (and, in many cases, to the public) rather than as high-cost crystal balls. The systems should help agencies understand the where, when, and who of crime and identify specific problems driving crime to support law enforcement interventions. These departments will want to ask the following key questions when considering the available tools:

- Is the system easily and effectively able to integrate the department’s data from RMS/computer-aided dispatch (CAD) systems and other key sources? The ideal system would allow most incident, suspect, and asset data to be loaded into the system automatically with minimal (if any) manual processing,
• Can the system incorporate not just incident data but also “intelligence” data coming back from the officers (and the community) and provide that information back to officers?
• What is the range of views the system can display, and how can they be tailored for people in different roles? The ideal system would provide “dashboards” tailored to each person’s job.
• Does the system display the key data leading to the predictions and not just the predictions? The ideal system will have drilldown capabilities so that staff can see the details of specific crimes, suspicious activity reports, repeat crime locations, and persons of concern leading to high-risk predictions.
• For spatiotemporal predictions, does the system display maps with predicted hot spots clearly shown? Does the system generate hot spots for different times (day/night, weekend/weekday) or in response to different events? Can the system make predictions accounting for where crimes have just occurred—especially for burglaries, which show pronounced and long-lasting near-repeat effects?
• Does the system offer links to data or analysis modules that can help assess personal risk (e.g., the risk that a recently released offender will reoffend, the risk of domestic violence)?
• Does the system support queries across offender data (e.g., social network links, personal appearance, MO) and related data, such as vehicle registries or license plate reads? Similarly, can the system help link related crimes? From a technology perspective, a system with the ability to ingest large amounts of data and support cross-database queries would appear promising for law enforcement purposes.


A Developer’s Guide to Predictive Policing

Here, we present findings for developers and vendors to help assist their technical and marketing efforts.

Desired Capabilities

The “Buyer’s Guide” provided a list of desired capabilities for systems found to be especially useful for predictive policing. We emphasize that systems need to be able to provide situational awareness to different echelons of agencies through tailored “dashboard” displays, alerts, and data drilldown capabilities (along with the necessary database and information-sharing infrastructure needed to support the displays and query responses). The discussion of tools to generate shared situational awareness in the sec-

Looking ahead, moving beyond predictions to provide explicit decision support for resource allocation and other planning decisions could be useful. A recent Police Executive Research Forum survey of 70 member agencies found that while 70 percent have predictive analytics tools, only 22 percent were using the tools to help make resource allocation decisions.12

For the most part, the sophistication of the predictive algorithms is secondary. The algorithms need to work reasonably well, but it is not worth, say, multihour running times, to increase measures of performance for predictions by a few percent.

**Controlling the Hype**

Dear Sir/Madam: Please let my chief and I know where we can buy the software that will tell us where to go to pick up criminals as they are committing crimes. We have read articles and seen ads on this. . . . (Composite of multiple letters sent to the International Association of Crime Analysts)

We emphasize that predictive policing tools and methods are very useful, but we also emphasize that they are not crystal balls. Unfortunately, communications like the quote above are real, and they are being prompted by media interviews and advertisements that give an impression that one really can ask a computer where and when to go to catch criminals in the act. We ask that vendors and developers be accurate in describing their systems as identifying crime risks, not foretelling the future.

**Access and Affordability**

Developers and vendors must be aware of the major financial limitations that law enforcement agencies face in procuring and maintaining new systems. These limitations are further compounded by major and ongoing budget cuts that are forcing harsh trade-offs among officers and staff, equipment, and technology acquisition.13 We heard a number of reports from agencies being quoted prices for predictive policing software installation that ran into the high hundreds of thousands or millions of dollars, plus annual maintenance fees of tens or hundreds of thousands of dollars. These costs are simply not affordable for most departments.

That said, we do understand that the investment in developing and maintaining these systems can be quite large, and vendors need to recoup their costs. We strongly
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13 In 2012, the Police Executive Research Forum reported that 51 percent of agencies responding to a survey were experiencing budget cuts, and 40 percent expected further cuts in the future. See Police Executive Research Forum, *Policing and the Economic Downturn: Striving for Efficiency Is the New Normal*, Washington, D.C., February 2013.
suggest that vendors consider alternative business models, such as license sharing or partnering with agencies on federal grant applications, to permit smaller agencies greater access to these technologies.


As mentioned up front, predictive policing is not fundamentally about making crime-related predictions. It is about implementing business processes, such as the policing cycle shown again in Figure 5.4. The objective is to take action to preempt the predicted crime. In this section, we present promising methods to help implement those business processes successfully.

We have noted that there has not been much formal evaluation of predictive policing methods to date, but some efforts (such as NIJ’s predictive policing experiments) were under way as of this writing. Nonetheless, from interviewing and viewing presentations from practitioners working on initiatives that might rightly be called predictive policing, and reviewing emerging findings from predictive policing studies, we have identified a number of promising practices for implementing predictive policing business processes. While there is a great deal of variation in the types of predictions being performed, there is also a great deal of agreement on what sorts of measures should be taken to help turn the predictions into prevention.

![Figure 5.4](https://example.com/image.png)

**Figure 5.4**
The Prediction-Led Policing Business Process

---

14 We interviewed members of eight law enforcement agencies and qualitatively analyzed the interview notes, coding common themes across the interviews.
Supporting the Establishment of Predictive Policing Processes

Most interviewees stated that top-level support and direction from the relevant chiefs and commanders was necessary for the success of predictive policing initiatives. “Marketing” efforts promoting the value of predictive products, combined with good products that genuinely help solve cases or prevent crimes (and publicizing those successes throughout the department) were also seen as important.

To help expedite the transition to predictive policing, most agencies built their initiatives from existing CompStat models. We repeatedly heard that predictive policing can be seen as the next step from the CompStat concept and the simple reporting of recent crime statistics by operational area.

Typically, predictive policing analysis products are prepared by civilian staff. A number of interviewees stated that resistance to input from civilians by sworn officers was a barrier. The cause of the resistance varied. In some cases, it had to do with prior experiences with improvement initiatives and products that were operationally unsuitable; in others, it had to do with general resistance to using mathematics and computers to help law enforcement or cultural resistance to civilian involvement in law enforcement. Interviewees viewed the combination of top-level support and genuinely beneficial products—preferably for operations that officers were enthused about executing (more on this later)—as the best antidotes to this resistance.

Practices for Data Collection and Analysis: Creating Shared Situational Awareness

We reviewed particular predictive methods and applications earlier in this guide. Here, we focus much more broadly on the concept of using predictions and related information to provide departments with the situational awareness needed to inform operations to interdict crime. Most of our interviewees said their agencies provided officers with some form of situational awareness on recent crimes and criminal intelligence, tailored to specific locations or roles. Tools varied from high-end “business intelligence dashboards” providing tailored, web-based geospatial displays to customized PowerPoint slides or PDF maps disseminated via SharePoint. Officers then typically had the ability to drill down into specific events (e.g., pull complete crime incident reports) or intelligence (e.g., review complete field interview reports) reported in their area.

The information provided might vary, but it generally comes from four key types of tools, ideally interlinked, as shown in Figure 5.5.15

---

15 This concept shown in the figure was originally called the Counterinsurgency Common Operational Picture (COINCOP). COINCOP was developed by several of the authors to show how intelligence could be combined from various sources to create a “common operational picture” in support of counterinsurgency operations. These operations—against insurgents conducting attacks on civilians and coalition forces—share some similarities with policing operations. That said, the architecture shown in Figure 5.5 has been tailored specifically to law enforcement based on our interviews and reviews of the types of systems currently being used. For more information on the original COINCOP concept, see Walter L. Perry and John Gordon IV, Analytic Support to Intelligence in Counterinsurgencies, Santa Monica, Calif.: RAND Corporation, MG-682-OSD, 2008, pp. 35–38.
This is meant to be an idealized example, drawn from various systems and displays we have seen to date. As far as we are aware, no system fully matches this concept. The architecture consists of a core awareness tool and three tools providing drilldown information and analytics:

- **A common operational picture (COP) tool:** This is a predominantly geospatial display, tailored for commanders and field officers at all levels to show them what they need to make decisions in near-real time. Data displayed might include
  - recent crimes
  - crime patterns (crimes linked to the same series)
  - specific predictions of near-term interest (projected hot spots/addresses/people in the area)
  - suspicious activity and disorder
  - field interview locations (characterized by contact with a known criminal or someone providing useful intelligence)
  - best-known addresses for outstanding warrants
  - applicable locations for tips and other intelligence
  - information on locations of current and recent police operations (to avoid interference or repetition)
  - current locations of police units
Findings for Practitioners, Developers, and Policymakers

- information on locations of planned police operations
- pop-up boxes providing brief narratives on the above
- icons allowing users to get more detail and analysis from the other tools
- search boxes allowing users to get more detail and analysis from queries.

• Narrative tools (drilldown capabilities): These tools bring up detailed records on individuals, locations, vehicles, other assets, organizations, incidents, and events of interest, connecting to RMS and CAD records. Users either click on the corresponding icon in the COP tool or perform a search. New incidents and reports from the field should autopopulate the COP tool. Users should also be able to add additional commentary in response to their findings—ideally, one should think of the records about incidents and entities as similar to wiki entries, updated as needed when new discoveries are made.

• Network analytics tools: These tools show (and calculate) relationships between entities and events. Chapter Four discussed how queries across social network data can help identify suspects. Social network analytics can also help commanders and analysts identify key people in a criminal organization or connected to a crime in support of follow-up efforts. Ideally, users should be able to bring up a network of connections corresponding to a particular entity or event from the COP tool; similarly, analysts should be able to export predictions about people, groups, and relationships of interest into the COP.

• Spatiotemporal predictive analytics tools: These tools provide specific spatiotemporal analyses, as discussed in Chapters Two and Three, and will be used mostly by analysts. Again, users should be able to bring up the detailed model and forecast by clicking on the appropriate icon in the COP tool, and analysts should be able to export predictions into the COP.

To show an example of what a COP display might look like, Figures 5.6 and 5.7 show sample maps provided to members of the Shreveport Police Department participating in its predictive policing experiment (PILOT). Figure 5.6 shows predicted hot spots (colored grid squares) with little contextual detail. Figure 5.7 adds critical operational context, making it a COP display: It adds overlays created by the Shreveport’s crime analysts showing specific locations of interest. Note that Figure 5.7 is a static display, built using ArcGIS, with daily updates. It has no drilldown capabilities, but it also did not require a high-end analytics or business intelligence system. That said, our interviewees agreed that a more sophisticated model, with the ability to provide tailored displays populated with near-real-time data and drilldown capabilities, would be valuable for larger departments.

These are primarily geospatial displays intended primarily for spatiotemporal predictions. Displays for predictions about people are in progress; in addition to maps showing individuals’ (and gangs’) locations, other displays could include social net-
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work diagrams, timelines of individual and group activities, key banner alerts, and extended wiki-like reviews of personal histories.

Many of our interviewees stated that a key value of predictive policing systems is in the situational awareness they provide, with statistical predictions being one of many important contributions.

**Operations: Key Sources of Information on Interventions**

Chapters Two and Three discussed specific interventions and presented case studies of predictive policing in practice. As an addendum to those chapters, this section reviews some key sources of information on different types of interventions. The Office of Justice Programs maintains an online repository of results from evaluations of a wide variety of tested interventions at CrimeSolutions.gov.

For generic interventions (simply allocating more resources to predicted hot spots), we have already discussed the value of the Koper Curve—namely, locating units in a hot spot for 12–16 minutes. For crime-specific interventions, the Center for Problem-Oriented Policing provides numerous guides on measures to help reduce specific types of crimes in a predicted hot spot.

Not surprisingly, problem-specific interventions, employed after specific problem locations and people generating crime risk have been identified, are the most tailored. For locations in which general site characteristics are the problem (as opposed to, say, property owners), the Center for Problem-Oriented Policing provides a guide for making sites safer under the auspices of “crime prevention through environmental design.” Examples include installing better lighting, improving sightlines to busy streets, and adding locks or employing other access-control measures. For high-risk individuals, a number of interventions follow “pulling levers” or “focused deterrence” models, which combine multiple types of pressure from police and community groups to change violent behavior, as well as social services to provide support for people who want to change.16 The National Network for Safe Communities maintains a repository of material on these strategies on its web site. For high-risk personal and gang disputes, Cure Violence (formerly Chicago Ceasefire) uses respected “violence interrupters” to mediate disputes, reduce perceived needs for violence, and connect high-risk individuals with social services.

**Promising General Practices for Operations**

Here, we focus on general characteristics of successful efforts to take action on predictions. One such characteristic, strong and consistent top-level support, was dis-

---

16 Pulling levers and focused deterrence policing approaches are built on the idea that relatively small numbers of offenders are responsible for or connected to large numbers of crimes. These strategies target key offenders, discouraging them from committing crimes by making it clear that law enforcement officials are monitoring them.
Discussed was discussed earlier in this chapter. The following additional characteristics can improve the likelihood of successful operations:

- **Dedicated resources:** Staff involved in intervention efforts must be given the time and tools (e.g., cars, IT systems) they require. For patrol officers, this typically means freedom to focus on hot spots or “hot people” without having to respond to calls for service for set blocks of time. Similarly, commanders and supporting analysts typically need dedicated time as well.

- **Strong interest and enthusiasm among the staff involved:** In Shreveport commanders were excited about the opportunity to conduct focused patrols in hot spots, saying that it gave them the opportunity to put into action ideas that they had been considering for years. Officers involved in the project were equally enthusiastic about “knocking down crime stats.” Similarly, emerging research on hot spot interventions in Philadelphia has found that officers conducting interventions (through focused deterrence/“pulling levers” strategies targeting high-risk persons in hot spots) were enthusiastic about the approach, as it was consistent with what they felt would be most effective.\(^\text{17}\)

- **Synchronized support in conducting the operations:** Shreveport’s PILOT team could count on support from the lieutenant, field detective, and other officers to immediately help follow up on leads generated from field interviews and other tips. In Baltimore, the police did not just put surveillance cameras in projected hot spots—they have dedicated staff to watch the camera feeds during “hot times” and have dispatchers and officers on call to act immediately when crimes occur on camera.

- **Freedom combined with accountability (but not hostility):** Within a broad intervention framework, most agencies in our study gave commanders and officers substantial flexibility in finding and addressing problems in their hot spots (or with “hot people”). At the same time, they held individuals accountable for preventing crimes and solving crime problems in their area, from the beat to the district level. The focus was not on punishment but on holding regular discussions with officers at all levels, reviewing crime problems they were facing, advising them on fixing crime problems, and ensuring that appropriate actions were taken to address those problems.

- **Working to build good relationships with the community:** Local communities are the biggest source of information on crime and crime threats. A common example of police departments’ efforts to build on community relationships was trying to talk with as many people as possible—not to stop and frisk them but to explain that the police were trying to reduce crime in the area. Officers then asked

---

whether residents could provide any information to support this cause (and provided email and phone contacts to encourage this). Immediately after a burglary, for example, Shreveport police would knock on surrounding neighbors’ doors to tell them about the crime and ask whether they had seen anything. Our research also revealed widespread use of focused deterrence measures targeting known criminals acting suspiciously, working with multiple community groups (a core element of “pulling levers” strategies). Further, in measuring progress, departments focused on crime reduction and clearing crime cases, not “raw numbers” (i.e., achieving as many arrests as possible). Interviewees reported seeing more cooperation and collaboration with the public over time. Shreveport personnel stated, for example, that improved relationships with the community were the most important and lasting benefit of their predictive policing effort.

Conclusions

While predictive policing is a new and controversial concept, the application of analytical and quantitative approaches will continue to be an important part of police activities. We have attempted to dispel the most prevalent myths about predictive policing and identify key pitfalls. There are several important takeaways for both practitioners and policymakers.

Practitioners and developers of predictive policing tools must be careful not to overpromise when it comes to the capabilities of their tools and analyses. They should defend the usefulness of these methods, however, and emphasize that they need to be integrated with tactical interventions. Predictive policing begins with data analysis, so it is important that practitioners understand the data and the goal of the analysis. Analysts should gain buy-in from uniformed officers because these officers will be the end users of the predictions. Furthermore, uniformed officers should work closely with analysts to ensure their analyses are tactically useful.

 Chiefs and executives should be wary of promises that seem too good to be true. Instead, they should look for approaches that are suitable for their departments. Small departments may not need expensive software, and departments of any size should compare open-source alternatives to commercial products. Larger agencies will want to consider more sophisticated systems. However, the key for agencies of all sizes is to think of the tools as providing situational awareness rather than crystal balls. The systems should help agencies understand the where, when, and who of crime and identify the specific problems driving that criminal activity; this information will help support interventions to address these problems and reduce crime.

Although predictive policing involves advanced mathematical techniques, one need not be a mathematician to understand the basic concepts and implications. Both police executives and policymakers need some understanding of the methodologies so
that they can make decisions in ways that support crime reduction and preserve privacy and security.

Finally, we reiterate that predictions are just half of the predictive policing paradigm; taking action is the other half. The following attributes characterize successful interventions:

- There is substantial top-level support for the effort.
- Resources are dedicated to the task.
- The personnel involved are interested and enthusiastic.
- Efforts are made to ensure good working relationships between analysts and officers.
- The predictive policing systems and other department resources provide the shared situational awareness needed to make decisions about where and how to take action.
- Synchronized support is provided when needed.
- Responsible officers have the freedom to carry out interventions, combined with accountability for solving crime problems.
- The interventions are based on building good relationships with the community and good information (intelligence).

Practitioners, especially commanders, need to ensure that appropriate actions are planned and executed in response to predictions and supporting evidence. Policymakers should similarly ask questions about how predictive policing interventions are being planned and performed and which lessons can inform successful strategies in the future.
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Predictive policing is the use of analytical techniques to identify promising targets for police intervention with the goal of preventing crime, solving past crimes, and identifying potential offenders and victims. These techniques can help departments address crime problems more effectively and efficiently. They are being used by law enforcement agencies across the United States and elsewhere, and these experiences offer valuable lessons for other police departments as they consider the available tools to collect data, develop crime-related forecasts, and take action in their communities. This guide is one in a series of resources sponsored by the National Institute of Justice to help police departments develop strategies to more effectively prevent crime or conduct investigations. It provides assessments of some of the most promising technical tools for making predictions and tactical approaches for acting on them, drawing on prior research, information from vendors and developers, case studies of predictive policing in practice, and lessons from the use of similar techniques in military operations. It also dispels some myths about predictive methods and explores some pitfalls to avoid in using these tools. Predictive policing is a topic of much enthusiasm and much concern, particularly with regard to civil liberties and privacy rights. As this guide shows, these tools are not a substitute for integrated approaches to policing, nor are they a crystal ball; the most effective predictive policing approaches are elements of larger proactive strategies that build strong relationships between police departments and their communities to solve crime problems.