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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACORN</td>
<td>Australian Cybercrime Online Reporting Network</td>
</tr>
<tr>
<td>ANSSI</td>
<td>Agence Nationale de la Sécurité des Systèmes d’Information</td>
</tr>
<tr>
<td>APCERT</td>
<td>Asia Pacific Computer Emergency Response Team</td>
</tr>
<tr>
<td>APT</td>
<td>Advanced Persistent Threat</td>
</tr>
<tr>
<td>APWG</td>
<td>Anti-Phishing Working Group</td>
</tr>
<tr>
<td>C4ISR</td>
<td>Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance</td>
</tr>
<tr>
<td>CAE</td>
<td>Centers of Academic Excellence in Cyber Security</td>
</tr>
<tr>
<td>CCFP</td>
<td>Certified Cyber Forensics Professional</td>
</tr>
<tr>
<td>CI</td>
<td>Critical Infrastructure</td>
</tr>
<tr>
<td>CII</td>
<td>Critical Information Infrastructure</td>
</tr>
<tr>
<td>CIIP</td>
<td>Critical Information Infrastructure Protection</td>
</tr>
<tr>
<td>CIP</td>
<td>Critical Infrastructure Protection</td>
</tr>
<tr>
<td>CISA</td>
<td>Communications and Information Systems Agency</td>
</tr>
<tr>
<td>GiSP</td>
<td>Cyber Security Information Sharing Partnership</td>
</tr>
<tr>
<td>CMM</td>
<td>Capacity Maturity Model</td>
</tr>
<tr>
<td>CNI</td>
<td>Critical National Infrastructure</td>
</tr>
<tr>
<td>CSIRT</td>
<td>Computer Security Incident Response Team</td>
</tr>
<tr>
<td>CSO</td>
<td>Civil Society Organisation</td>
</tr>
<tr>
<td>CTO</td>
<td>Commonwealth Telecommunications Union</td>
</tr>
<tr>
<td>CVSS</td>
<td>Common Vulnerability Scoring System</td>
</tr>
<tr>
<td>DCPP</td>
<td>Defence Cyber Protection Partnership</td>
</tr>
<tr>
<td>DCS</td>
<td>Defence Cyber School</td>
</tr>
<tr>
<td>DCU</td>
<td>Digital Crimes Unit</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>DDoS</td>
<td>Distributed Denial of Service</td>
</tr>
<tr>
<td>DefCERT</td>
<td>Defence Computer Emergency Response Team</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Homeland Security</td>
</tr>
<tr>
<td>DISS</td>
<td>Netherlands Defence Intelligence and Security Service</td>
</tr>
<tr>
<td>DMCA</td>
<td>Digital Millennium Copyright Act</td>
</tr>
<tr>
<td>DNS</td>
<td>Domain Name System</td>
</tr>
<tr>
<td>DoD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>DoS</td>
<td>Denial of Service</td>
</tr>
<tr>
<td>Dstl</td>
<td>Defence Science and Technology Laboratory</td>
</tr>
<tr>
<td>EC-Council</td>
<td>International Council of E-Commerce Consultants</td>
</tr>
<tr>
<td>ECIH</td>
<td>EC-Council Certified Incident Handler programme</td>
</tr>
<tr>
<td>ECSM</td>
<td>European Cyber Security Month</td>
</tr>
<tr>
<td>ENISA</td>
<td>European Network and Information Security Agency</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>FCO</td>
<td>Foreign and Commonwealth Office</td>
</tr>
<tr>
<td>FINRA</td>
<td>Financial Industry Regulatory Authority</td>
</tr>
<tr>
<td>FIRST</td>
<td>Forum of Incident Response and Security Teams</td>
</tr>
<tr>
<td>G2B</td>
<td>Government-to-Business</td>
</tr>
<tr>
<td>G2C</td>
<td>Government-to-Citizen</td>
</tr>
<tr>
<td>G2G</td>
<td>Government-to-Government</td>
</tr>
<tr>
<td>GASF</td>
<td>GIAC Advanced Smartphone Forensics</td>
</tr>
<tr>
<td>GCFE</td>
<td>Global Information Assurance Certification Forensic Examiner</td>
</tr>
<tr>
<td>GCHQ</td>
<td>Government Communications Headquarters</td>
</tr>
<tr>
<td>GCIH</td>
<td>GIAC Certified Incident Handler</td>
</tr>
<tr>
<td>GCSCC</td>
<td>Global Cyber Security Capacity Centre</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>GDS</td>
<td>Government Digital Service</td>
</tr>
<tr>
<td>GIAC</td>
<td>Global Information Assurance Certification</td>
</tr>
<tr>
<td>GIS</td>
<td>Geographic Information System</td>
</tr>
<tr>
<td>GNFA</td>
<td>GIAC Network Forensic Analyst</td>
</tr>
<tr>
<td>GRID</td>
<td>GIAC Response and Industrial Defense</td>
</tr>
<tr>
<td>Acronym</td>
<td>Full Form</td>
</tr>
<tr>
<td>---------</td>
<td>-----------</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>HTTPS</td>
<td>HTTP Secure</td>
</tr>
<tr>
<td>IAPP</td>
<td>International Association of Privacy Professionals</td>
</tr>
<tr>
<td>IC3</td>
<td>Internet Crime Complaint Center</td>
</tr>
<tr>
<td>IANA</td>
<td>Internet Assigned Number Authority</td>
</tr>
<tr>
<td>ICANN</td>
<td>Internet Corporation for Assigned Names and Numbers</td>
</tr>
<tr>
<td>ICS</td>
<td>Industrial Control System</td>
</tr>
<tr>
<td>ICS2</td>
<td>International Information Systems Security Certification Consortium</td>
</tr>
<tr>
<td>ICT</td>
<td>Information Communication Technology</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IEEE-SA</td>
<td>Institute of Electrical and Electronics Engineers Standards Association</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>IGCI</td>
<td>INTERPOL Global Complex for Innovation</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IP</td>
<td>Intellectual Property</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>ITU-T</td>
<td>International Telecommunication Union (ITU) – Telecommunication Standardization Sector (ITU-T)</td>
</tr>
<tr>
<td>ITWAC</td>
<td>Information Technology Workforce Assessment for Cybersecurity</td>
</tr>
<tr>
<td>JIMC</td>
<td>Joint Information Management Command</td>
</tr>
<tr>
<td>KPI</td>
<td>Key Performance Indicator</td>
</tr>
<tr>
<td>LE</td>
<td>Let’s Encrypt</td>
</tr>
<tr>
<td>MLAT</td>
<td>Mutual Legal Assistance Treaty</td>
</tr>
<tr>
<td>MOD</td>
<td>Ministry of Defence</td>
</tr>
<tr>
<td>MOOC</td>
<td>Massive Open Online Course</td>
</tr>
<tr>
<td>NATO</td>
<td>North Atlantic Treaty Organization</td>
</tr>
<tr>
<td>NATO CCDCOE</td>
<td>Cooperative Cyber Defence Centre of Excellence</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>UNCTAD</td>
<td>United Nations Conference on Trade and Development</td>
</tr>
<tr>
<td>UN-GGE</td>
<td>United Nations Group of Governmental Experts</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>US-CERT</td>
<td>US Computer Emergency Readiness Team</td>
</tr>
<tr>
<td>VEP</td>
<td>Vulnerability Equities Process</td>
</tr>
<tr>
<td>VoIP</td>
<td>Voice-Over-IP</td>
</tr>
<tr>
<td>WB</td>
<td>World Bank</td>
</tr>
<tr>
<td>WEP</td>
<td>Wired Equivalent Privacy</td>
</tr>
<tr>
<td>WPA</td>
<td>Wi-Fi Protected Access</td>
</tr>
</tbody>
</table>
Introduction

1.1. The role of cybersecurity in contemporary society

The role played by information communication technologies (ICTs) and by the networks they generate and underpin has continuously increased throughout recent decades. From an economic perspective, the potential positive impact of the Internet and ICTs on growth and development is now widely recognised. However, the growth and increasing global penetration of ICT, and the cloak of immunity and anonymity that these technologies can provide, have led to a growth in illicit activities across cyberspace – this being the label used to describe the environment formed by physical and non-physical components, characterised by the use of computers and the electro-magnetic spectrum to store, modify and exchange data using computer networks. The development of phenomena such as cyber-enabled crime, espionage and terrorism, and the resulting need to protect ICT-dependent critical national infrastructure, have led more and more countries to adopt and implement a national cybersecurity strategy (NCSS). The adoption of a NCSS is intended to ensure a nationally coherent approach to securing the cyber domain, tackling risks and reducing threats which might otherwise offset the socio-economic gains made through ICTs.

The cyber domain is characterised by complex, transnational interconnections and the functional interdependence of actors and components on a global level. In light of this, a country’s ICT-enabled prosperity and wellbeing is becoming more and more dependent on the security and resilience of networks located well beyond its national borders and jurisdiction. Simply put, no one nation can adequately secure its networks and network-dependent infrastructure independently. For this reason, international cooperation and diplomatic efforts aimed at building a shared understanding of cyber issues and spurring common action on these matters have flourished in recent years. Furthermore, a number of institutions and organisations operating in the cybersecurity and international development spheres have put considerable effort into assisting countries with low levels of cybersecurity maturity in the development of their national capacity and resilience.

To help countries ensure that investments in national cybersecurity are as effective, efficient and sustainable as possible, a number of methodological frameworks have been created to help decision making in this sphere. One example of this is the development by different international actors of frameworks and models designed for assessing capacity and identifying areas for targeted capacity-building activities. These tools enable decision makers to perform a review and assessment of national or sectoral cybersecurity capacity, identifying areas for development prior to the allocation of resources. Existing frameworks and models employ different research and analytical approaches for collecting and making
sense of data, as well as for presenting their recommendations to stakeholders seeking to improve their national cybersecurity capacity.

1.2. About this study

As part of its Cyber Security Capacity Building Programme, the UK FCO commissioned RAND Europe in May 2016 to develop a proof-of-concept operational toolbox to facilitate the development of national-level cybersecurity capacity. The purpose of this toolbox is to help countries develop holistic policy and investment strategies to tackle the complex challenges they face in the cyber domain. In particular, the toolbox is intended to enable a better translation of the results of national cyber maturity assessments and reviews into tangible policy recommendations and investment strategies, allowing policymakers to develop their countries' cybersecurity capacity.

This project comprised two main research and development phases. The first phase of the project entailed a requirements analysis to inform the structure and content of the toolbox. The requirements analysis work focused on identifying the challenges, opportunities and needs faced by policymakers and implementers operating in cybersecurity capacity development. Data gathered through this exercise informed the efforts to formalise the structure and content of the toolbox. The second phase of the project entails the development of the proof-of-concept toolbox, providing guidance to national-level governmental policymakers and decision makers tasked with leading and coordinating cybersecurity capacity-building efforts across different issues within a country. As different national contexts involve different institutional configurations with respect to responsibility for leading cybersecurity capacity-building activities, the recommendations of the toolbox are geared towards generic senior decision makers and authorities without further specification.

1.2.1. The Global Cyber Security Capacity Centre Capacity Maturity Model

A model that has emerged and achieved considerable success in the cybersecurity capacity-development field is the Cybersecurity Capacity Maturity Model for Nations (CMM), which was created by the Global Cyber Security Capacity Centre (GCSCC) at the University of Oxford, and funded by the UK FCO’s Cyber Security Capacity Building Programme. This tool has gained traction among practitioners thanks to its deployment in a number of countries and regions by international organisations such as the Organization of American States (OAS), the World Bank (WB), the International Telecommunications Union (ITU) and the Commonwealth Telecommunications Union (CTO).

The first version of the GCSCC CMM was published in 2014, and an updated version was released in 2017. According to the GCSCC CMM, a national cyber ecosystem can be considered to comprise five dimensions:

1. D1 – Cybersecurity policy and strategy
2. D2 – Cyber culture and society
3. D3 – Cybersecurity education, training and skills
4. D4 – Legal and regulatory frameworks
5. D5 – Standards, organisations and technologies.
Within each dimension, the CMM identifies various factors, which describe what it means to possess cybersecurity capacity. Each factor is characterised by a number of aspects, which further detail the different components comprised within a particular niche of cybersecurity capacity.

Each dimension, factor and aspect of the GCSCC CMM is further structured along five stages of maturity. These are used to help countries determine their current level of capacity. From lower to higher, the levels of maturity within the GCSCC CMM are as follows: start-up; formative; established; strategic; dynamic. Figure I.1 provides a visual overview of the structure of the GCSCC CMM.

The GCSCC CMM has been used in several countries across the globe in support of expert appraisal of national cybersecurity capacity. In the context of these activities, the GCSCC CMM dimensions and overall structure have been successfully used for mapping issues at stake in a national cyber ecosystem, tracking capacity in a range of different issue areas, and providing recommendations for future developments and investments. However, the tool is not designed to be used by policymakers and implementers as a reference guide to be consulted when devising policies or activities aimed at operationalising recommendations stemming from a review of national cybersecurity capacity.

The present toolbox was designed to provide policymakers and decision makers with such an instrument, facilitating the operationalisation of recommendations generated through a capacity review report completed using the GCSCC CMM. As such, this project uses the GCSCC CMM as its reference framework for structuring its overall understanding of a national cyber ecosystem and of existing guidelines for cybersecurity capacity development.
1.3. How to use this guide

This document serves as a cybersecurity capacity-building proof-of-concept toolbox. The proof-of-concept toolbox presents guidelines and recommended approaches as identified through a review of existing literature for cybersecurity capacity building. The document would be best used to act upon the results and the capacity-building recommendations generated following a review of national cybersecurity capacity conducted by external experts employing the GCSCC CMM. Figure I.2 provides a visual overview of the intended purpose of this proof-of-concept toolbox within a broader GCSCC CMM-based cybersecurity capacity-building cycle.

Figure I.2: Toolbox function within a GCSCC CMM-enabled cybersecurity capacity-building cycle

The guide can be used as a standalone support document by government officials and cybersecurity practitioners working on developing national cybersecurity capacity. However, previous research indicates that the advice of external cybersecurity experts with experience of facilitating national cybersecurity capacity building should be sought, particularly by countries and stakeholders with limited knowledge and understanding of the issues at stake.7
1.3.1. Structure of the document

The chapters of this document build on the approach of the GCSCC CMM and are structured around the five dimensions of the model:

- D1 – Cybersecurity policy and strategy
- D2 – Cyber culture and society
- D3 – Cybersecurity education, training and skills
- D4 – Legal and regulatory frameworks
- D5 – Standards, organisations and technologies.

Within the dimension-specific chapters, the document presents a series of capacity-building steps to be followed to develop national capacity for each of the factors set out by the GCSCC CMM in that dimension. Steps are presented in a logical, sequential order of implementation. However, the approach taken to discussing capacity-building activities was designed to retain sufficient flexibility to allow readers to browse through different steps independently and according to context-specific considerations, interests and aspirations.

For each capacity-building step, the document provides guidance on implementation, emphasising specific approaches and known challenges to capacity building identified through the existing literature, and presenting relevant real-life examples through case studies. Figures I.3 to I.6 provide an overview of the templates used throughout the document to highlight capacity-building steps, specific implementation guidance, disclaimers about challenges and pitfalls, and case studies.

**Figure I.3: Document template for ‘Capacity-building steps’**

- **Capacity-building step**
  These boxes present factor-specific capacity-building steps.
  e.g. ‘Establish a national-level Computer Security Incident Response Team (CSIRT) with responsibility for incident response at the national level.’
**Figure I.4: Document template for ‘Specific guidance’**

**Specific guidance**
These boxes provide specific guidance on how to implement or address a particular aspect of a recommended capacity-building step.  
  
e.g. ‘The process of identifying stakeholders to be engaged by a newly established national CSIRT can take the form of a brainstorming session, facilitated through the employment of strategic planning tools such as a Strengths, Weaknesses, Opportunities and Threats (SWOT) or a Political, Economic, Socio-cultural and Technological (PEST) analysis. To ensure an inclusive and representative process, members of different agencies and stakeholder groups should take part in the brainstorming and planning phase of a national CSIRT.’

**Figure I.5: Document template for ‘Things to watch out for’**

**Things to watch out for**
These boxes discuss known risks or pitfalls to watch out for during the implementation of a particular capacity-building step or initiative.  
  
e.g. ‘The selection of capabilities and services to be offered by a CSIRT is extremely important, as these define the resources, skills and partnerships required for the CSIRT to fulfil its designated function. The services provided by the CSIRT should be consistent with the formal capability and mandate of the team, and should be defined such that they can realistically be provided using the available resources. The success of a CSIRT is largely measured by the quality of service provided.’

**Figure I.6: Document template for ‘Case study’**

**Case study**
These boxes present short case studies discussing real-life examples of the issues, policies or initiatives discussed under a given capacity-building step.  
  
e.g. ‘Task Force (TF)-CSIRT. The TF-CSIRT is an internal taskforce that promotes collaboration between CSIRTs in Europe. The main goals of the TF-CSIRT include: (i) providing a forum for exchanging experiences and knowledge; (ii) establishing pilot services for the European CSIRT community; (iii) promoting common standards and procedures for responding to security incidents; and (iv) assisting the establishment of new CSIRTs and the training of CSIRT staff.’

Following the discussion of recommended capacity-building steps and their accompanying guidance, for each factor the document provides the details of relevant publications and resources that readers wishing to undertake further reading may consult. Figure I.7 provides an overview of the template used for presenting factor-specific resources.
Lastly, following the dimension-specific chapters, the document presents a list of resources and references that were used to compile this guide and may be consulted during capacity-building activities to further knowledge and understanding of different issue areas.

1.3.2. Limitations

Readers and users of the guide should be aware of the limitations of this document. This guide was compiled between January and May 2017 on the basis of a review and synthesis of publicly available academic and grey literature on cybersecurity capacity building. Literature for review was identified through a snowballing technique (a technique whereby additional studies and resources are identified through studies and resources reviewed) rather than through a systematic review approach, and was limited to publications available in the English language.

The recommendations and approaches presented in the following chapters stem from an analysis of the documents reviewed and referenced in this document’s endnotes. While the document constitutes a fair representation of what was identified in the literature as ‘state-of-the-art’ in cybersecurity capacity building at the time of drafting this guide, cybersecurity remains a dynamic field, characterised by a fast-changing threat landscape and influenced by continuous technological developments. As such, stakeholders and implementers seeking to build national cybersecurity capacity should ensure that their use of this guide is complemented with any updated guidance or expertise relevant at the time of use. Further, due to the emerging nature of cybersecurity, it was not possible to identify any recommended approaches or practices for a number of developing issue areas and aspects that are otherwise comprised and covered in the GCSCC CMM, upon which this document is based.

In addition, as different national contexts entail different institutional configurations as regards responsibility for leading cybersecurity capacity-building activities, the recommendations of this toolbox are geared towards generic senior decision makers and authorities without further specification. The toolbox was written with the assumption that adequate political, resource and budgetary support would be available for the implementation of the suggested capacity-building guidelines. The document does not
discuss recommendations for advancing cybersecurity from the perspective of other stakeholders that should be involved in such efforts (e.g. general public).

Finally, this document ambitiously attempts to provide recommendations for capacity-building initiatives across a wide array of cybersecurity-related issue areas. As such, due to the breadth of its approach and the inherent time and resource constraints of the project underpinning its production, a number of relevant issue areas, both emerging and established, are not discussed by this report in the depth and detail they would merit. Examples include laws on cyber-related privacy, freedom of speech, human rights, data protection, child protection, consumer protection, and intellectual property. The resources and tools referenced at the end of each section are meant to provide readers interested in broadening their knowledge of a particular topic discussed in the report with useful indications for their exploration of the matter at hand.
Dimension 1
Cybersecurity policy and strategy
Dimension 1 – Cybersecurity policy and strategy

Dimension 1 of the GCSCC CMM looks at national capacity to devise, implement and review a national cybersecurity strategy and the key strategic, doctrinal and operational documents and activities underpinning it. This dimension also includes national cyber resilience and capacity as regards incident response, crisis management, critical infrastructure protection, communications redundancy, crisis management and cyber defence.

This dimension of the GCSCC CMM comprises six factors. The following sections outline capacity-building steps that national decision makers can implement to build capacity across these issue areas. These factors can be summarised as follows:

1. **D1.1 – National cybersecurity strategy**
   This factor focuses on national capacity to develop, review and update a national cybersecurity strategy that helps to prioritise cybersecurity actions, determine responsibilities, and allocate relevant resources.

2. **D1.2 – Incident response**
   This factor focuses on incident response capacity, particularly the ability to respond to cybersecurity incidents at a national level.

3. **D1.3 – Critical infrastructure protection**
   This factor focuses on the capacity to protect those assets and systems that are essential for maintaining vital social functions, including health, safety, security, economy and social wellbeing.

4. **D1.4 – Crisis management**
   This factor focuses on national capacity to develop, review and update national crisis-management applications, functional protocols and standards.

5. **D1.5 – Cyber defence**
   This factor focuses on national capacity to design and implement a cyber defence strategy while maintaining the benefits and flexibility of an open cyberspace for government, international business and society in general.

6. **D1.6 – Communications redundancy**
   This factor focuses on a government’s capacity to identify, map and leverage digital redundancy and redundant communications among national stakeholders.
D1.1 – National cybersecurity strategy

Overview

This factor focuses on national capacity to develop, review and update a national cybersecurity strategy to prioritise cybersecurity actions, determine implementation responsibilities and allocate resources required to take action.

A NCSS has the purpose of providing direction and framing for national policies and actions pertaining to cybersecurity over the medium-to-long term. The development of a strategy should begin with an analysis and understanding of the wider context in which it will operate, of the areas that a country wishes to protect or influence through its actions, and of the threats and challenges facing the national cyber ecosystem. If other NCSSs have previously been developed, there is also a need to understand how a new strategy would relate to and build on these. A country’s NCSS should be periodically reviewed and updated in light of the results of broad stakeholder consultations and feedback.

Ownership and governance of the future strategy and its associated implementation plans are key elements to consider alongside wider stakeholder engagement in the drafting, delivery, monitoring and evaluation of the strategy. To be effective, it is not sufficient for a strategy merely to exist; it should be implemented, with implementation plans drawn up as part of the drafting process to support the strategy’s adoption. To facilitate this, a strategy may be broken down into smaller (e.g. sectoral) sub-strategies, policies and implementation plans. Implementation plans in particular should offer a detailed translation of the strategy into concrete, actionable tasks with well-specified timelines, and clearly identified task leaders and owners. Outlining clear, measurable and time-bound implementation plans for a NCSS can facilitate its subsequent evaluation and the identification of areas for further development during future revisions of the overarching strategy.

It is expected that nations seeking to develop a NCSS will need to go through a number of steps to achieve this. Box 1.1 below provides an overview of the high-level steps required for designing a strategy through an inclusive, multi-stakeholder process.
Box 1.1: Steps for building a national cybersecurity strategy (D1.1)

- Give direction to produce a national cybersecurity strategy and create a team to lead on drafting it.
- Nominate the task owner within government for coordinating and prioritising input into the national cybersecurity strategy from all relevant stakeholders.
- Give the strategy-drafting team a mandate to consult across public and private sectors and civic society.
- Allocate a discrete budget for cybersecurity and nominate a central task owner or coordinated taskforce within government responsible for administering it, allocating resources to tasks according to priorities identified in the document, and reassigning budgets dynamically according to the changing risk assessment and conditions.
- Draft a national cybersecurity strategy based on an informed understanding of national cybersecurity risks and the input of all relevant national and international stakeholders.
- Regularly revise and refine the national cybersecurity strategy to account for changing socio-political, threat and technology environments, and to bring the strategy and resource allocation in line with wider national strategic plans.
- Establish mechanisms to assess the quality of contributions of relevant government branches, other stakeholders and international partners to the national cybersecurity strategy and provide feedback as appropriate.
- Establish evaluation mechanisms with clear metrics and measurements to help evaluate the achievement of strategic objectives and inform resource-allocation mechanisms.
- Implement trust-building and confidence-building measures to ensure the continued inclusion and contribution of all stakeholders, including the private sector and international partners.
- Disseminate and receive feedback on the national cybersecurity strategy from relevant stakeholders and wider society through the nominated task owner coordinating the strategy.

For the purposes of avoiding duplication, and in agreement with interested stakeholders, this document does not elaborate further on these steps. An in-depth analysis of the steps required to create or update a national cybersecurity strategy is being undertaken by a partnership comprising the GCSCC, the Commonwealth Secretariat Cybercrime Initiative, the CTO, the European Network and Information Security Agency (ENISA), ITU, the Microsoft Corporation, the North Atlantic Treaty Organization (NATO) Cooperative Cyber Defence Centre of Excellence (CCDCOE), the Organization for Economic Co-operation and Development (OECD), the OAS, the Potomac Institute, the United Nations Conference on Trade and Development (UNCTAD), and the World Bank. The output of this partnership will be a resource that stakeholders and policymakers can refer to in order to clarify the purpose, content and drafting procedure for a national cybersecurity strategy. This guide is due to be published by the end of 2017.
D1.2 – Incident response

Overview

This factor looks at incident response capacity, focusing on the ability to respond to cybersecurity incidents at a national level. It covers the development and implementation of response processes that allow government to identify national-level cyber incidents and coordinate a response to ensure that damage is contained, the attacker is no longer present, and the functionality and integrity of the network and system are restored.8

Cyber-attacks are committed by a wide range of actors with diverse motives, including cybercriminals, insiders, hacktivists, cyber-fighters, cyber-terrorists, state actors, corporations and so-called ‘script kiddies’.9 A variety of methods10 are used to target Internet users ranging from government and public authorities to political parties, private companies, non-governmental and non-profit organisations, individual citizens and others.11 The type and degree of impact from a cyber-attack can vary considerably, and may include a reduction in functionality of networks and computing systems, destruction of records, financial loss, loss of sensitive information, loss of business competitiveness, and disruption to the physical world through, for example, power outages and loss of critical infrastructure.12

Incident response at a national level may cover some, if not all, of these areas. This section focuses on the capacity at a national level to understand and detect these cybersecurity threats and incidents, and to respond in a coordinated, systematic and effective manner. It encourages countries to build incident response capacity, not only from a technical standpoint but also through the development of appropriate organisational and communication measures.

Box 1.2 provides an overview of capacity-building steps for increasing national capacity in the area of incident response.

Box 1.2: Steps for building incident response capacity (D1.2)

- Establish a national-level CSIRT with responsibility for incident response at the national level.
- Recruit, develop and retain members of staff for the national CSIRT tasked with incident response at the national level.
- Set up physical facilities and acquire the technological capabilities necessary for incident response at the national level and for training personnel to perform this task.
- Define, document and operate incident response processes. Periodically review these to ensure their suitability for different incident scenarios.
- Establish a central registry of national-level cybersecurity incidents; set up mechanisms to update the registry regularly, and to issue warnings and alerts on the basis of environmental changes and the evolving threat landscape.
- Establish or join regional and international coordination mechanisms for incident response and information sharing.
D1.2 - Incident response

Dimension 1: Cybersecurity policy and strategy

Capacity-building steps

- Establish a national-level CSIRT with responsibility for incident response at the national level.

Responsibility for national-level incident response should be assigned to a clearly identified task owner. This role is usually performed by a national-level CSIRT. A CSIRT is a team of information technology (IT) security experts tasked with handling and responding to security incidents, supporting a constituency and helping its recovery from breaches and incidents. CSIRTs can provide a wide array of services, spanning from reactive incident response to preventative and educational services.

Several guides exist that outline activities required to establish a CSIRT (see reference list at the end of this section). This toolbox does not attempt to replace or augment these documents, but instead highlights some of the key areas of focus, including:

- Defining a **mission** (what does the CSIRT intend to do?);
- Identifying relevant **stakeholders**;
- Defining the CSIRT’s position in the wider **institutional framework**;
- Defining a **constituency** (for whom does the CSIRT act?);
- Establishing a CSIRT through **legal frameworks**;
- Defining **capabilities and services** offered by the CSIRT (consistent with the mission);
- Establishing an **organisational structure**, both internally and in relation to other organisations.

**Mission**

It is important to define the overarching mission of a CSIRT from its inception. The mission should be clearly and concisely defined, documented and distributed, and should provide a basic overview of what the team is trying to achieve. It should be possible to confine a mission statement to a maximum of three or four unambiguous sentences. The mission statement should be supported by senior officials to ensure it is recognised across government and the private sector. It is often useful to supplement a mission statement with a secondary statement of purpose, which provides a brief outline of the reasons behind the formation of the CSIRT.\(^\text{13}\)

A clear mission statement is important as it helps shape both internal and external perceptions of the CSIRT. Internally, a clear mission statement provides focus for more precise objectives, and allows the capabilities and services offered by the CSIRT to be defined and prioritised in an unambiguous manner. Externally, a clear mission statement enables other cybersecurity stakeholders to understand and recognise the role and importance of the team. This can be important for securing and building the funding, resources and relationships required for the CSIRT to effectively carry out its activities.\(^\text{14}\)
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A failure to develop and communicate a clear mission statement can result in uncertainties and ambiguities that, in turn, lead to difficulties including inefficient expenditure of effort and resources, particularly during crisis situations.15

As a minimum, a CSIRT should provide some form of handling capability in response to cyber incidents, but the mission of a national CSIRT usually includes the following: (i) acting as the national coordinator for incident response; (ii) acting as the contact point for national and international incidents; (iii) functioning as a coordinator of information security advice for private sector actors and institutions from other sectors; and (iv) providing incident response services to government stakeholders and other end-users.

It is worth noting that a national CSIRT coordinating incident response may be assisted by a variety of other CSIRTs, including:

- Critical infrastructure protection (CIP) or critical information infrastructure protection (CIIP) CSIRTs, tasked with the monitoring and protection of critical infrastructure assets;
- Government CSIRTs, tasked with monitoring and responding to incidents in government networks, as well as ensuring that government IT infrastructure and services are adequately secured;
- Military CSIRTs, tasked with protecting the networks and ICT infrastructure of the defence establishment and those required for defence activities;
- Academic CSIRTs, tasked with providing incident response services for academic institutions and communities;
- Small and medium enterprise (SME) sector CSIRTs, tasked with providing incident response services tailoring them to the needs of SMEs;
- Commercial CSIRTs, offering incident response services within an individual company or to paying customers.

The functions and responsibilities to be performed by a national CSIRT with responsibility for coordinating incident response at the national level will vary depending on the landscape of CSIRTs operating within its country. Particularly in more advanced contexts, a national CSIRT may be taken to represent a ‘last resort CSIRT’,16 which implies that it may be required to fill gaps in incident response that would normally be provided by sectoral CSIRTs or other bodies. In contexts where limited resources are available, a CSIRT may instead function as a central coordination authority for incident response.
Stakeholders

When establishing a national-level CSIRT, it is important to identify relevant stakeholders who may both support and benefit from its existence. In the case of a national CSIRT, the community of stakeholders engaging with it typically includes:

- Government and government agencies
- Law enforcement agencies
- Defence establishment
- Academic sector
- Internet service providers (ISPs)
- Financial and other critical sectors
- National and international organisations and working groups.

Members of different agencies and stakeholder groups should take part in planning and setting up a national CSIRT to ensure it is representative of the various interested parties. Relevant stakeholders can be identified by mapping the cyber ecosystem and/or through the use of strategic planning tools such as a SWOT analysis or a PEST analysis.

Stakeholders can be clustered according to their expected role and contribution. This includes the identification of those that should be more closely engaged and able to influence the development and functioning of the national CSIRT, and those that should be kept informed. During the early stages of establishing a national CSIRT, stakeholders may be engaged through working groups, which independently seek to refine the mission and wider vision of the team. Early engagement also helps build relationships and buy-in from individuals and organisations who may directly support the activities of the CSIRT in the future.

Institutional framework

The national CSIRT team should be well integrated within existing government structures and adequately resourced. The CSIRT’s position and communication channels within the broader governmental organisational structure should be clearly defined. Furthermore, the national CSIRT should have access to adequate financial, human and infrastructure resources. The institutional placement and resourcing of the national CSIRT should reflect the ambition and responsibilities outlined in its mission statement.

A project team may be tasked with producing an initial institutional framework for the CSIRT. In addition to being able to produce an appropriate framework, members of this team should have access to senior levels of government to enable them to help shape cybersecurity policy and funding at the national level. Ideally, the project team should be multidisciplinary, comprising experts from cybersecurity incident response, public policy in technology and telecommunications, national-level defence and security, public law and legal frameworks.
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Legal framework
A CSIRT cannot function effectively without a rigorous legal framework. This should verify that the CSIRT conforms to existing laws and provide a legal basis for the activities to be undertaken by the team. A faulty legal framework risks leaving the CSIRT vulnerable to lawsuits or complications when responding to cyber-attacks.

Constituency
When establishing a CSIRT, it is important to identify the constituency that the team is intended to serve (i.e. the client of the CSIRT). The identification of a client or target constituency should be made clear within the mission statement of the CSIRT. When determining a CSIRT’s constituency, the role of any existing CSIRT teams in public and private sector organisations should also be considered, along with whether any differentiation in service should be offered to different constituents (i.e. whether certain services should be provided only to a restricted number of stakeholder actors and groups). The degree of the CSIRT’s authority vis-à-vis its constituency should also be determined at this stage. This may be based on different levels of authority, such as:

- **Full authority**, whereby the CSIRT is able to unilaterally carry out necessary actions on behalf of its constituency;
- **Shared authority**, whereby the CSIRT is able to intervene through a joint decision with its constituency;
- **Indirect authority**, whereby the CSIRT is able to influence its constituency through indirect pressure, such as through regulation or trust relationships;
- **Null authority**, whereby the CSIRT is unable to decide whether or not a decision is taken, although advice, information and experience can still be offered.

Capabilities and services
In addition to the overarching mission, the capabilities and role of a national CSIRT should also be defined.

Engaging with key stakeholders early in the process of establishing a CSIRT can help identify core services and any other services a CSIRT should endeavour to provide.

These capabilities can be broken down into four categories as follows:

- **Formal capability** refers to the official mandate of the CSIRT. CSIRTs may play an important role in developing and implementing national cybersecurity strategies, although there are differences between countries in terms of the scope of mandates given to CSIRTs. The mandate of a CSIRT typically includes, among other things: a clear definition of its roles and responsibilities in national policy and legal frameworks; an authority to act and react to cybersecurity incidents; a clear definition of the CSIRT’s relationships with other
cybersecurity stakeholders; a stability of mandate with space for growth in maturity and effectiveness; and a continuity of resources and funding.

- **Operational-technical capability** refers to the technical services that the CSIRT provides to both external and internal organisations. The CSIRT may provide proactive, reactive and/or other security management services to external organisations. CSIRTs may also provide internal services to their overarching organisations (e.g. a national government in the case of national CSIRTs), such as awareness-raising or cybersecurity training activities that target internal staff as well as external stakeholders and audiences. The core operational-technical capability of a national CSIRT includes incident handling and management, and designation as the national point of contact. Further discussion of the external operational-technical capabilities typically offered by CSIRTs is provided in the information box below.

- **Operational-organisational capability** refers to the resources, infrastructure and continuity of service delivery provided by the CSIRT. This includes human resources (such as staffing level, skill level, etc.), technical resources (software and hardware), budget allocation, training provision and the ability to maintain 24/7 operations.

- **Co-operational capability** refers to both vertical and horizontal cooperation among stakeholders. There are a wide variety of stakeholders involved in incident response at a national level, including government and other public bodies, hardware and software providers, operators, service providers and end-users. Cyberspace is borderless and there is often an international aspect to cyber incidents that requires cooperation with other national CSIRTs and cybersecurity organisations. Building and maintaining trust and communication with all relevant stakeholders is important for incident response.

---

The operational-technical capabilities of a CSIRT can be broken down into a number of sub-categories, including:

**Reactive services** provided by the CSIRT in response to an incident. The CSIRT may respond to requests for assistance, reports of an incident, detection of an external incident, or detection of an incident within its own CSIRT systems.

**Proactive services** aimed at improving security infrastructure and processes before an incident occurs or is detected. The primary goal of proactive services is to prevent and reduce the impact of cybersecurity incidents.

**Security management services** that aim to improve the cybersecurity of external organisations.

Examples of these services are outlined in Table 1.1 below.
Table 1.1: Typical operational-technical services offered by a CSIRT

<table>
<thead>
<tr>
<th>Reactive services</th>
<th>Proactive services</th>
<th>Security management services</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alerts and warnings</td>
<td>Technology watch announcements</td>
<td>Risk analysis</td>
</tr>
<tr>
<td>Incident handling</td>
<td>Security audits or assessments</td>
<td>Business continuity and disaster recovery planning</td>
</tr>
<tr>
<td>Incident analysis</td>
<td>Configuration and maintenance of security tools, applications and infrastructures</td>
<td>Security consulting awareness-building education/training</td>
</tr>
<tr>
<td>Incident response on site</td>
<td>Development of security tools</td>
<td>Product evaluation or certification</td>
</tr>
<tr>
<td>Incident response support</td>
<td>Intrusion detection services</td>
<td></td>
</tr>
<tr>
<td>Incident response coordination</td>
<td>Security-related information dissemination</td>
<td></td>
</tr>
<tr>
<td>Vulnerability handling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vulnerability analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vulnerability response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vulnerability response coordination</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artefact handling</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artefact analysis</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artefact response</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Artefact response coordination</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The services provided by the CSIRT should be consistent with the formal capability and mandate of the team, and should be defined in such a way that they can realistically be provided using the available resources. The success of a CSIRT is largely measured by the quality of service provided, and it is better to provide a small number of high-quality services than a large number of low-quality services.26

The capability and services offered by the CSIRT team are likely to evolve and expand over time, although this is dependent on a number of factors, including size, infrastructure, funding and human resources.27

Organisational structure

It is important to have clear delegation of roles and responsibilities in a CSIRT, although in smaller teams a single individual may undertake multiple roles. The internal organisational structure is somewhat dependent on the mission statement, size and scope of the CSIRT, although a number of functions are relevant to all CSIRT teams. The following elements are recommended as a minimum initial structure:28

- **Management**: This includes strategy, budget, operational organisation, liaison and communication with external stakeholders, and media relations.
- **Operations**: This includes incident management and monitoring of threats.
- **IT**: This includes maintenance of the IT infrastructure, and support to operations and research and development (R&D).
• **R&D**: This includes research into developing technology, statistical analysis of threat and incident trends, development of systems and tools, training, and support to operations.

• **Support services**: This includes marketing, legal support, media relations, administration and finance.

Larger CSIRT teams often include additional functions such as specialist incident response teams, a security operations centre, training, specialist information security management, internal audit and labs for malware forensics.\(^{29}\)

> Recruit, develop and retain members of staff for the national CSIRT tasked with incident response at the national level.

It is important to ensure that a CSIRT is staffed with sufficient numbers of professionals with the right skills to take on its incident response functions. The National Institute of Standards and Technology of the United States (US) Department of Commerce, through the National Initiative for Cybersecurity Education (NICE), developed a comprehensive *Cybersecurity Workforce Framework* to map the knowledge, skills and competences required for different types of cybersecurity professional roles, including those pertaining to CSIRTs and incident response more broadly.\(^{30}\) In addition to standard management roles and profiles, a CSIRT should employ operational staff with specialised knowledge and experience in cybersecurity incident response, computer forensics, information assurance and systems development. To attain these specialisms, staff should first have a minimum level of knowledge of (i) Internet technology and protocols; (ii) Linux, Unix or Windows systems (depending on the equipment of the constituency); (iii) network infrastructure equipment; (iv) Internet applications; and (v) security threats and risk assessment.

There are several cybersecurity certifications that may help identify suitable candidates to work in a CSIRT. These include:\(^{31}\)

• **EC-Council Certified Incident Handler (ECIH) programme**:\(^{32}\) ECIH is a two-day training programme provided by the International Council of E-Commerce Consultants (EC-Council) that focuses on incident handling, risk administration, pen testing, forensic investigation, and other principles and techniques for detecting and responding to computer security threats. An examination must be passed at the end of the course in order to receive the certification. The EC-Council is a private cybersecurity technical certification body which operates in 145 countries worldwide, and provides certification to employees in both the public and private sectors.\(^{33}\)

• **GIAC Certified Incident Handler (GCIH)**:\(^{34}\) The GCIH, provided by Global Information Assurance Certification (GIAC), is a certification of proficiency in detecting, responding to, and resolving computer security incidents. It is not a training course, but rather a four-hour examination that
covers the process of incident handling, detecting malicious applications and network activity, common attack techniques, detecting and analysing vulnerabilities, and implementing continuous process improvement. The certification must be renewed every four years. GIAC is a private certification company that focuses on computer, information and software security, and certifies incident handlers in both government and industry.

- **GIAC Response and Industrial Defense (GRID):** The GRID certification is also provided by GIAC, and focuses on identifying and protecting critical infrastructure such as public utilities, commercial manufacturing facilities, or other types of Industrial Control System (ICS). In particular, it requires candidates to demonstrate an understanding of Active Defense strategies specific to ICS, as well as an understanding of ICS-specific attacks and how these attacks inform mitigation strategies. To receive the certification candidates must pass a two-hour exam. The certification must be renewed once every four years.

- **Certified Cyber Forensics Professional (CCFP):** The CCFP is a professional certification that focuses on forensics techniques and procedures, standards of practice, and the legal and ethical principles required to ensure that cyber forensic evidence is admissible in court. The certification aims to be applicable across different sectors, including law enforcement, cyber intelligence in defence and security, and the private sector.

- **GIAC computer forensics certifications:** GIAC also offer a range of certifications in cyber forensics, including Global Information Assurance Certification Forensic Examiner (GCFE), GIAC Network Forensic Analyst (GNFA) and GIAC Advanced Smartphone Forensics (GASF).

A CSIRT and its employees should be located in dedicated facilities that are secured in the same way in which an organisation would protect a datacentre. CSIRTs should not be located in open cubicle environments, but rather in separate office spaces with restricted access policies in place to prevent unauthorised access to CSIRT resources and information. The CSIRT building or facilities should be protected by 24-hour surveillance. Physical and logical access to servers, communications equipment, logic safety devices and data repositories should be regulated by strict access control. Figure 1.1 presents an overview of a minimum design for a CSIRT’s network architecture.
In addition to locating the CSIRT within dedicated facilities with adequate equipment, CSIRT staff should be provided with regular training and update courses to ensure that they can effectively perform their functions. In addition to the technical certifications presented above, courses on cybersecurity fundamentals and threats, computer and network forensics, malware analysis and reverse engineering, and other analysis tools and techniques should be provided to the CSIRT’s operational staff, either in-house or through external providers.\(^{43}\)

In addition to training, cyber exercises can be an effective tool to train personnel in handling cyber incidents. This requires assessment of which resources (e.g. personnel, infrastructure and communication capabilities) need to be tested, identification of objectives for the exercise and personnel responsible, and incorporation of exercises within the cybersecurity strategy. The impact of exercises needs to be evaluated and the findings should inform adjustments to future exercises or the cybersecurity strategy as a whole.\(^{44}\)
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- Define, document and operate incident response processes; periodically review these to ensure their suitability for different incident scenarios.

An *incident-handling response process* is a set of defined steps that a CSIRT will follow to effectively counter a cybersecurity incident. It is a process that is defined and developed independent of a specific incident, with the aim of developing a framework that enables a structured, coordinated, methodical and consistent approach to incident response.

Incident-handling response processes are often developed at a high level, and then refined into more specific processes for particular types of attack. At a strategic level, an overarching incident response process outlines the general steps that should be taken when responding to a cyber incident. These steps should be defined in such a way that they are applicable across different types of attacks, but nonetheless remain tailored to incident-handling response within a particular CSIRT. While an incident-handling response process is most effective when developed within individual CSIRT teams according to local requirements, a number of general frameworks have been developed to support CSIRTs in developing their incident response processes. These frameworks differ slightly in their breakdown and structuring, but broadly cover the same factors.

**NIST Incident Response Life Cycle**

The National Institute of Standards and Technology (NIST) structures incident-handling response process into four key stages: i) preparation; ii) detection and analysis; iii) containment, eradication and recovery; and iv) post-incident activity.

![Figure 1.2: Example of an incident response process](image)

The following paragraphs expand on each of these stages in turn. **Preparation** refers to the period before an incident occurs. It includes not only the technological and human capacity required to respond to
cyber-attacks, but also the organisational structures and procedures that are required for a clear and well-coordinated response to a cyber-attack. Preparation also includes the process of securing systems and networks in order to prevent attacks, although this often is beyond the remit of a CSIRT.47

**Detection and analysis** aims to identify and understand a cyber-attack once it has occurred. At the detection stage, this involves introducing and maintaining appropriate technological detection mechanisms, and establishing organisational procedures that are able to identify data loss and monitor and detect intrusions into both systems and networks. Once an attack has been detected, a subsequent analysis should seek to understand the type, scale and impact of the attack, and include an endpoint analysis, binary analysis and enterprise hunting.48

**Containment, eradication and recovery** refers to the period after the initial identification and analysis of a cyber-attack. The first stage – containment – seeks to limit the damage of a cyber-attack by stopping it from spreading to other devices, systems and networks.49 The attack itself is then removed from the affected systems, for example by blocking the attacker’s access to the network, deleting malware and disabling user accounts that have been compromised. The eradication stage should also monitor any response from the attacker, while simultaneously working to identify and remove the vulnerabilities initially exploited during the attack.50

While it is important to eradicate an attack as quickly as possible, it is also important to meet the forensic requirements for cyber incident response handling. This includes ensuring a chain of custody that collects and preserves evidence in a manner that is detailed in an action log.51

The recovery stage begins after successful containment and eradication of the cyber-attack, and aims to return systems to their normal operating standard. This includes replacing and rebuilding damaged systems and reconnecting them to the network; removing temporary constraints such as permissions, passwords and temporary firewalls; installing appropriate patches; and testing the system to ensure that it is not vulnerable to the same attack.52

The final stage in the incident-handling process is **post-incident activity**, which involves collecting and storing information and evidence from the incident, and identifying lessons learned from the response in order to improve future incident-handling processes.53

It is important that digital evidence is handled in the correct manner and according to national procedural legislation, as this evidence may be used in a criminal court if the attacker is identified and prosecuted.54

In order to ensure that each stage is completed during the response to a particular incident, an **incident-handling checklist** may be used to track progress through the incident-handling process. The general incident-handling process is detailed to varying degrees of granularity within the available literature, and a tailored checklist should be developed according to the particular requirements of a CSIRT.55

Finally, once a high-level approach to incident handling has been developed, it is often useful to tailor this approach to particular types of cyber-attack. In particular, different types of containment, eradication and
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recovery processes are required for different types of cyber-attack, meaning a more tailored approach to incident response may be more useful than a single overarching framework.\(^{56}\)

> It is often difficult to determine the type of cyber-attack during the early stages of an incident response. Tailored processes should therefore use a common approach until the type of cyber-attack is identified, after which more specific forms of analysis, containment, eradication and recovery become relevant.\(^{57}\)

**Figure 1.3: An example incident-handling checklist**

<table>
<thead>
<tr>
<th>Action</th>
<th>Completed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Detection and Analysis</strong></td>
<td></td>
</tr>
<tr>
<td>1. Determine whether an incident has occurred</td>
<td></td>
</tr>
<tr>
<td>1.1. Analyze the precursors and indicators</td>
<td></td>
</tr>
<tr>
<td>1.2. Look for correlating information</td>
<td></td>
</tr>
<tr>
<td>1.3. Perform research (e.g., search engines, knowledge base)</td>
<td></td>
</tr>
<tr>
<td>1.4. As soon as the handler believes an incident has occurred, begin documenting the investigation and gathering evidence</td>
<td></td>
</tr>
<tr>
<td><strong>Containment, Eradication, and Recovery</strong></td>
<td></td>
</tr>
<tr>
<td>2. Prioritize handling the incident based on the relevant factors (functional impact, information impact, recoverability effort, etc.)</td>
<td></td>
</tr>
<tr>
<td>3. Report the incident to the appropriate internal personnel and external organizations</td>
<td></td>
</tr>
<tr>
<td><strong>Continent, Eradication, and Recovery</strong></td>
<td></td>
</tr>
<tr>
<td>4. Acquire, preserve, secure, and document evidence</td>
<td></td>
</tr>
<tr>
<td>5. Contain the incident</td>
<td></td>
</tr>
<tr>
<td>6. Eradicate the incident</td>
<td></td>
</tr>
<tr>
<td>6.1. Identify and mitigate all vulnerabilities that were exploited</td>
<td></td>
</tr>
<tr>
<td>6.2. Remove malware, inappropriate materials, and other components</td>
<td></td>
</tr>
<tr>
<td>6.3. If more affected hosts are discovered (e.g., new malware infections), repeat the Detection and Analysis steps (1.1, 1.2) to identify all other affected hosts, then contain (5) and eradicate (6) the incident for them</td>
<td></td>
</tr>
<tr>
<td><strong>Post-Incident Activity</strong></td>
<td></td>
</tr>
<tr>
<td>7. Recover from the incident</td>
<td></td>
</tr>
<tr>
<td>7.1. Return affected systems to an operationally ready state</td>
<td></td>
</tr>
<tr>
<td>7.2. Confirm that the affected systems are functioning normally</td>
<td></td>
</tr>
<tr>
<td>7.3. If necessary, implement additional monitoring to look for future related activity</td>
<td></td>
</tr>
<tr>
<td>8. Create a follow-up report</td>
<td></td>
</tr>
<tr>
<td>9. Hold a lessons learned meeting (mandatory for major incidents, optional otherwise)</td>
<td></td>
</tr>
</tbody>
</table>

More specific incident response processes are tailored to particular types of attack, such as DDOS attacks or the detection of malware.
Incident response processes involve the receipt of incident reports, evaluation of incidents, and actions taken to address incidents. It is therefore important that incident response processes are not only effective, but also comply with national and international laws and standards. For example:

**International**


**European**


**Standards**


A national CSIRT should host a server functioning as a registry of national incidents, keeping records and tracking cybersecurity incidents. This registry should record reports of incidents received and communications flowing into and out of the CSIRT related to incident response, and should also be used to check the status of the personnel involved in an incident response.

In addition, a CSIRT should run and periodically review a process for creating security advisory alerts and warnings for its constituency and clients. This process should encompass the following steps:

1. Receive a warning about security vulnerabilities from the CSIRT’s partner network or from vendor bulletins and newsletters.
2. Collect information on the vulnerability and evaluate its relevance, classification, associated risk and potential impact.
3. Prepare and distribute a security advisory alert to the CSIRT’s constituency presenting the vulnerability’s origin, relevance (i.e. to which software or hardware it applies), risk, impact and potential damage, solution and description of details.
> Establish national coordination mechanisms between public and private sectors with national contact points for government and critical industries.

Since cybersecurity is a domain with different public and private actors assuming responsibilities and competencies, it is essential that these actors cooperate closely with one another. National coordination mechanisms with contact points and routine cooperation should be adopted, ranging from information exchange and sharing of good practices to joint actions.61

> Establish or join regional and international coordination mechanisms for incident response and information sharing.

An important aspect of a national CSIRT’s work pertains to the development of trusted working relations with neighbouring national CSIRTs.62 Furthermore, a national CSIRT may join a number of regional and international coordination mechanisms for incident response information sharing and coordination. These include:

- **Forum of Incident Response and Security Teams (FIRST):** According to its mission statement, FIRST is an international confederation of trusted computer incident response teams who cooperatively handle computer security incidents and promote incident-prevention programmes. Specifically, FIRST: (i) encourages and promotes the development of quality security products, policies and services; (ii) develops and promotes best practices in computer security; and (iii) promotes the creation and expansion of incident response teams and membership from organisations from around the world. FIRST members: (i) develop and share technical information, tools, methodologies, processes and best practices; and (ii) use their combined knowledge, skills and experience to promote a more secure global electronic environment.63

- **Task Force-CSIRT:** The TF-CSIRT promotes collaboration between CSIRTs in Europe. The main goals of the TF include: (i) providing a forum for exchanging experiences and knowledge; (ii) establishing pilot services for the European CSIRT community; (iii) promoting common standards and procedures for responding to security incidents; and (iv) assisting the establishment of new CSIRTs and the training of CSIRT staff.64

- **Asia Pacific Computer Emergency Response Team (APCERT):** APCERT is a forum established to maintain a trusted contact network of computer security experts in the Asia Pacific region to improve the region’s awareness and competency in relation to computer security incidents. APCERT’s goals include: (i) enhancing Asia Pacific regional and international cooperation on information security; (ii) jointly developing measures to deal with large-scale or regional network security incidents; (iii) facilitating information sharing and technology exchange, including information security, computer virus and...
malicious code among its members; (iv) promoting collaborative R&D on subjects of interest to its members; (v) assisting other CERTs and CSIRTS in the region to conduct efficient and effective computer emergency response; and (vi) providing inputs and/or recommendations to help address legal issues related to information security and emergency response across regional boundaries.65

- **AfricaCERT:** AfricaCERT describes itself as the African forum of incident response teams. AfricaCERT’s objectives include: (i) coordinating cooperation among African CSIRTs; (ii) assisting African countries in establishing CSIRTs; (iii) fostering and supporting education and outreach programmes in ICT security in and among African countries; (iv) strengthening the relationships between CSIRTs in Africa and with other stakeholders around the world; (v) encouraging information sharing in ICT security so that vulnerabilities can be rapidly identified and risks neutralised; (vi) promoting sharing of good practices and experience among its members to develop a comprehensive framework for cybersecurity; (vii) assisting African CSIRTs in improving cyber readiness and enhancing the resilience of ICT infrastructure; and (viii) promoting collaborative technology research, development and innovation in the ICT security field.66

**Additional resources**

<table>
<thead>
<tr>
<th>Resource</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENISA. 2006. A step-by-step approach on how to set up a CSIRT. Heraklion, Greece: ENISA</td>
<td></td>
</tr>
</tbody>
</table>
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Overview

This factor focuses on the capacity to protect national critical infrastructure. Critical infrastructure (CI), also referred to as critical national infrastructure (CNI), is defined as the assets and systems that are essential for maintaining vital social functions, including health, safety, security, economy and social well-being. The disruption or destruction of CI will necessarily have a significant impact on society. Examples of CI include the energy sector (electricity, oil, gas), transportation networks (road, rail, air, inland waterways and open sea waterways), telecommunications infrastructure, financial systems, waste and drinking water systems, chemical and nuclear industries, emergency services, military and security services, civil administration and governmental services.

ICT is increasingly used to monitor and control CI. These ICT systems are often semi-autonomous, and automatically perform background functions such as monitoring and handling routine tasks, as well as providing a digital platform for users to manage the administration, logistics, monitoring and control of CI systems. In the energy sector, for example, the production, transportation and distribution of natural gas can be monitored and controlled remotely using digital monitoring systems and cyber-physical processes (such as remote operation of pipe valves). Likewise, in the transportation sector, railway signalling and barriers are often automated through an ICT system. These types of control systems are increasingly connected to internal and external networks, such as the Internet, to enable greater efficiency and flexibility. This includes connection with multiple CI operators, remote access for maintenance companies and system interrogators, and, increasingly, connection to end-users through Internet of Things (IoT) devices. There is an increasing interconnection and interdependence between CI computers and networks on a national and international level, and an increasing dependence of CI on hardware and networks over which a government has no direct control as they are privately owned and operated. Examples include cloud services, Internet exchange points, domain name services and satellite communication.

The integration of and reliance on information and communication systems in CI is often referred to as critical information infrastructure (CII). CII is broadly defined as the information and (tele)communications infrastructure that is critical to the functioning of CI. More specifically, CII includes both internal information and communication systems used in a particular CI sector or by a provider, and the wider critical information and communication infrastructure, such as the Internet and mobile phone networks.

CI has long faced threats from natural disasters, technical failures, accidental human error and terrorist attacks. However, the transition to ICT-based systems has created new vulnerabilities from cyber-attacks or incidents. By definition, CII is essential in keeping CI operational. If CII is disrupted or destroyed, then CI will also experience disruptions. This, in turn, may have a cascading negative impact on vital societal functions. As Figure 1.4 below illustrates, critical information infrastructure protection can be defined as the crossover between cybersecurity and critical infrastructure protection. CII faces a number of
threats, including hacktivism, cybercrime, cyber espionage and state-sponsored cyber-attacks. It may suffer from a range of vulnerabilities, including software flaws, human error and external interference.79

Hacktivism and cybercrime attacks are generally more frequent but less sophisticated and with less severe impacts. They typically include denial-of-service (DoS) attacks, defacing websites, stealing and publishing sensitive information, online fraud and online scams. This can cause both economic damage and disruption to CI, although damage tends to be minor. In contrast, cyber espionage and cyberwar attacks are typically less frequent, but the impact on CI can be severe. In particular, state-sponsored attacks or attacks from significant non-state actors,80 involving penetration of another state’s computers and networks with intent to disrupt or destroy, can lead to significant interruptions to CI with immediate economic damage and interruption to essential societal services. Cyber espionage can lead to the loss of classified information, which typically poses an indirect but significant threat to the security of CI. In other words, cyber espionage itself does not aim to disrupt CII, but the loss of personal, economic, military, political, business and CI information can be used to identify and expose vulnerabilities in CI and CII.81

Figure 1.4: CIIP represented as the crossover between CIP and cybersecurity

SOURCE: Luijff et al. (2016, 3)

This section discusses a number of steps that can help increase the security of CII, with the ultimate aim of increasing the protection and resilience of CI. Box 1.3 provides an overview of the steps, which are discussed in greater detail in the following pages.

Box 1.3: Steps for building critical infrastructure protection (D1.3)

- Nominate the task owner within government.
- Identify and engage public and private sector stakeholders.
- Identify cyber-vulnerable critical infrastructure (including vulnerabilities in supply chain) in an audit list to be distributed to relevant governmental stakeholders, prioritising assets identified according to their vulnerability and impact.
- Formulate a protection and risk-management strategy for identified critical infrastructure.
- Outline an action plan for protecting critical national infrastructure assets, indicating which threats are to be managed centrally and which are to be managed locally; embed adequate cybersecurity risk-management processes, technical solutions and harm-mitigation measures in day-to-day administration of critical infrastructure assets.
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- Foster trust among stakeholders and create an environment conducive to mutually beneficial collaboration.

**Capacity-building steps**

- Nominate the task owner within government.

CIIP is a multi-agency activity with important public stakeholders in government ministries (communications, ICT, economic affairs, security, cabinet office, justice, defence and more), regional public bodies, regulators and other relevant public stakeholders. Moreover, a range of private sector stakeholders are directly involved in CIIP, including CI and CII operators, manufacturers, system integrators, third-party maintenance companies, academics, R&D institutions, and non-governmental organisations (NGOs).

An important factor in coordinating critical national infrastructure protection on a strategic level is the existence of a task owner with key CII expertise, and crucial understanding of CI and CII threats and the interdependencies between these threats within government. There is no universal organisational structure for a task owner for all governments, and different countries have adopted different governance systems. Within European Union (EU) Member States, task owners for CIIP range from National Security Authorities with full supervision of specific activities and stakeholders involved, to decentralised models with distributed responsibilities. This depends on the existing framework at the national level, the budget and resources available and the priorities of the state.

Estonia adopted an Emergency Act in 2009 which assigned responsibilities to nine government ministries and public bodies to maintain the continuous operation of vital services. These nine ministries and bodies report to a central national coordinator under the Ministry of Interior.

In 2009, France created the Agence Nationale de la Sécurité des Systèmes d'Information (National Agency for the Security of Information Systems – ANSSI), which oversees CIIP and reports to the General Secretariat for Defence and National Security. ANSSI is able to set minimum cybersecurity requirements, enforce the implementation of detection and incident notification systems, manage cybersecurity audits of CI and lead cross-government crisis management.

In the UK, CIIP strategy is included in the National Cyber Security Strategy, which is developed by the National Security Council in the Cabinet Office. The Cabinet Office coordinates CIP across the UK government, with the National Cyber Security Centre (under Government Communications Headquarters (GCHQ)) taking the lead on CIIP.

The task owner should coordinate and be accountable for CIIP. This may include: identification of CI and CII, and of relevant CI and CII stakeholders; development of CIP and CIIP strategy; coordination of stakeholders in implementing CIP and CIIP strategy; monitoring and improving CIP and CIIP strategy;
and implementation; and facilitating information sharing between relevant public and private sector stakeholders.\textsuperscript{87} The potential benefits of assigning a task owner may include minimising the recovery and restoration period and the fostering of a common understanding between various stakeholders.\textsuperscript{88} Moreover, the task owner will be able to mediate between agencies with competing priorities.\textsuperscript{89} To be well-positioned to provide strategic direction, it is crucial that the CIIP unit is supervised by a leader with strong qualifications in ICT, especially with regard to information assurance, and that the task owner possesses the negotiation skills required to manage the CIIP unit’s relations with other stakeholders, including within the private sector.\textsuperscript{90}

The task owner should engage on a regular basis with all relevant public stakeholders, and liaise with private sector actors who own and/or control critical infrastructure assets. From the early stages of CIP and CIIP, it is important to adopt a multi-agency approach within government, build public-private partnerships (PPPs) outside of government, and create effective platforms for information sharing between stakeholders.\textsuperscript{91} Involving all relevant stakeholders not only provides the task owner with insight into the governance and ownership of different parts of CI and CII, but is also important in building an environment where all stakeholders work together, share information and take appropriate action. The ability and responsibility to mitigate many of the risks to CI and CII lies with a multitude of different public and private sector stakeholders, and a failure to sufficiently engage these stakeholders in the CIIP process may reduce the effectiveness of any CIIP strategy.\textsuperscript{92}

It is important to first identify the relevant stakeholders across the public and private sectors. In many countries, a diverse and complex range of stakeholders are involved in CI and CII.

\begin{itemize}
  \item CIIP coordinating ministries (e.g. Interior, Justice, Defence, Prime Minister’s Office);
  \item Ministries responsible for ICT (e.g. Communications, Media, ICT);
  \item Ministries responsible for specific CI (e.g. Economic Affairs, Energy, Health);
  \item Regulators for identified CI domains;
  \item Law enforcement and other public agencies;
  \item CI and CII operators/utilities;
  \item Policymakers and parliament;
  \item Manufacturers, system integrators and third-party maintenance companies;
  \item Cross-sector (branch) organisations;
  \item CSIRTs;
  \item National-level cybersecurity organisations;
  \item Academia and R&D organisations.
\end{itemize}
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Once stakeholders have been identified, the next step is to establish engagement and cooperation between relevant parties. In the public sector, this may be achieved through, for example, regular roundtable meetings that discuss CIIP on a strategic, tactical and operational level. These may include discussions on governance structures, legal mandates, and procedures for operational coordination and cooperation. These roundtable discussions may later be expanded to include private sector stakeholders with the aim of not only delegating tasks effectively between sectors, but also building a collaborative environment that pools resources, shares information and conducts joint decision making.93

Roundtable discussions are not the only means of achieving public and private sector engagement, and more options are discussed in the final part of this section.

A number of preliminary steps are required before developing a strategy for CIIP. These include:94

- Identification of CI
- Identification of CII
- Risk assessment (including threat assessment, vulnerability assessment and impact analysis).

These three steps do not necessarily need to be carried out in this order, although identification of CI should precede identification of CII.95 Moreover, substantial documentation exists on each of these three steps. Only a brief overview is provided here, and the documentation listed at the end of this section should be consulted at each of these steps.

Although there are many similarities between different nations, the identification of CI, CII and the associated risk assessment is unique to each country. A bespoke analysis should be carried out by each country. It is often useful to draw on the methodologies and results of others, but this information should be adapted for the local context.96

For guidance, countries engaging for the first time in the identification of their CI and CII may wish to refer to:

- **NIST Special Publication 800-37**: NIST developed a Risk Management Framework (RMF) to improve information security, strengthen risk management processes and encourage reciprocity among partner organisations. This publication provides guidelines for applying the RMF to information systems and organisations.

- **NIST Special Publication 800-39**: This document is part of NIST’s series of information security standards and guidelines. The purpose of this standard is to provide guidance for an integrated, organisation-wide programme for managing information security risk to organisational operations (i.e. mission, functions, image and reputation), organisational assets, individuals, other...
Identification of CI

A number of different approaches exist for the identification of CI, including a bottom-up approach, a top-down analysis using simple criteria and metrics, and a top-down analysis that develops and employs detailed metrics.\(^98\) These methods are not described in detail here – further information on these is available in resources listed at the end of this section. There are, however, a number of recommendations on good practice that apply across different methods.

The identification of CI is complex, and a number of different approaches exist. There are, however, general **recommendations on good practice** that may help support this analysis.

Using **frameworks and analysis** conducted by other countries can help guide a national CI assessment. For example, definitions of CI sectors and services, along with examples of metrics and indicators, can be found in CI assessments from other countries.\(^99\)

Adopting a **systematic method** for identifying CI can provide structure and rigour to any identification process. The method can help to identify CI in particular sectors, measure the criticality level using a criticality scale, understand dependence and interdependence with other CI, assess cross-cutting criteria and identify international dependencies.\(^100\)

**The UK Cabinet Office CI criticality scale**

The UK government developed a criticality scale that provides a framework for measuring the criticality of national infrastructure. It assesses criticality based on the impact of a loss of infrastructure. In other words, if a particular infrastructure sector (such as energy, water or transportation networks) is interrupted, what is a) the impact on delivery of services; b) the economic impact due to the loss of these essential services; and c) the impact on life that results from a loss of these services? ‘Impact’ itself is also broken down into three measurable factors, namely: (i) the degree of disruption; (ii) the extent of disruption (population percentage, geographic distribution); and (iii) the period of disruption. Using this framework, critical national infrastructure is defined as infrastructure with a score above 2.5.\(^101\) Table 1.2 provides an overview of the criticality scale for infrastructure.
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**Table 1.2: UK criticality scale for infrastructure**

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAT 5</td>
<td>Infrastructure whose loss would have a catastrophic impact on the UK. These will be assets of unique national importance whose loss would have long-term, national-level effects and may have an impact across a number of sectors. Relatively few are expected to meet the Category 5 criteria.</td>
</tr>
<tr>
<td>CAT 4</td>
<td>Infrastructure of the highest importance to CI sectors. The impact of loss of these assets on essential services would be severe and may impact on provision of essential services across the UK or to millions of citizens.</td>
</tr>
<tr>
<td>CAT 3</td>
<td>Infrastructure of substantial importance to CI sectors and the delivery of essential services, the loss of which could affect a large geographic region or many hundreds of thousands of people.</td>
</tr>
<tr>
<td>CAT 2</td>
<td>Infrastructure whose loss would have a significant impact on the delivery of essential services, leading to loss or disruption of service to tens of thousands of people or affecting whole counties or equivalents.</td>
</tr>
<tr>
<td>CAT 1</td>
<td>Infrastructure whose loss could cause moderate disruption to service delivery, most likely on a localised basis and affecting thousands of citizens.</td>
</tr>
</tbody>
</table>


**Identification of CII**

Having identified CI, the next stage is to identify and assess the CII that underpins CI sectors. This includes the identification of:

- Critical information, communication and control systems that support the functioning of each CI sector;
- Critical information and (tele)communication network infrastructure used across CI sectors (such as Internet, mobile phone and satellite networks).102
There is a significant body of literature that discusses different approaches to identifying CII, although a detailed discussion across this domain is not provided in this toolbox. Further references focusing on this are listed at the end of this section. There are, however, a number of general recommendations for approaching CII identification, including:

- Use a structured, systematic approach.
- Identify and engage CII operators from both the public and private sectors.
- Identify dependencies and information supply chains between CI sectors.
- Identify uncontrollable dependencies, such as use of international website-hosting platforms and cloud computing servers, reliance on international Internet exchange points, and use of third-party hardware manufacturers.
- Conduct regular reassessments of CII.
- Research emerging CII technology and shifting dependencies.

The Japanese Basic Policy on CIIP provides a number of examples of CII across different CI sectors, as illustrated in Table 1.3.
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### Table 1.3: List of CII sectors in Japanese strategic documentation

<table>
<thead>
<tr>
<th>CII sectors</th>
<th>Critical information system examples</th>
</tr>
</thead>
</table>
| Information and communication services | Network systems  
Operation support systems  
Organisation/operation systems |
| Financial services                  | Accounting systems  
Financial securities systems  
International systems  
External connection systems  
Financial institution inter-network systems  
Electronic credit record agency systems  
Insurance service systems  
Securities trading systems  
Exchange systems  
Money transfer systems  
Clearance systems, etc. |
| Aviation services                   | Flight systems  
Reservation/boarding systems  
Maintenance systems  
Cargo systems  
Air traffic control systems  
Meteorological information systems |
| Railway services                    | Railway traffic control systems  
Power supply control systems  
Seat reservation systems |
| Electric power supply services      | Control systems  
Operation monitoring systems |
| Gas supply services                 | Plant control systems  
Remote monitoring and control systems |
| Government and administrative services | Various ministry and local government information systems (handling of e-government and e-municipalities) |
| Medical services                    | Medical examination record management systems (electronic patient record systems, remote diagnostic imaging systems, electric medical equipment, etc.) |
| Water services                      | Water utility and water supply monitoring systems  
Water utility control systems, etc. |
| Logistics services                  | Collection and delivery management systems  
Cargo tracking systems  
Warehouse management systems |

**SOURCE:** Government of Japan (2015)

### Risk assessment

As well as identifying CI and CII, it is also important to conduct a risk assessment of CII. A risk assessment should identify and prioritise the risks facing CII, and communicate this information to the
relevant stakeholders.\textsuperscript{105} Risk itself is an abstract concept that combines probability with potential impact, but for the purpose of a risk assessment, it can be broken down into three areas: threats, vulnerability and impact.\textsuperscript{106} A risk assessment may include an assessment of each of these three areas.\textsuperscript{107}

**Figure 1.6: Components of a national-level risk assessment**

![Components of a national-level risk assessment diagram](image)

SOURCE: ENISA (2013, 9)

In the case of cybersecurity for critical infrastructure, a threat assessment may seek to identify types of actors, methods of attack, and potential targets of attacks. A vulnerability assessment may look for technical and non-technical weaknesses in the security of CII that may result from, for example, aging information infrastructure, system overload, outdated software, lack of maintenance or increasing interconnection with external networks.\textsuperscript{108} Similar to the criticality assessment above, an impact assessment seeks to understand the possible consequences of a cyber-attack on CII, both in terms of type (economic, human) and severity (degree, extent, period).\textsuperscript{109}

Several methods exist for conducting a national-level risk assessment. The resources presented at the end of this section should be consulted for obtaining further information about this. Both quantitative and qualitative methods can be applied, using either a centralised government framework or a decentralised model.\textsuperscript{110} This can be used to create a risk profile that allows the results of the risk assessment to be prioritised and communicated. Two examples of a risk profile are provided below in Figure 1.7 and Figure 1.8.

**Figure 1.7: Example of a risk profile**

![Example of a risk profile diagram](image)

SOURCE: Luijff et al. (2016, 13)
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Figure 1.8: Example of a risk profile

![Risk Profile Diagram]

**SOURCE:** UK Cabinet Office (2010)

- Formulate a protection and risk-management strategy for identified critical infrastructure.

With all the preceding steps completed, the next stage in CIIP is the development of a CIIP strategy. A CIIP strategy may be incorporated into a broader national cybersecurity strategy or exist as a standalone policy document. A protection and risk-management strategy should not only have support from the highest level of government, but also, crucially, commitment from all relevant stakeholders. It should be a result of a coordinated multi-stakeholder process, and of open and transparent procedures.

A CIIP protection strategy may seek to address all four areas of CIIP at a high level, namely: prevention and early warning of possible cyber-attacks; detection of cyber-attacks; reaction to cyber-attacks; and crisis management when CI and CII is disrupted. The strategy should articulate clear intentions and SMART (Specific, Measurable, Achievable, Realistic and Time-bound) policy objectives. A strategy may be configured to address individual risks or it may be harmonised according to a cross-sectoral or multi-risk approach. It should outline the constraints, risk tolerances and assumptions that underlie operational risk decisions, as well as identifying resources and timeframes, and assigning responsibilities as needed. The strategy should also include provision to monitor implementation and effectiveness to allow a continual cycle of improvement that takes the changing risk landscape into account.

- Outline an action plan for protecting critical national infrastructure assets, indicating which threats are to be managed centrally and which are to be managed locally; embed adequate cybersecurity risk-management processes, technical solutions and harm-mitigation measures in day-to-day administration of critical infrastructure assets.

There is an important distinction between a CIIP strategy and a CIIP action plan. Typically, a strategy seeks to communicate high-level objectives that establish an overall direction, whereas an action plan
identifies and delegates short-to-medium-term tasks to be implemented by relevant stakeholders. These may include, for example, the implementation of a risk-management cycle, which involves frequent re-evaluation of risks, followed by the development, implementation and evaluation of new security measures, with the aim of continuously improving and refining the national CIIP.\textsuperscript{121}

An action plan may include, but is not restricted to, policies that address the following components:\textsuperscript{122}

- Continuous gathering of threat intelligence and analysis to continuously improve the knowledge base for CIIP;
- Promotion of cyber safety principles;
- Enhancement of information sharing and other collaborative mechanisms;
- Incident response capability enhancement;
- Regular testing to detect vulnerabilities in information systems;
- Risk management;
- Cross-sectoral exercises;
- Monitoring of and agile response to environmental changes.

No action plan can be effective in the long term without taking account of the ever-changing risk landscape, and a continuous improvement cycle should be a core component of national action plans.\textsuperscript{123} An improvement cycle typically incorporates a review process that evaluates the progress made by action plans, as well as assessing any changes in the threat environment or the legal and regulatory environment,\textsuperscript{124} and any subsequent vulnerabilities of CII. Based on the review and the adjustments necessitated by the evolving CII-related risk profile, the national action plan can then be refined on a regular basis in order to maximise its relevance.

Foster trust among stakeholders and create an environment conducive to mutually beneficial collaboration.

Stakeholder engagement in both the public and private spheres, as well as at both national and international level, is a key condition for the protection of national cybersecurity.\textsuperscript{125} Such an environment can be created through the scheduling of regular information exchange meetings.\textsuperscript{126} Building strong networks based on trust is a key condition for activities such as swift and timely exchange of crucial information. This may be achieved most effectively where the individuals involved have similar levels of technical capacity, authority and autonomy, and a shared tolerance for risk.\textsuperscript{127}
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Additional resources

<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>National Center of Incident readiness and Strategy for Cybersecurity. 2014. The Basic Policy of Critical Information Infrastructure Protection.</td>
</tr>
</tbody>
</table>
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Overview

This factor focuses on the development of national capacity to develop, review and update national crisis-management applications, functional protocols and standards. Some good practices identified are as follows:\footnote{128}

- Consider introduction of early warning and horizon-scanning mechanisms at the crisis management planning stages.
- Ensure that legal and regulatory frameworks are optimised to increase the efficiency of crisis management.
- Devise targeted action plans and operational procedures to improve crisis-management activities.
- Build institutional coordination mechanisms and continuously develop standardised information collection, inter-sectoral communication and public affairs handling capabilities.
- Consider the implementation of a crisis-management cell with the necessary autonomy for agile and effective crisis response.

These good practices lay the foundations of crisis management, and may already be present in some national contexts. However, in order to continuously build national resilience and crisis-management capacity, it is beneficial to undergo cycles of high-level, multi-stakeholder exercises assessing the performance of stakeholders involved in the execution of different crisis-management techniques. National-level, sectoral and cross-sectoral exercises can help authorities and other relevant stakeholders to:

- Assess the functioning and resilience of crisis-management applications, functional protocols and standards;
- Identify interdependencies and/or weaknesses;
- Practice working together, share best practices and develop trust across organisations and stakeholder groups;
- Measure improvement (over the course of multiple exercises).

Box 1.4 provides an overview of capacity-building steps for increasing national capacity in this area.

Box 1.4: Steps for building crisis-management capacity (D1.4)

- Nominate a task owner responsible for: (i) coordinating work on crisis management; and (ii) liaising with relevant public and private sector stakeholders.
- Conduct a needs assessment of crisis-management measures and techniques that require assessment.
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- Develop and run a realistic high-level exercise scenario for testing information flows and decision making and continuously inject new information into such a scenario during its running.

- Prepare tailored, sector-specific exercise evaluation and lessons learned reports based on SMART evaluation objectives and key performance indicators (KPIs) for relevant national stakeholders and international partners.

Capacity-building steps

- Nominate a task owner responsible for: (i) coordinating work on crisis management; and (ii) liaising with relevant public and private sector stakeholders.

A task owner with oversight and responsibility for activities pertaining to building crisis-management capacity should be appointed. The task owner will be responsible for facilitating the development of crisis-management capacity by overseeing the lifecycles of high-level exercises. This should entail identifying the measures and mechanisms that need testing, establishing the planning team for the exercise, leading the planning and delivery of the exercises (potentially with external expert support) and providing resources to coordinate and execute this, and ensuring that the exercise is evaluated and that lessons learned and ad hoc reports are shared with relevant stakeholders. Often, the organisation that identifies the need for an exercise is also the same organisation tasked with developing and running it, but external specialist support can be useful in extracting maximum value from exercises. Further details about designated task owners, as well as templates and sample materials for planning and conducting exercises, both of which are discussed in the following pages, are among the resources listed at the end this section.

- Conduct a needs assessment of crisis-management measures and techniques that require assessment.

At the beginning of the exercise lifecycle, the task owner will need to identify the crisis-management measures and techniques that require testing. Typically, in sectoral and cross-sectoral exercises, a focus on cooperation, coordination and communication mechanisms should be employed.
A number of different measures and techniques could be assessed during an exercise, for example: common situational awareness of participants; elements of business continuity plans; adherence to business continuity plans; speed of response; decision-making process; internal and external collaboration to address a problem; and coordination of resources, logistics and support capabilities.

On the basis of the measures and techniques selected for assessment, relevant stakeholders should be selected to perform key roles. These stakeholders will be involved in activities in this capacity area throughout subsequent steps.

The decision-making process leading to the identification of measures and techniques to be tested should also be informed by consideration of resources available throughout the exercise lifecycle, and of availability and commitment of relevant participants. The effort required to organise, run and evaluate a multi-stakeholder exercise should not be underestimated.

- Develop and run a realistic high-level exercise scenario for testing information flows and decision making, and continuously inject new information into such a scenario during its running.

Having identified measures and techniques to be assessed, the task owner should focus on developing a plausible high-level scenario for use in testing these measures and techniques in an exercise setting. Producing a realistic, challenging and well-planned scenario is critical to ensuring both stakeholder buy-in and the success of the exercise.

A range of high-level scenarios should be considered for development before selecting one and commencing detailed exercise-planning activities. The scenario selected should be the one best suited to the goals and needs identified in the previous step.

Once a high-level scenario has been selected for development, the type, size, geographic scope and participants should be determined.

Several types of exercises may be developed. Each type may be characterised by different formats, benefits, challenges and costs. These types may be broadly clustered under two categories:

- **Discussion-based exercises**: These exercises allow participants to examine and discuss scenarios, test decision-making procedures, and develop or refine response procedures. These exercises may take the form of a seminar, workshop, table-top exercise or game.
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- **Action-based exercises**: These exercises entail the acting out of crisis-management procedures to allow testing of these procedures and the preparedness of relevant staff members to follow them.

Table 1.4: Advantages and disadvantages of action-based and discussion-based exercises

<table>
<thead>
<tr>
<th>Action-based exercises</th>
<th>Discussion-based exercises</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages</strong></td>
<td></td>
</tr>
<tr>
<td>• Allows for validation of complex procedures via real-life events and scenarios</td>
<td>• Simpler exercise mechanics allows for engaging broader, non-technical audiences and inclusion of awareness-raising aspects</td>
</tr>
<tr>
<td>• Allows for creation of real-life remediation plans for issues/problem areas encountered.</td>
<td>• Comparatively limited resource requirements</td>
</tr>
<tr>
<td></td>
<td>• Shorter planning and execution cycle.</td>
</tr>
<tr>
<td><strong>Disadvantages</strong></td>
<td></td>
</tr>
<tr>
<td>• Requires specialist target audience to ensure exercise implementation is successful</td>
<td>• Injects are hypothetical and pre-coordinated</td>
</tr>
<tr>
<td>• Longer planning and execution cycle</td>
<td>• May not generate the tension and stress of real-life incidents.</td>
</tr>
<tr>
<td>• Greater resource.</td>
<td></td>
</tr>
</tbody>
</table>

SOURCE: Kick (2014)

The size of the exercise will depend largely on the type of exercise to be developed, as well as on the human, technical and financial resources available to planners.

Consider carefully the advantages and disadvantages of exercises of different size. Consider whether the exercise size selected aligns well with the overarching goals and suits any human, technical, financial and time constraints under which organisers may be operating.

The geographic scope of the exercise should be determined. Considerations around this aspect may influence the size of the exercise to be implemented. Even with limited resources available, an exercise with a broad geographic scope may be run, for example by reducing the complexity associated with its mechanics or the number of its participants.

Exercises with a broader geographic scope may prove more challenging to implement. However, this often allows the benefits the exercise to be spread across a larger number of organisations/individuals.
The geographic scope of an exercise may be determined by the content of its high-level scenario. Consider that certain events may have cascading effects onto assets in regions and countries other than those considered initially, or may be geographically dispersed by nature.

Lastly, before entering the exercise-development phase, participants should be identified. Which participating organisations to involve in an exercise is largely a function of the measures and techniques that the exercises are designed to assess, as well as the type of exercise that will be implemented.

The exercise should involve representative(s) at the appropriate decision-making level from key stakeholder organisations involved in the measures or techniques to be assessed.

Once the exercise scenario, type, size, geographic scope and participants have been identified, detailed planning and development of the exercise should start. The duration of the planning and development phase depends on a number of factors. Operational exercises require planning cycles of at least one calendar year, whereas smaller-scale, discussion-based exercises are likely to require several months of planning.

During the first planning round for a particular exercise type, ensure that extra time is available to the planning team to work out all details, secure participants’ commitment and build consensus around the exercise concept.

When developing the exercise scenario, the planning team should start by building on the high-level concept selected at the start of this process. The development team should discuss different iterations of the exercise scenario both internally and with representatives of key stakeholders. The objective should be to ensure that the scenario is as realistic as possible, while being closely aligned with the goals and needs of the organisers. This will reduce the risk of participants challenging the scenario or struggling to absorb it during the exercise. Scenario examples and planning templates are provided in the resources listed at the end of this section.

During the course of the exercise, the scenario will need to be managed and adapted according to the responses and actions of participants. To this end, pre-planned ‘injects’ of new information should be prepared and subsequently used by the exercise moderator. Injects should resemble real-life incidents and be presented based on real-life communication (e.g. by presenting incomplete, flawed information and/or using a media-like approach). Most injects should be planned in advance of the exercise being undertaken.
Not only should the scenario be perceived as realistic by stakeholders and participants, it should also retain sufficient flexibility to evolve and adapt during the course of the exercise according to the actions and decisions taken by participants.

Not all of the injects that have been prepared will necessarily be used during an exercise. The exercise manager should use these on the basis of information received on how participants are engaging and dealing with the pre-planned scenario, as relayed by the exercise monitors. To facilitate this process, a range of injects allowing for different scenario pathways should be prepared.

Once the planning and development of the exercise are complete, the exercise itself should be conducted. The recruitment of participants is the next key phase, and some hurdles in obtaining the desired participants might include the participants’ lack of available resources, difficulty in recognising the potential benefits of participation, or concerns about confidentiality. In order to mitigate these challenges, it may be beneficial to invest in raising awareness about the envisaged benefits of the exercise and to ensure that participants are included from the onset of the planning process. Creating incentives (e.g. financial support) and generating trust by ensuring transparency about how information will be utilised may also be helpful. Furthermore, maintaining an inclusive, multi-stakeholder approach can help develop a shared sense of ownership among participating stakeholders. Part of this is the establishment of a media policy by the exercise organisers in order to avoid misconceptions about the exercise.

Cyber Storm exercises

Cyber Storm is a series of bi-annual, full-scale exercises organised by the United States Department of Homeland Security (DHS). The Cyber Storm series is designed to strengthen cybersecurity preparedness and response capabilities across different levels, enabling participants to exercise policies, processes and procedures for identifying and responding to a multi-sector cyber-attack targeting critical infrastructure.

The 2016 iteration of Cyber Storm (Cyber Storm V) required 18 months of planning and delivery work. Activities were divided into five phases, namely: Scoping, Design and Development, Preparation, Conduct, and Evaluation Phases. Throughout the exercise lifecycle, planners engaged with a range of communities and stakeholders. This led to the exercise having over 1,200 participants, representing a broad spectrum of public and private sector organisations from both within and outside the United States.

The cyber-specific scenario of Cyber Storm V leveraged existing weaknesses in Internet protocols and services to disrupt routing methodologies, the Domain Name System (DNS) and public key infrastructure. Addressing the problems created by the scenario required a coordinated government and private sector response.
According to the organiser, Cyber Storm V was successful in providing participants with an opportunity to examine the evolution of cyber response capabilities and identify current gaps and challenges in responding to a coordinated cyber-enabled attack with global impacts.

- Prepare tailored, sector-specific exercise evaluation and lessons learned reports based on SMART evaluation objectives and KPIs for relevant national stakeholders and international partners.

Evaluations synthesise observations about areas that merit attention for further improvement. They are designed to disseminate lessons learned from conducting the exercise, which could include areas for improvement in organisational structures and processes, mechanisms and various other areas. Evaluations may aim to identify the major impediments to the success of the continuity plan tested, the necessary skills for successful execution, and weak links and vulnerabilities in coordination, decision making and communications. Evaluations may develop recommendations to improve these and other areas.

An evaluation process should comprise the following phases:

1. **Setting evaluation objectives**: Exercises can be a prime method of reinforcing strategic crisis cooperation and management objectives, as long as the objectives are clear, feasible and attainable. SMART objectives for the exercise should be identified by the task lead and stakeholders involved at the very onset of the planning phase. Objectives to be investigated during an evaluation could include, for example: (i) major obstacles to the success of the continuity plans tested; (ii) skills required for successful implementation; and (iii) interdependencies and weak links in the chains of communications tested. The evaluation process and supporting data to be collected should be designed in advance. These might include monitoring report templates and guidelines for completing them, preparing stakeholder questionnaires, and identifying possible debriefing moments for the exercise team at interim stages of the exercise.

2. **After-action review**: The optimal point for conducting an evaluation is directly after the exercise, as this enables organisers to obtain data from the various participants and role-players while the experience is fresh, and also to ensure that results of the evaluation are communicated before the momentum behind the exercise dissipates.

The evaluation should culminate in the preparation of a number of reports, presenting activities completed, lessons learned and recommendations to a range of stakeholders. Given the sensitivity of issues tested during crisis-management exercises, multiple reports targeting different audience groups are likely to be devised. For example, as part of complex exercises, an individual participating stakeholder may receive a unique, confidential report, presenting detailed observations and recommendations for the individual’s organisation. Usually, an internal consensus report for distribution among all stakeholders involved should be prepared, presenting general findings and recommendations pertaining to the sector or mechanisms that were tested during the exercise. The adoption of a collaborative and inclusive evaluation
D1.4 - Crisis management

process that involves participants in the formulation of conclusions and recommendations should be considered. This could give stakeholders greater ownership of the evaluation process, thereby increasing the likelihood of a high level of commitment in responses to recommendations.

Finally, depending on the size and ambition of the exercise, a report for the general public may be issued, presenting activities undertaken but without discussing any weaknesses, recommendations or findings stemming from the exercise. \(^{141}\)

3. **Measuring success**: In the concluding phase of the evaluation, the exercise team should focus on assessing whether the exercise broadly achieved the objectives it set out to pursue, and whether this was done in an effective manner by the exercise team. It may be helpful to produce separate templates and documents pertaining to the evaluation of the exercise’s management and running to ensure that lessons are collected and acted upon, rather than scattered among those pertaining to the measures being tested. \(^{142}\)

Finally, evaluation activities should be seen as a link within a broader, continuous cycle of exercises. Evaluations provide opportunities for learning and development, and findings and recommendations stemming from the evaluation should be taken into account during the planning and execution phases of future exercises, with a view to embedding lessons learned and good practices identified.

Figure 1.9 provides an overview of how the evaluation process can be included within the broader exercise cycle.

**Figure 1.9: Exercise and evaluation cycles**

![Exercise and evaluation cycles diagram]

SOURCE: RAND Europe elaboration of ENISA (2009)
Additional resources

<table>
<thead>
<tr>
<th>Resource</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>on cyber crises cooperation and management: Common practices of EU-level</td>
<td>crisis management and applicability to cyber crises. Heraklion, Greece:</td>
</tr>
</tbody>
</table>
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Overview

ICTs are increasingly integrated into all parts of military activities and products, from command and control and intelligence-gathering mechanisms, to logistics systems, high-precision weapons, and positioning and information systems. As ICTs become more embedded in military capabilities, they become more attractive as a target for cyber-attacks.

In response, states need to engage in a comprehensive and integrated effort to develop capabilities and resilience in both the cybersecurity and cyber defence areas. This was acknowledged, for example, by NATO’s decision to recognise cyberspace as the fifth military domain along with land, sea, air and space.

The following pages outline a series of capacity-building steps to guide national governments and senior armed forces personnel in the development and implementation of national cyber defence capabilities. These steps are outlined in Box 1.5 below and described in more detail in the pages that follow.

Box 1.5: Steps for increasing cyber defence consideration (D1.5)

- Nominate a central task owner for cyber defence strategy.
- Conduct a risk assessment that includes analysis of the threat landscape and existing vulnerabilities.
- Develop a cyber defence strategy.
- Implement the cyber defence strategy and continuously review and update its implementation approach in light of results achieved and changes in the threat and operational landscapes.
- Establish specialised working groups within the military that are integrated into a more complex cyber defence structure.
- Develop a cyber defence doctrine.
- Evaluate the cyber defence strategy and implement improvements.

Capacity-building steps

- Nominate a central task owner for cyber defence strategy.

The first step in developing effective cyber defence capabilities is the designation of a task owner to lead the development, coordination and implementation of a cyber defence strategy on a national level. Depending on existing organisational structures, this task owner may be within the military or within the national ministry of defence.

During initial stages of development, the task owner should act as the central point of contact and central coordinating body for cybersecurity and cyber defence within the defence sector. It is also likely, even in the absence of an existing centralised coordinating body, that some degree of cyber defence activity will
already exist within different areas of a country’s military and defence provision. It is the role of the task owner to understand and map this existing provision, and to incorporate these elements into the development of a coherent national cyber defence strategy.

**Examples of cyber defence task owners**

In the UK, the development, integration and coordination of cyber defence capabilities is led by Joint Forces Command, which is the organisation within the UK Government’s Ministry of Defence (MOD) that provides coordination and support across all defence domains and military forces.

In the Czech Republic, cyber defence is led by the Communications and Information Systems Agency (CISA), which is the organisation within the Support Division of the Czech Armed Forces that is responsible for military communication and information systems.

In the United States, the Department of Defense (DoD) leads on military cyber defence. There is clear distinction between the roles of the DoD and the DHS: the DoD secures military systems, investigates cybercrimes under military jurisdiction, gathers intelligence on foreign cyber threats and protects the .mil Internet domain; while the DHS protects civilian government networks and infrastructure, including the .gov Internet domain.

- Conduct a risk assessment that includes analysis of the threat landscape and existing vulnerabilities.

During the initial development of a national cyber defence strategy, it is important to conduct a risk assessment that develops an understanding of both the threat landscape and the potential areas of vulnerability within the defence architecture.

The threat landscape within cyber defence is broad, complex and rapidly changing due to the ease of access to complex information and communication systems by a wide range of state and non-state actors, as well as the rapid pace of technological development. The increasing integration of computer systems within military capabilities, together with increasingly open access to the Internet, has resulted in a greater number and variety of adversaries who are able to attack and compromise the capabilities of national militaries. Conducting an analysis of the threat landscape involves mapping both the range of adversaries who may target a national military (including criminal organisations, foreign intelligence services, foreign state militaries, non-state actors, hacktivists and others) and the range of techniques that may be deployed by these adversaries (including malware, botnets, logic bombs and Advanced Persistent Threats (APTs)).

In addition to an initial threat assessment, it is also important to both map and understand the particular vulnerabilities that exist within current and future defence systems. As already noted, the majority of defence capabilities are increasingly reliant on ICT. An initial vulnerability assessment should be conducted to identify the ways in which these systems may be compromised and outline the potential impact of a targeted cyber-attack.
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By combining an understanding of the threat landscape with an analysis of vulnerabilities, it is possible to produce a single risk assessment that identifies and prioritises competing cyber defence demands. This, in turn, can be used as the basis for a more tailored and pragmatic cyber defence strategy that balances practicalities, available resources and risks. Such a strategy would aim to ensure that minimum protection measures are applied where appropriate, and that particular emphasis is placed on those areas of cyber defence that are most threatened, most vulnerable and most important to the effective functioning and deployment of a national military.154

> Develop a cyber defence strategy.

Building on the initial risk assessment, the next step is to develop a cyber defence strategy that seeks to actively mitigate the risks identified. This strategy may be produced as a standalone document, or it may form part of a broader national defence strategy.

The Dutch Ministry of Defence has developed a standalone national Cyber Defence Strategy that is separate from their other national-level defence strategies, such as the Dutch International Security Strategy155 or the Netherlands’ Defence Industry Strategy.156 In contrast, the UK Government incorporates its cyber defence strategy into a broader National Security Strategy and Strategic Defence & Security Review,157 as opposed to publishing a separate cyber defence strategy.158

A useful first step in developing a national cyber defence strategy is to deconstruct the concept of cyber defence into its constituent parts. This breakdown will vary depending on the local context, but many of the high-level categorisations are common across all countries and armed forces.

As an initial point of reference, the cyber defence strategies of other nations may be consulted to provide an overview of the different ways in which a cyber defence strategy can be structured.

One way of breaking down cyber defence is to divide it into three areas:159

- Capability
- Organisation
- Coordination.

**Capability** outlines the desired cyber defence capabilities, and details technical and operational requirements. This may include any number of the following areas:

- **Passive cyber defence**, which considers the measures needed to detect cyber-attacks, protect networks and computer systems from attack, monitor internal data traffic to detect compromised systems, and mitigate the impact of a successful cyber-attack;160
• **Procurement and supply chain reassurance**, which focuses specifically on ensuring that the supply chain of computer equipment and components is secured in such a way that malicious elements are not introduced either to individual computers or to network systems.\(^{161}\)

---

**UK Defence Cyber Protection Partnership**

The UK Defence Cyber Protection Partnership (DCPP) is a government-led initiative that aims to improve the security of technical supply chains without compromising investment in cybersecurity from the private sector. As part of the DCPP, a set of security standards have been developed that are applied when contracting with the MOD, and an online tool has been published that enables users to complete a cyber equipment risk assessment and supplier assurance questionnaire.\(^{162}\)

---

• **Incident response**, which primarily focuses on CERTs and their ability to respond to a cyber-attack, but includes all elements involved in preventing and responding to cyber-attacks;

• **Active cyber defence**, which is the proactive deployment of operational cyber assets to actively prevent an attack and ensure the full functioning of defence equipment;\(^{163}\)

• **Offensive cyber operations**, which refers to the ability to target, attack, disrupt and disable the information and computing systems of an adversary;\(^{164}\)

• **Cyber intelligence**, which refers to the ability to anticipate threats, collect information on adversaries and conduct cyber counterintelligence analyses that focus on identifying and attributing blame to particular actors following an attack;\(^{165}\)

• **Cyber deterrence**, which seeks to reduce the probability of being attacked by an adversary by clearly communicating their reduced probability of success, and by increasing the potential cost of an attack by guaranteeing appropriate retaliation;\(^{166}\)

• **Domestic cyber emergency response**, which refers to the ability of the military to support civilian cybersecurity when required, in particular during large-scale incidents when the civilian response is overwhelmed.\(^{167}\)

---

Regardless of external protective measures, an advanced cybersecurity strategy assumes that an adversary will have sufficient capacity to compromise any given network. Perimeter defences should not be fully relied on, and appropriate protection of information and information-exchange mechanisms should be implemented internally within a system. This is in addition to, rather than instead of, any existing perimeter protection that has already been applied.\(^{168}\)
There are a number of ways to respond to a cyber-attack, but it is difficult to fully respond without knowing who conducted the attack itself. In one instance, the US was able to use digital forensic techniques to attribute commercial cyber espionage activity to China. This enabled the US government to express their concerns to China regarding the use of cyber intelligence, and the potential impact on areas such as intellectual property (IP) and US economic competitiveness.\textsuperscript{169}

Secondly, organisation refers to the range of measures that can be implemented within existing defence organisations to help deliver the aforementioned cyber defence capabilities. Areas covered by this category include:

- **Professional skills**, which refers to the recruitment, retention and training of sufficiently skilled cybersecurity professionals;\textsuperscript{170}

- **Facilities**, which refers to the physical infrastructure that is needed to establish and run particular cyber defence tasks, including cyber training centres, cyber research laboratories, cyber testing facilities and cyber ranges;\textsuperscript{173}

- **Technical equipment**, which refers to the technical capabilities required to effectively operate in cyberspace, including protecting existing equipment, responding to cyber-attacks, and conducting offensive cyber operations;\textsuperscript{174}

- **Internal structure**, which refers to the subdivision and specialisation of cyber defence teams within different areas of the armed forces, and the effective coordination and central direction provided by the overall task owner.
Finally, coordination refers to the management of public and private sector actors, their involvement in the defence sphere, and the management of the defence sector’s engagement with the civilian domain. Cyber defence and cybersecurity are inherently cross-sectoral and cross-domain. Moreover, militaries, national governments, private sector firms and international actors are all mutually dependent on secure ICT in a number of ways. For example, defence organisations typically rely on public and private sector infrastructure, such as telecommunication systems and the procurement of technical capabilities, in order to effectively conduct their operations. In return, defence organisations can provide both public and private sector actors with valuable services, such as cyber intelligence on foreign actors, and support to civilian emergencies when civilian capacity and capabilities are saturated. The defence, public and private sectors can also benefit from mutual opportunities for learning and development across sectors, and can exploit the pooling of information and resources to strengthen common cyber skills and technical capabilities.

Ensuring effective relationships, partnerships and coordination across the cyber domain is an important aspect of any cyber defence strategy. There is no single method for building these relationships, but the following general approaches may be used to help facilitate effective coordination:

- Encourage public-private partnerships and less formal collaboration on issues such as joint research programmes, and education and skills development programmes.
- Provide secure platforms for communication between different stakeholders.
- Establish clear separation of roles and responsibilities across sectors and domains, particularly in possible areas of overlap such as civil cyber intelligence and civil cyber incident response.
- Develop a central cyber defence hub, such as a national cyber defence research centre.
- Provide supporting legislation that ensures confidence and security when sharing information and intelligence.
- Engage and cooperate with international allies and partners as appropriate given the national context.

**NATO Industry Cyber Partnership**

The NATO Industry Cyber Partnership aims to build collaboration within cyber defence between NATO, its member states and industry. The partnership has a number of goals, including: improving the sharing of information and expertise in the cyber domain; facilitating communication networks between industry, enterprise and NATO member states; improving NATO’s cyber defence supply chains; and facilitating an increased level of industry involvement in multinational Smart Defence projects.
Dimension 1: Cyber defence policy and strategy

- Implement the cyber defence strategy, and continuously review and update its implementation approach in light of results achieved and changes in the threat and operational landscapes.

A cyber defence strategy serves as a framework for implementation of cyber defence activities and will often include long-term objectives, with task owners assigned across different focus areas.

The Dutch National Cyber Security Strategy 2, which considers both cyber defence and cybersecurity more broadly, includes an extended table in Annex 1 that outlines individual tasks, assigns government department responsibilities for implementation, and indicates a required task completion date.183

In the cyber domain, however, it is not sufficient to simply develop and review a strategy according to typical strategy-development timelines, which are often in the order of magnitude of approximately five years. Cybersecurity and cyber defence are dynamic environments, and it is important that any implementation is sufficiently agile to keep up with and respond to changes in the cyber domain. This includes the ability to identify emerging threats, develop new capabilities and adapt funding levels, organisational structures and operational processes according to changes in the cyber ecosystem.184 Even in advanced military structures, it is acknowledged that developing agile cyber defence processes is difficult within a traditional military context, but there are a number of mechanisms that can be implemented to help facilitate and develop more dynamic processes, including:

- Introducing **frequent review cycles** that evaluate current cyber defence provisions and trends, and provide short-term recommendations in between strategic review cycles.

In the US DoD Cyber Strategy, the DoD commits to a comprehensive annual review of its ability to defend against significant cyber-attacks.185

- **Supporting research and development** in the cyber defence domain through, for example, publicly funded research institutions, public-private partnerships and collaboration with academia;
The R-Cloud framework

The R-Cloud framework is a mechanism that provides access to funding for private sector firms ranging from sole traders to SMEs, academic institutions and large defence organisations.186 It operates in a number of different domains, including cybersecurity and C4ISR (Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance).187 The framework is administered by the Defence Science and Technology Laboratory (Dstl), which is an executive agency of the UK Government, and fully funded by the UK MOD.188

- Developing effective information-sharing mechanisms and tools across the defence, public, private and academic sectors to facilitate sharing of information on areas such as threat intelligence and vulnerability assessments.189

Effective information sharing can be difficult to achieve due to commercial and national security sensitivities. Information-sharing mechanisms should be supported by legislation that provides sufficient protection to all relevant stakeholders, which in turn helps build trust and facilitates increased levels of information sharing.190

Establish specialised working groups within the military that are integrated into a more complex cyber defence structure.

As cyber defence becomes a more established function within military and defence organisations, it is likely that more complex organisational structures will be required to enable closer integration and greater degrees of specialisation. It is important to maintain an overarching task owner, but as the scale of cyber defence capabilities and operations grows, it may become more effective to introduce additional organisational structures or subsidiary teams that deliver more specialised cyber defence capabilities. The central task owner would focus exclusively on coordination, management and strategic development, whereas the subsidiary teams would focus more on operational capacity or specialised supporting roles.
Dutch cyber defence organisational structure

Since the first Dutch national cybersecurity strategy was published in 2011, the country’s national cyber defence organisational structure has increased in complexity in line with growing cyber defence demands and capabilities. In January 2012, an initial military Task Force Cyber was established to develop cyber defence capacity within the military, including operational capabilities. In September 2014, this Task Force Cyber was replaced by a joint Defence Cyber Command, which was set up as the overarching lead for cyber defence in the Dutch Armed Forces, and covers all four services – army, navy, air force and military police. In parallel, the Joint Information Management Command (JIMC) has been operational since 2013, and is responsible for ensuring the resilience of the networks and systems of the defence organisation. Now structured under the JIMC, the Defence Computer Emergency Response Team (DefCERT) became fully operational with an expanded capacity in 2012, and is responsible for the security of the main defence networks. The role of the Netherlands Defence Intelligence and Security Service (DISS) has also been expanded, and together with its original role of providing intelligence and security information to the Ministry of Defence and the Netherlands Armed Forces, DISS is tasked with gathering information and conducting analysis on computer network defence and exploitation, and developing computer network attack capabilities. The Joint Sigint Cyber Unit was established in June 2014 as a support unit under both DISS and the General Intelligence and Security Service, and aims to improve cyber intelligence by pooling cyber expertise and driving technical innovation. Finally, offensive cyber capabilities continue to be administered under the overall responsibility of the Chief of Defence.

Cyber defence is increasingly recognised as a military domain on a national and international level, as evidenced by NATO’s recognition in 2016 of cyberspace as a domain of operations equivalent to land, sea, air and space. In the traditional military domains, military doctrine has been developed and refined over many years to provide the basic principles upon which tactics are developed and implemented. In cybersecurity, however, these fundamental principles are less developed, which may be due in part to the relative novelty, complexity and speed of change of cyberspace and its application within the defence sphere.

Once developed, a cyber defence doctrine can be used to provide a consistent set of principles and rules on which to develop tactics, techniques, procedures and training. However, this doctrine should be developed with cognisance of the local context of a given state, since the conceptualisation of warfare differs according to national capabilities and the manner in which those capabilities are deployed.
A basic framework for a cyber defence doctrine has been developed in the academic literature, and identifies five questions, presented in Figure 1.9 below, that should be considered when developing a cyber defence doctrine.

**Figure 1.10: Basic framework for a cyber doctrine**

![Diagram of the basic framework for a cyber doctrine]

SOURCE: Ormrod & Turnbull (2016)

The final stage in developing an effective cyber defence capacity is the evaluation and subsequent redevelopment or refinement of the cyber defence strategy. This should build on the general framework for performance audits, which typically consider the initial objectives of a strategy, and compares these to the activities, outputs, outcomes and wider results that have been achieved during the implementation process. In the case of cyber defence strategies, this may include the use of metrics to assess capacity development, proficiency and ability to respond to contingencies, although there are few available studies that provide detailed guidance on specific metrics or other measures of performance.
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**EU military cyber defence stocktaking framework**

Although not strictly a strategy evaluation, a RAND Europe stocktaking study of EU military cyber defence capabilities provides a useful framework on which to base a cyber defence evaluation. The study separates cyber defence capabilities according to seven lines of development: Doctrine, Organisation, Training, Personnel, Leadership, Facilities and Interoperability. It defines five levels of proficiency: Non-existent, Initial, Defined, Balanced and Optimised. A series of indicators, weightings and assumptions are then defined, and may be used as the basis for establishing tailored metrics for an individual evaluation of a cyber defence strategy.199

---

**Additional resources**


D1.6 – Communications redundancy

Overview

This factor looks at governments’ capacity to identify, map and leverage digital and communications redundancy among national stakeholders. In this context, digital and communications redundancy is defined as the national capacity to identify, maintain and develop digital and non-digital backup communication networks for emergency responders. Emergency responders are the individuals and organisations that prepare for and respond to emergency situations. This typically includes:

- **Day-to-day operations**, such as individual accidents, medical emergencies and low-level criminal activity;
- Supporting large **planned events**, such as sporting fixtures, music concerts, festivals and protests;
- Responding to significant **unplanned events**, such as natural disasters, major incidents and terrorist attacks.

While emergency response and crisis management remains a fundamental role of central government, the number of relevant stakeholders outside of central government has increased in recent years due to a trend towards the decentralisation and privatisation of some traditional government services. Public sector emergency services are often organised on both a local and national level, and typically include disaster risk-management agencies, armed forces, and police, health and fire services. In many countries, emergency response has become increasingly decentralised, with crisis management exercised at a sub-national level, and central government providing coordination and support when necessary. Privatisation of critical infrastructure (such as information and communications networks) and emergency response capabilities (such as health care systems) has also increased, as has citizen engagement and self-organisation through NGOs and civil society organisations (CSOs).

Communication during crisis management is a complex web of bidirectional information flows between the various different stakeholders involved in emergency response. For example, responders on the ground should be able to communicate to coordinate their operational activities. They also need to feed back information into a centralised management structure which may conduct the following: operational decision making, strategic planning, intelligence gathering and analysis, logging and reporting, collation of external advice, and communication with external private and community stakeholders.

Communication within and between each of these functions is vital when providing an effective response to an emergency. If an incident occurs that causes a failure in a digital communications network, it is important that communication channels between emergency responders remain available in order to maintain cooperation, interoperability and functionality. An interruption or failure of the emergency response communication systems can have a significant adverse impact on the emergency response. This can result, for example, from reduced coordination and situational awareness among responders; reduced ability of analysts and decision makers to receive, analyse, discuss and disseminate information; and reduced communication with private organisations, NGOs, CSOs and the wider population to...
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coordinate response and provide reassurance. This can lead to a slower response time and a less effective response, which may ultimately result in an increased loss of human life, increased number of injuries, greater property or material damage, lower public perception of and confidence in the response, and greater uncertainty among the general public.

Figure 1.11: Basic crisis communication channels

There are a number of factors that may cause an interruption or failure of emergency response communication systems, including physical damage to information and communications infrastructure, cyber-attacks, or capacity failures due to a surge in network traffic following an event. These failures are mainly limited to significant unplanned incidents, such as natural disasters or terrorist attacks, as opposed to day-to-day operations or planned events. That said, unexpected interruptions due to technical error, human error or cyber-attack may also occur.

It is therefore important to establish crisis communication backup systems that maintain communication networks during crisis periods. This can be achieved using a number of different measures, including the prioritisation of emergency responders on commercial networks, and the setup of auxiliary communications systems using radio or satellite communication technology, supported by independent power supplies. It is most important to establish effective voice communication (often referred to as ‘Mission Critical Voice’), although data communication (‘Mission Critical Data’) and geographic information systems (GIS) are increasingly important in emergency response.

Box 1.6 provides an overview of capacity-building steps for increasing national capacity in this area, which are discussed in more detail below.
Box 1.6: Steps for improving communications redundancy (D1.6)

- Identify and map emergency response assets, possibly including details of their location and their designated operators.
- Allocate appropriate resources to hardware integration, technology stress testing, personnel training and crisis-simulation drills.
- Distribute communication across emergency response functions, geographic areas of responsibility, public and private responders, and command authorities.

Capacity-building steps

The following section identifies a number of steps that may be taken to improve the provision of emergency response backup communications systems. However, there are few publicly available resources in this area.

- Identify and map emergency response assets, possibly including details of their location and their designated operators.

The coordination of emergency preparedness communications could benefit from having a centralised focal point. This focal point should be tasked with producing, in preparation for a possible crisis, an inventory of existing emergency response assets in various areas, as well as defining the potential base of end-users for these assets at the nationwide level. As part of national strategies and action plans there may also be benefits to incorporating a requirement that obliges applicants to demonstrate how envisaged emergency communications projects are secure, which includes the provision of information on assets, networks and systems to aid the mapping process. The standardised identification and mapping of emergency response assets is helpful for the capability assessment of response-level communications of participating areas on emergency response capabilities and needs, and allows public safety agencies to gain strategic oversight of available emergency communications resources. It can also highlight the concentration of assets in particular areas, particularly in urban settings, underscoring any system vulnerabilities that may become targets for catastrophic events, as well as redundant communications among stakeholders, thereby enhancing the efficiency of resources.

- Allocate appropriate resources to hardware integration, technology stress testing, personnel training and crisis-simulation drills.

It is important to continuously modernise and leverage technologies and hardware integration, as well as to have the ability to rapidly deploy emergency response equipment, services and logistics support. This allows for the maximisation of the speed and efficiency of communications, early warning and alert systems. Technology also needs to be subjected to comprehensive and coordinated testing in order to be
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able to quickly determine its benefits, expedite its availability and adoption, and ultimately ensure that it is fit for purpose.\textsuperscript{223} The necessary resources for the development of training and exercise programmes should also be allocated to enhance capabilities by increasing responder proficiency, and by simulating an environment that allows for the identification of opportunities for improved stakeholder engagement with private and public sector stakeholders.\textsuperscript{224} Exercises are particularly advantageous as tools for learning and gaining experience in contexts where no cyber crisis has occurred.\textsuperscript{225} However, it is equally crucial that exercises are conducted at the appropriate level, and although many cyber incidents are handled internally, small-scale exercises may not always adequately prepare nations when highly dynamic crisis situations occur.\textsuperscript{226} At the same time, large-scale exercises are resource-intensive and cannot be tailored for different needs.\textsuperscript{227} Resources also need to be available for awareness-raising measures and the promotion of joint training among actors at local, federal and national levels through conferences, workshops and other forums.\textsuperscript{228} Financial, personnel and knowledge resources on best practices and lessons learned can also be used to improve and share capabilities for emergency communication.\textsuperscript{229}

- Distribute communication across emergency response functions, geographic areas of responsibility, public and private responders, and command authorities.

The allocation of communications responsibilities and planning roles is essential in order to ensure interoperable and regular communications between stakeholders.\textsuperscript{230} Continuity of communications is particularly critical due to the time-sensitivity of large-scale disasters. Diffuse communication across emergency response functions at the local, federal, national and potentially international levels allows for: (i) improved responder-to-responder coordination; (ii) easier communication of equipment and personnel needs from responders; and (iii) the expedited delivery of resources.\textsuperscript{231} Simultaneously, this allows agencies on multiple levels to promote unified effort.\textsuperscript{232} Public-private partnerships between developers, users and service providers can also generate tailored products with unique applications as required to address capability needs.\textsuperscript{233} Finally, the US DHS recommends implementing a backup communications solution to ensure redundancy in the system.\textsuperscript{234}

Additional resources

| ENISA. 2014. Report on Cyber Crisis Cooperation and Management. 6 November. |
Dimension 2
Society and culture
Dimension 2 – Cyber culture and society

Dimension 2 of the GCSCC CMM looks at the wider cultural and societal dimensions of cybersecurity, and the role these play in increasing the security and resilience of cyberspace. The existence of a national cybersecurity culture across stakeholders at the individual, public, private and societal levels is predicated on a common understanding and acceptance of values, attitudes and practices that contribute towards the maturity and resilience of the cyber ecosystem.

This dimension of the GCSCC CMM comprises five factors. The following sections discuss capacity-building steps that national decision makers can implement to build capacity across these issue areas, which are:

1. **D2.1 – Cybersecurity mindset**
   This factor focuses on the values, attitudes and practices of national cybersecurity stakeholders, including government, the private sector, individual users and other actors present in the cyber ecosystem.

2. **D2.2 – Trust and confidence on the Internet**
   This factor focuses on the trust and confidence that the general population has in the use of the Internet in a secure and private manner, including using government e-services and e-commerce platforms.

3. **D2.3 – User understanding of personal information protection online**
   This factor focuses on whether users and stakeholders within the general public, as well as the public and private sectors, recognise and understand the importance and implications of protection of personal information online.

4. **D2.4 – Reporting mechanisms**
   This factor focuses on the presence and use of reporting mechanisms and channels for users to report cyber-enabled crimes, including online frauds, cyber-bullying, child abuse, identity theft, privacy and security breaches, and other incidents.

5. **D2.5 – Media and social media**
   This factor focuses on the role of media and social media, looking at their role in conveying information about cybersecurity and the extent to which cybersecurity is a subject of discussion and debate on these media and platforms.
D2.1 – Cybersecurity mindset

Overview
This factor focuses on the values, attitudes and practices of national cybersecurity stakeholders, including government, the private sector, individual users and other actors present in the cyber ecosystem. A mature cybersecurity mindset is signalled by the alignment of values, attitudes and behaviour of actors in the national cyber ecosystem with cybersecurity priorities. This means that there is not only buy-in from various levels of government, but beyond this, there is common recognition of the need for proactive measures to uphold cyber resilience. A cybersecurity mindset means that cybersecurity has been integrated into priority setting, the communication of good practices, strategic planning, and operational procedures and practices across all of society’s stakeholders at the individual and organisational levels.

Box 2.1 provides an overview of capacity-building steps for increasing national capacity in this area.

Box 2.1: Steps for improving the cybersecurity mindset (D2.1)

- Nominate a task owner responsible for awareness-raising and information programmes geared towards the development of a cybersecurity mindset.
- Embed cybersecurity considerations into all aspects of public sector decision making and strategic planning.
- Ensure that cybersecurity considerations become ingrained in behavioural practices of public and private sector employees and wider society.
- Periodically assess the degree of correspondence between the cyber conduct of members of the public services and private sector, as well as correspondence with wider society and with good behavioural practices.
- Devise information, training and exercise programmes with clearly defined learning outcomes for different target audiences within the public and private sector and the wider public.
- Evaluate the effectiveness of cybersecurity awareness-raising campaigns and learning interventions. Review learning interventions on the basis of results.

Capacity-building steps

- Nominate a task owner responsible for awareness-raising and information programmes geared towards the development of a cybersecurity mindset.

A task owner with responsibility for coordinating awareness-raising and information programmes should be nominated. As there is no one-size-fits-all method for developing a cybersecurity mindset, this may take the form of a distributed responsibility with a central coordination mechanism, rather than a centralised responsibility. For example, different ministries and governmental bodies and departments may have a leading role in developing a robust cybersecurity mindset within different issue areas and among different target groups. For example, a national CSIRT may be tasked with raising general
cybersecurity awareness, while the Ministry of Education may be tasked with programmes targeting children and students, and the Ministry of Finance may be tasked with programmes concerning online banking and cyber-enabled financial frauds.

Furthermore, since responsibility for ensuring that the Internet is secure is shared among a wide range of stakeholders (governments, businesses, organisations, individuals, etc.), it is important to build partnerships with all entities with capacity to contribute to different activities. For example, private sector companies have an interest in developing a robust cybersecurity mindset among their clients and in building consumer confidence in their online services. These companies often have an open channel of direct communication with consumers and may be in a good position to raise awareness and understanding of cybersecurity issues and good cyber hygiene through education and communications campaigns. For example, a campaign seeking to educate people about the safe use of online banking services could involve financial firms providing online services to their clients. While ideally the private sector at large should be involved in such activities, in practice context-specific considerations stemming from national priorities and objectives should inform a prioritisation of which sectors (e.g. technology, financial and telecommunications) should be engaged first.

Not-for-profit organisations (e.g. those active in the fields of social entrepreneurship, communications, and skills and resilience development) and schools should also be involved in campaigns targeting children, young people and the communities they work with. Not only can they facilitate the delivery of the message among these audiences, but they can also provide insightful input during the planning process. The media (newspapers, radio, television, etc.) and social media companies are also key players in this domain.

Building these partnerships at the very early stages of the campaign is critical to fostering discussion about the characteristics and needs of the specific group that the campaign seeks to educate. This will help build a campaign adapted to the target audience.

The task owner will assume the role of campaign leader and assign tasks among partners.

It is useful for the lead stakeholder or organisation to develop a toolkit to be used by all partners once the campaign is launched. The toolkit should summarise the key messages and include all the necessary material resources, such as logos or even sample communications (press releases, social media posts, etc.). The use of a common toolkit ensures that campaign messaging is uniform, targeted and effective. Common toolkits provide the possibility of creating an engaging campaign identity or branding, and delivering a clear message to the audience.
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Global awareness raising campaign: STOP.THINK.CONNECT.

STOP.THINK.CONNECT. is a global campaign seeking to raise awareness and educate all digital citizens on how to stay safe online. The campaign was launched in October 2010 as part of the US National Cyber Security Awareness Month (NCSAM) and has brought together over 700 organisations inside and outside the US, including governments, international and not-for-profit organisations, and private companies. International partners include organisations and private companies from: Armenia, Australia, Bahrain, Bangladesh, Belgium, Brazil, Bulgaria, Canada, Chile, Denmark, Gambia, Germany, Ghana, Hong Kong, India, Ireland, Israel, Italy, Jamaica, Japan, Latvia, Lithuania, Malaysia, Mexico, New Zealand, Nigeria, Norway, Poland, Portugal, Qatar, Senegal, Serbia, Sierra Leone, Singapore, South Africa, Spain, Sri Lanka, Switzerland, Taiwan, Turkey, UAE, UK, Ukraine, Uruguay and Zimbabwe. The OAS, Panama, Paraguay, Uruguay and Dominica have also signed partnership agreements.

The campaign is led by the US National Cyber Security Alliance (NCSA) and the Anti-Phishing Working Group (APWG). The US Department of Homeland Security coordinates US federal engagement in the campaign.

- Embed cybersecurity considerations in all aspects of public sector decision making and strategic planning.

Cybersecurity considerations should be embedded first of all in strategic policy towards prevention and deterrence. This entails putting controls in place to safeguard systems from human error, and deterrence mechanisms against attacks.235 There is also a need for clearly formulated policy on detection, utilising effective diagnostic technology to rapidly identify system attacks.236 Recovery should also be an integral aspect of cybersecurity considerations, with a detailed recovery plan in place aimed at mitigating any damage that has occurred due to an attack, identifying its causes, pinpointing weaknesses in the system and correcting these accordingly.237 Finally, it is crucial to be able to spread lessons learned and educate stakeholders about security threats, as well as enforcing compliance with rules and regulations.238

- Ensure that cybersecurity considerations become ingrained in behavioural practices of public and private sector employees, and those of wider society.

Employees usually constitute the weak link of public and private organisations in relation to cybersecurity.239 For instance, the Financial Industry Regulatory Authority (FINRA) found that in private sector firms, cybersecurity attacks often gained access due to employee errors such as inadvertently downloading malware or falling victim to a phishing attack.240 While IT experts and senior management teams tend to show a cybersecurity mindset, this is not necessarily the case among lower levels of management and other employees.241 In order to create an organisational culture that is conducive to a
cybersecurity mindset, there should be top-down as well as bottom-up buy-in, with leadership visibly engaging with organisations’ cybersecurity risk-management policies.\textsuperscript{242} Government should work with private sector actors and stakeholders to facilitate the uptake of good cybersecurity practice by employees. Further information on awareness-raising campaigns, education programmes and professional training is provided in the Dimension 3 chapter of this document.

To ensure that people engage in secure practices, it is advisable to personalise risks. Employees in private and public organisations are also consumers and citizens who are concerned about their own privacy. For this reason, explaining to them how non-secure practices could affect them as individuals will make the message more effective. For example, showing an employee in the banking sector that his/her financial information is available online will render an abstract message into a palpable threat for the employee, and may have a greater impact as a result.

There needs to be active engagement with cybersecurity by board members or senior management. Such engagement should be secured by promoting a thorough understanding of cybersecurity issues at the executive level. In particular, cybersecurity should not be seen as challenge only for an organisation’s IT team, but rather for the organisation in its entirety,\textsuperscript{243} as well as its customers. It is also advisable to define and assign roles and responsibilities to management personnel. This creates explicit authority, responsibility and accountability for key individuals who can act as driving forces behind the establishment and improvement of cybersecurity strategies and operational procedures, as well as the continuation of organisational learning.\textsuperscript{244} An individual or individuals in a range of roles should be allocated responsibilities for checking the adequacy of information security measures.\textsuperscript{245}

- Periodically assess the level of correspondence between the cyber conduct of members of the public service and private sector, as well as with wider society and good behavioural practices.

A range of codified laws and regulation may already exist, and although these can be useful in improving information security, it is not enough to simply comply with existing laws and regulations. In the context of a quickly evolving cyber threat landscape, there is a need to guard against complacency.\textsuperscript{246} One method of proactively seeking improved resilience is to make cyber risk assessments routine practice within public and private sector organisations.\textsuperscript{247} Key personnel, meaning those with the strategic oversight and authority to review and validate information security, should play a primary role in periodic assessments.

- Devise information, training and exercise programmes with clearly defined learning outcomes for different target audiences within the public and private sector and the wider public.

A core priority of public and private sector personnel training is to put in place provisions that give leadership, employees and users the foundations for baseline cybersecurity awareness. It should also be
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ensured that education on cybersecurity is provided on a recurring, if not continuous basis. Cybersecurity awareness-raising campaigns and training programmes should be continuously available within organisations. Training content might include components such as how to recognise risks, phishing, how to handle sensitive and confidential information, password protection, escalation policies and more. In this way, users become enablers of the reinforcement of information security, rather than a potential source of risk.

 Evaluate the effectiveness of cybersecurity awareness-raising campaigns and learning interventions. Review learning interventions on the basis of results.

It is important to measure the success of awareness-raising campaigns and learning interventions, as this will allow the intervention team to monitor progress towards the established objectives and, in case of deviations, to implement the necessary changes. Lessons learned can also be taken into account in the design of future interventions.

Measuring behavioural changes is a complex but achievable process, provided that the right evaluation framework is in place. An adequate evaluation framework should do the following:

- Set intermediate objectives based on the final goal of the campaign. If the causal link between them is well-evidenced, the intermediate goals should allow the progress of the intervention to be monitored in order to assess whether or not it is on track to achieve the ultimate goal.

- Establish which outputs, outcomes and impacts will be measured. Outputs are tangible products of activities (e.g. the launch of an event or a website, the organisation of workshops, courses, contests, etc.) and outcomes are the results of those activities (e.g. participation in the events held, increased awareness in relation to the topic, etc.). The impact of a campaign concerns the causal link between the intervention and the observed result (i.e. the extent to which the creation of a cybersecurity mindset can be attributed to a specific campaign).

- Prioritise which outputs and outcomes will serve as indicators.

- Select the evidence that will be collected. This should be done according to the size of the campaign as well as the appropriateness and availability of data. Evidence can be qualitative or quantitative. Quantitative data shows the extent to which a change has happened and can be measured with a number (e.g. number of articles written, number of visits to a website, number of attendees at an event, etc.). Qualitative data looks at the change in attitude, opinions or feelings which can be collected through, for example, interviews, focus groups and social network analysis.

- Determine the sources from which data will be collected, such as social media, other websites, interviews, media coverage, participation in events, etc.
When measuring visits to a website, it is important to pay attention not only to the number of visits, but also to the number of **unique visitors**. Likewise, the number of **new visitors** will provide useful information to discern whether or not the campaign is reaching the intended target audience. It should be noted that the number of visits does not necessarily indicate whether the campaign has an impact at the behavioural level.

### Additional resources

D2.2 – Trust and confidence on the Internet

Overview

This factor considers the trust and confidence of the general population in their ability to use the Internet in a secure and private manner. It focuses on trust and confidence in government e-services and private and public sector e-commerce, but it also includes broader use of the Internet outside of these two categories.

E-commerce refers to the use of computer networks, principally the Internet, for the sale or purchase of goods and services. The transactions can be between governments, companies, households, individuals, or any other public or private organisation. Government e-services refer to the online provision of government information, such as national-level strategies and policy documents, as well as the provision of online government services, such as online tax services and electronic communication methods. It is a subset of e-government, which is the broader implementation of ICT systems that aims to improve not only the provision of public services, but also the administration and management of government departments, as well as the ability to carry out information-intensive research and initiatives. E-government can be divided into three sub-categories of engagement: government-to-citizen (G2C), government-to-business (G2B) and government-to-government (G2G). Government e-services typically refer to the first two areas.

Effective e-commerce and government e-services platforms are both desirable in an effective economy. The provision of government services is more effective when using ICT systems, since information systems are more efficient than traditional methods for disseminating, collating and analysing large volumes of information. This can reduce government costs while offering a higher standard of service and greater transparency, accountability and openness. E-commerce also has a number of advantages over more traditional forms of transactions. For example, it can facilitate greater market access and market reach, it can lower operational and transactional costs, and it can improve market efficiency and create new opportunities that previously did not exist.

Trust is essential for the effective functioning of these online services. Both government e-services and private e-commerce rely on consumers and businesses to entrust them with sensitive information, and in return consumers and businesses trust that this information will be used and stored in a secure manner that respects their privacy. In practical terms, trust and confidence translates to an ability to identify authentic e-commerce and government e-services, and use these services without personal or sensitive information being lost or unfairly exploited. The misuse or loss of personal or sensitive information can be damaging for individuals, organisations and governments, both financially and in terms of operational effectiveness, as people and businesses may be less willing to use online services if they do not believe that their information and activity is private and secure. Trust is a prerequisite for the functioning of these services, and building trust and confidence in the use of the Internet is therefore essential for the full benefits of ICT to be realised. Box 2.2 provides an overview of capacity-building steps for increasing national capacity in this area.
Box 2.2: Steps for increasing trust and confidence on the Internet (D2.2)

- Nominate a task owner and governance structure responsible for overseeing the implementation of government e-services.
- Develop a strategic plan for e-government that includes government e-services.
- Launch and continuously develop government e-services; embed the application of security measures in their design and running to increase public trust in these services.
- Publish periodic reports on government e-service activities, including ad hoc disclosure of potential breaches, to increase public trust.
- Gather employee and user feedback on e-services and review management of online content accordingly.
- Stimulate growth of e-commerce through development of infrastructure.
- Regulate the provision of e-commerce services and encourage private sector actors to embed security considerations in the design and running of these services.
- Periodically assess the level of trust and understanding that members of the general public have of online services, including e-government and e-commerce services.
- Devise information programmes and confidence-assurance programmes to promote trust in the use of online service; evaluate the effectiveness of these programmes and review their design and resource allocation accordingly.
- Promote safe Internet use, such as privacy-by-default settings.

Capacity-building steps

- Nominate a task owner and governance structure responsible for overseeing the implementation of government e-services.

An obvious prerequisite for trust and confidence in government e-services is the existence of those services. An e-government strategy document should provide the overall direction for the development of e-government in a country, but first a task owner is required to (i) work out how this strategy can be designed and implemented; and (ii) manage the implementation process. This task owner should be an organisation or body that is responsible for the planning, implementation, operation and evaluation of government ICT services, including e-services, in accordance with the overarching e-government strategy.264 This includes resource allocation, systems development, training, service provision, and the development of rules, policies and regulations that govern the implementation and operation of the e-government systems.265

The designation of a suitable task owner is one way to help ensure that a strategic plan is produced. The task owner is an individual or group that is both responsible and accountable for the development of the strategic plan.
There is no one-size-fits-all approach to who this task owner should be. It may be led by a centralised ICT department, or decentralised across government departments with central oversight provided by a smaller cross-departmental body. Regardless of the implementation model, an element of central planning should be maintained to ensure that resources are used efficiently and that ICT development in each department is supported and integrated.\textsuperscript{266}

ICT department leaders are often excluded from high-level discussions and decision-making processes. This results in failure to utilise their understanding and experience. Governments in developed countries are increasingly including ICT managers in executive-level decision making as ICT changes from a support service to the core of government operations and services.\textsuperscript{267}

- Develop a strategic plan for e-government that includes government e-services.

However, government e-services cannot be provided without the broader implementation and integration of ICT within government administration, management and operations. The provision of government e-services is typically one element of a broader e-government strategy which also includes the development of ICT infrastructure, expertise, internal information governance, policy compliance and security, among other areas.\textsuperscript{268} The development of an e-government strategy that includes government e-services is the first step towards developing those e-services.\textsuperscript{269}

The strategy should outline the future vision for e-government across the whole of government and set out a roadmap for achieving this vision.\textsuperscript{270} It should define the overall direction of e-government, the overall computing needs of each department, and a timeline for the development and integration of potentially fragmented departmental ICT systems into a coherent, secure system.\textsuperscript{271} This vision and roadmap should be sufficiently non-technical to allow managers in each government department to develop a clear, integrated approach to ICT without requiring specialist ICT knowledge.\textsuperscript{272}

- Launch and continuously develop government e-services; embed the application of security measures in their design and running to increase public trust in these services.

The implementation of government e-services can be categorised into four dimensions: governance, infrastructure, policy and outreach. The first of these, governance, aims to ensure sufficient oversight of the implementation and management of government ICT systems. This implementation should include ICT infrastructure, policy and outreach. In order to provide government e-services, there should be ICT systems to support electronic platforms, legal frameworks and regulations that govern the secure use of electronic government, and interaction with end-users to encourage and enable them to use the platforms
and provide feedback for further improvements to the system. The extent of these capabilities, frameworks and interactions will depend on context-specific resources and levels of ambition.\textsuperscript{273}

There are a number of activities that are typically important for the implementation of e-government strategies. A comprehensive list is not provided here, although additional resources providing a more in-depth discussion of these issues are listed at the end of this section. A number of important elements and recommendations are highlighted below:

- Conduct an assessment of the readiness of government for e-government systems.\textsuperscript{274}
- Conduct an assessment of the readiness of the population for e-government systems.\textsuperscript{275}
- Use indicators and indices to help review readiness, set goals and track progress.\textsuperscript{276}
- Use well-established ICT system development practices.\textsuperscript{277}
- Involve and develop technical and managerial ICT expertise to ensure reliable implementation of ICT systems.\textsuperscript{278}
- Develop the technical skills and understanding of managers and employees who are not directly involved in ICT.\textsuperscript{279}
- Engage and coordinate with all stakeholders throughout the process, including end-users and employees.\textsuperscript{280}
- Aim to create a learning organisation where employees are able to share and build on knowledge gained from experience.\textsuperscript{281}
- Include a focus on security throughout the implementation of an e-government strategy.\textsuperscript{282}

Focusing on this last point, the level of security of e-government is an important factor that influences the level of confidence in and uptake of government e-services. As mentioned earlier, there are a number of benefits of using ICT for the provision of government services, but it also introduces additional risks such as increased vulnerability to cyber-attacks, fraud and data leakages.\textsuperscript{283} Cybersecurity policies should be implemented to ensure the security and privacy of personal and sensitive information, including digital identification, digital signatures, e-payment methods and data protection laws.\textsuperscript{284} Mitigation measures should also be put in place to prevent, detect and deter unwanted cyber activity; limit the damage from cyber-attacks; enable recovery from cyber-attacks; and improve the awareness and compliance of all staff vis-à-vis the risk of cyber-attacks and their importance to cybersecurity.\textsuperscript{285} A consideration of cybersecurity measures should be included in all strategic planning documents and implementation of e-government systems.
Digital identification is one of the key enabling technologies for effective and secure public and private sector e-services. Digital identification is the ability to authenticate individuals when using digital services. It is an essential feature for secure online platforms for bank transactions, public voting, accessing social services, paying utility bills and more. Digital identification systems have been implemented worldwide using a number of different systems, often combining biometric and biographical information stored on a central database. There are, however, a number of legal, institutional, technological and ethical concerns that should be addressed before a comprehensive digital identification system is implemented.

- Publish periodic reports on government e-service activities, including *ad hoc* disclosure of potential breaches, to increase public trust.

The uptake of government e-services may vary across different demographic groups according to factors including education, ICT literacy, provision of ICT infrastructure and cultural preferences. Providing periodic reports on government e-services may increase awareness of the types of services available and the ways in which they can be accessed. These publications may also be used to provide assurances on data protection and security against cybersecurity threats, and may be published in both electronic and paper format.

This may be supplemented by information on security breaches, posted on an *ad hoc* basis in response to cyber incidents. Openly publishing information on cybersecurity incidents serves several purposes: it allows individuals who may be affected to take sufficient precautionary action, it assists other organisations who may be exposed to a similar attack to improve their defences, it encourages international cooperation and interoperability on data protection, and it encourages a culture of transparency which, in turn, can engender greater levels of trust. However, there are important disincentives for both public and private organisations that discourage the open publication of cybersecurity breaches. In particular, organisations can face direct financial loss, reputational damage and loss of trust. A broader discussion of good practices and building capacity in disclosure of vulnerabilities and security breaches is presented in the sections on Dimension 4 and Factor 5.7 of this document.

A comprehensive legal framework can facilitate the disclosure of data security breaches and help promote good practices for effective data protection. In particular, introducing a legal requirement for both governments and organisations to publish information on data breaches can act as a strong incentive, particularly if penalties are assigned for non-disclosure. Further information on these issues is presented in the sections on Dimension 4 and Factor 5.7 of this document.
Gather employee and user feedback on e-services and review management of online content accordingly.

It is important to involve employees from all levels of government in the development and implementation of e-government strategy, as an involvement-orientated approach encourages knowledge sharing and continued cross-government engagement. For example, frontline workers often have close engagement with the ‘customer’, and hence have valuable insight into the customer’s requirements and preferences for their own user interface. Employees should be engaged on a regular basis in both evaluating and suggesting improvements to the existing e-service platform and management. This should be part of an iterative process whereby they are regularly consulted within a broader evaluation and improvement process.

Similarly, it is important to regularly engage end-users, namely citizens and businesses, in order to better understand and address their needs and preferences with regard to areas such as functionality, accessibility, security and transparency. The provision of e-services ultimately aims to improve the experience for end-users when interacting with the government. Engaging with the end-user can help identify problems and means of improving this experience, including: (i) the type of information provided; (ii) the quantity of information provided; (iii) the format in which information is provided (e.g. text, images, video, app, website, etc.); (iv) the platforms used to communicate with the government; and (v) the level of integration and consistency across different e-services. Of course, some of this information will already be obvious to the government, but communication with the end-user enables a more informed prioritisation and distribution of resources to areas of high concern for the end-user.

Stimulate growth of e-commerce through development of infrastructure.

There are three pre-requisites for e-commerce: Internet access, electronic payment systems, and delivery systems (both physical and virtual). There are a range of options in each of these areas which, in turn, influence the scope for e-commerce. Internet access, for example, is typically provided by broadband and mobile 3G or 4G technology. Some forms of e-commerce can operate effectively using mobile technology. A number of different payment systems also exist, including account-based payment systems (credit cards, debit cards, ‘e-wallets’ such as PayPal, etc.), electronic currency systems (e.g. digital crypto currencies), or systems that rely on additional offline methods (credit purchase systems, bank payment slips, cash on delivery, etc.). In particular, a reliance on offline payment methods limits the potential growth of e-commerce. Finally, goods and services can be delivered in a number of different ways, including digital delivery (e-books, music, computer software, etc.), physical delivery (postage or courier network), buyer pick-up (typically at a local store) and buyer service use (e.g. airport flights, car rental services, etc.). Slow Internet speeds can restrict the possibility of digital delivery (such as data-intensive TV or film streaming), and poor logistical infrastructure remains a critical problem for e-commerce in many economies worldwide.
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A number of different initiatives can be implemented in each of these areas to stimulate the growth of e-commerce. Examples include improving the speed, distribution and access to the Internet through infrastructure investment; and improving delivery networks through the development of nationalised infrastructure. This can be supplemented by private sector development such as private courier services and close-delivery networks, and the provision of accessible e-payment platforms.

- Regulate the provision of e-commerce services and encourage private sector actors to embed security considerations in the design and operation of these services.

The provision of a legal framework is not considered a pre-requisite for e-commerce, but it is considered essential for its sustainable growth. A sufficient legal framework is required to ensure trust and confidence in secure e-commerce transactions, which in turn encourages commercial and consumer uptake. The literature on ICTs shows that it has a demonstrably positive impact on productivity, as well as being a driving force behind increased international trade. However, growth is conditioned upon, for instance, complementary investment in skills and organisational adjustment. As a result of digital technology, e-commerce services are able to bypass barriers such as geographic distance or political systems. A survey of web-based firms bartering goods and services in the Republic of Korea found that e-commerce cut down transaction costs and expanded markets for online establishments.

The term legal framework is used in a broad sense here to include a range of measures for regulating behaviour, including public law measures, private law agreements, standards, codes of practice and non-binding, self-regulatory measures. In e-commerce, these are typically applied to four main areas: e-transactions, consumer protection, privacy and data protection, and cybercrime.

There is no one-size-fits-all legal framework, and a number of countries have implemented different legal structures. Some countries enact specific e-commerce regulations, whereas others build on and adapt existing commercial regulations so that they are applicable to online transactions. In establishing a legal framework, consideration should be given to existing laws, idiosyncrasies of existing legal structures, existing and applicable international legal frameworks, and cross-border harmonisation with neighbouring countries with existing e-commerce legislation.

E-transaction laws are primarily concerned with equating electronic and paper-based payment methods (functional equivalence), ensuring transactions are not restricted to specific technologies (technology neutrality), and ensuring compatibility across borders. The enforcement of e-transaction laws is often lacking in developing countries due to a lack of experience and understanding of e-transactions among judges and law enforcement practitioners. This can create uncertainty and insecurity that discourages uptake of e-commerce platforms due to a lack of trust in the system. Further information on methods
and approaches for developing the cybersecurity capacity and understanding of law enforcement agencies and prosecution services of a country is presented in the Dimension 4 section of this document. Consumer protection laws are intended to protect the consumer against fraudulent, misleading and unfair online commercial practices, and enable the consumer to take action if they are a victim of this type of activity. Consumer protection laws not only encourage the consumer to use e-commerce services, but also provide clarity to businesses regarding their legal duties and help them build self-regulating regimes.\textsuperscript{304} Data protection laws similarly provide assurance to the consumer and clarity to business, and also encourage and require businesses to adopt international best practices and security measures to mitigate against cybersecurity risks.\textsuperscript{305} Finally, cybercrime is a broad area that includes online fraud; the sale of counterfeit products including used cars, free trials and tickets; and the hacking of bank accounts. Some of this is covered by consumer protection law, but additional criminal law is required to enable law enforcement agencies and judges to effectively pursue and prosecute perpetrators of online criminal activity.\textsuperscript{306} A broader discussion of cybercrime and of instruments and approaches for tackling it can be found in the Dimension 4 section of this document.

Governments often adopt e-commerce legal frameworks too slowly and too late, meaning laws are often obsolete by the time they are introduced. A number of factors can contribute to this, such as insufficient awareness and knowledge among lawmakers and the judiciary, and a lack of capacity of existing institutions to increase their mandate to cover e-commerce activity. Building awareness, knowledge and capacity in relevant government institutions is necessary to ensure timely development and updating of legal frameworks.\textsuperscript{307}

Periodically assess the level of trust and understanding that members of the general public have of online services, including e-government and e-commerce services.

Trust is a guiding principle for enterprises and consumers in terms of overcoming barriers and successfully harnessing the growth potential of e-government and e-commerce. It is paramount that a foundation of trust is built among business, academia, civil society and government stakeholders, which helps to mitigate a range of key privacy and security risks.\textsuperscript{308} A periodic evaluation of the general public’s trust in online services and the Internet more broadly can be used to understand trends at a societal level as regards the use of government e-services. Governmental research departments, as well as academic and research institutions, would be well placed to undertake such investigations through surveys or other forms of stakeholder engagement and consultation.\textsuperscript{309}
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- Devise information programmes and confidence-assurance programmes to promote trust in the use of online services. Evaluate the effectiveness of these programmes and review their design and resource allocation accordingly.

Information and confidence-assurance programmes can be geared towards creating a culture of security-consciousness, with a particular focus on raising awareness among casual users. Similarly, training programmes could also potentially be sponsored by industry actors through public-private partnerships to raise the general public’s trust and confidence in online products and services. Further information on how these programmes and initiatives can be designed and employed is provided in the Dimension 3 section of this document.

Confidence-assurance initiatives might also be employed to assure consumers that standardised protocols are applied to online products. These may take the form of initiatives such as the Cyber Essentials programme discussed below.

**UK Cyber Essentials**

Cyber Essentials is a UK government-backed and industry-supported certification scheme to help private sector and civil society organisations develop adequate protection against the most common cybersecurity threats. Companies and organisations that are successfully certified may advertise this through badges and certificates, which may positively affect users’ trust and confidence in online services provided.

- Promote safe Internet use, such as privacy-by-default settings.

Government stakeholders should aim to enable the general population to better control the online use of their personal information and better identify cyber risks such as insecure or fake e-commerce platforms. This could be done through a combination of education and awareness-raising initiatives on the one hand, and legislative and regulatory efforts on the other. Further details on these two types of initiatives are presented in the Dimension 3 and Dimension 4 sections of this document, respectively.

Furthermore, legislative and regulatory efforts could be made to encourage the development privacy-enhancing methods of accessing online services, such as ways of validating identities in a secure manner, digital credential systems and privacy-by-default settings. Further details on these are provided in section D2.3 on user understanding of personal information protection online.
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Dimension 2: Society and culture

Additional resources

D2.3 – User understanding of personal information protection online

Overview

This factor focuses on whether users and stakeholders within the general public, as well as public and private sectors, recognise and understand the importance and implications of protection of personal information online. The digitisation of the public and private sectors, through developments such as e-government and e-commerce, means that an increasing volume of personal data is collected, used, stored and transferred in electronic form for administrative, operational and analytical purposes. There have been significant increases in the number and variety of actors that use personal data; the ways in which data is collected and volume of personal data stored; the power of processing and analysis techniques; and the frequency and complexity of interactions between citizens, businesses and government that require personal data.316

Significant economic and social benefits can be derived from more extensive, innovative and complex uses of digital personal data.317 However, the transition to and expansion of online personal data systems elevates the risks posed to privacy. There are a number of ways in which the privacy of personal information can be violated, including data being obtained without consent; data being used in ways not anticipated or authorised at time of collection, including the use of data analysis techniques and distribution of personal data; and data being accidentally or unlawfully lost, damaged, destroyed, altered, accessed, copied or distributed, either by the original authorised owner or by unauthorised third-party actors.318

There are a number of basic principles that underpin any national-level approach to online personal information protection, namely:319

- Limitation of collection: Personal data should be collected using lawful and fair means, ideally with the knowledge and consent of the individual.
- Data quality: Personal data should be accurate, up-to-date and complete, with the constraint that it is relevant to the specified purpose.
- Specification of purpose: Data should be collected according to a specified purpose which is communicated no later than the time of collection.
- Limitation of use: Personal data should not be used, disclosed or distributed beyond the initial specified purpose, except with the consent of the individual and within legal constraints.
- Security safeguards: Personal data should be protected using reasonable security measures that reduce the risk of data privacy violations such as unauthorised access, modification, destruction or dissemination.
- Openness: It should be possible to establish the existence, type, purpose and owner of any personal data stored.
- Accountability: The data controller should be accountable for complying with these principles as well as with local and international regulations and standards.
• **Individual participation:** Individuals should be able to obtain, rectify, complete, amend or remove any personal data relating to them, and should be able to challenge the denial of this principle.

In addition, online data privacy is inherently international in nature, as personal data is collected, used, stored and transferred around the world through global networks. There is a continued need to improve cooperation and interoperability between governments on data privacy strategy and policy, legal frameworks, law enforcement and other areas. This international aspect has been recognised since at least the publication of the 1980 OECD Guidelines Governing the Protection of Privacy and Transborder Flows of Personal Data. A number of initiatives have been set up in recent years to address this aspect, including the European Union’s Binding Corporate Rules, the Asia Pacific Economic Cooperation’s Cross-Border Privacy Rules System, and the OECD’s 2007 Recommendation on Cross-Border Co-operation in the Enforcement of Laws Protecting Privacy.

It is important that individual users are able to accurately assess risk to personal privacy and make informed decisions when providing personal information to the public or private sectors. However, it is becoming increasingly difficult for individual users to understand and make decisions regarding the privacy of their personal data. The collection, storage, communication and analysis of personal data is increasingly complex, and individuals are often presented with too little or too much information, both of which make it difficult to assess risk and provide informed consent. The growing level of interaction and transfer of personal information means that it is increasingly hard to allocate responsibility and attribute blame for privacy breaches, and it is also increasingly difficult for organisations to keep track of personal data, given the volume and extent of dissemination across the Internet.

Box 2.3 provides an overview of capacity-building steps for increasing national capacity in this area.

**Box 2.3: Steps for improving user understanding of personal information protection online (D2.3)**

- Periodically assess the level of understanding that users in the public and private sectors, and in society at large, have of the mechanisms for and implications of online handling of personal information.
- Devise information, training and exercise programmes with clearly defined learning outcomes for different target audiences within the public and private sectors and the wider public.
- Stimulate public debate on the issues of personal information protection and the balance between privacy and security.
- Promote the use of privacy-by-default settings and establish mechanisms to ensure that privacy and security are not competing.
- Periodically review protection of personal information in e-services and feed results of reviews into policy revision work.
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Capacity-building steps

- Periodically assess the level of understanding that users in the public and private sectors, and in society at large, have of the mechanisms for and implications of online handling of personal information.

It is important to assess and regularly reassess Internet users’ baseline understanding of personal information privacy. This allows a government to assess the required scale of awareness-raising and educational initiatives, identify important target groups, and track the effectiveness and impact of any initiatives implemented.

To help organise and structure this assessment, information privacy awareness can be broken down into a number of subcategories. For example, distinctions can be drawn between technology information privacy awareness, regulatory information privacy awareness, and common practices in information privacy awareness.327

- Devise information, training and exercise programmes with clearly defined learning outcomes for different target audiences within the public and private sector and the wider public.

A wide range of stakeholders should be involved in the development of information, training and exercise programmes, including educators, government officials, representatives from privacy enforcement authorities, members of self-regulatory bodies and representatives from civil society organisations. Programmes should particularly target vulnerable categories of Internet user, such as children and young people. Programmes should aim to build both awareness and technical skills required to protect the privacy of personal information online. This should include an awareness of risks associated with online personal information, and the potential means by which individuals can make informed decisions.328

There is no single format for the presentation of these programmes, but both privacy professionals and professional educators should be involved in their development in order to achieve a balance between accessibility and complexity of information.329 Further information on awareness-raising initiatives and on education and training programmes for cybersecurity is presented under Dimension 3 of this document.
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National Cyber Security Alliance

The National Cyber Security Alliance is a public-private partnership that brings together stakeholders from across the public and private sectors, including representatives from the US DHS and private sector software, hardware, social media and cybersecurity companies. The aim of the Alliance is to provide information and education to the wider public on the safe use of the Internet, including personal information privacy.

The Alliance has developed a number of information and education initiatives to improve awareness and understanding of personal information protection online. In particular, it developed StaySafeOnline.org, an online portal that provides information to Internet users and that includes material for teachers and businesses. The Alliance also led and contributed to a number of awareness-raising campaigns, including Data Privacy Day, National Cyber Security Awareness Month, and STOP. THINK. CONNECT.330

Stimulate public debate on the issues of personal information protection and the balance between privacy and security.

Information, training and exercise programmes such as those discussed in the previous section may help stimulate public debate on personal information protection. Regularly updating and renewing these initiatives can help keep their content relevant, and keep data privacy issues at the forefront of public discourse.

International Data Privacy Days

Data Privacy Day/Data Protection Day is celebrated in North America and a number of European countries to increase awareness and generate discussion of the privacy of private information. A similar Privacy Awareness Week has been celebrated in the Asia-Pacific Region since 2006. There is interest in establishing a single date for a worldwide awareness day for privacy protection.331

US National Cyber Security Awareness Month (NCSAM)

Every October the US DHS runs an awareness-raising campaign on the importance of cybersecurity. NCSAM is designed to engage and educate public and private sector partners of the DHS through events and initiatives on the importance of cybersecurity, provide them with tools and resources needed to stay safe online, and increase the resilience of the US in the event of a cyber incident.332

European Cyber Security Month (ECSM)

ECSM is the EU’s annual awareness campaign that takes place during the month of October across EU Member States. The aim of the ECSM is to raise awareness of cybersecurity threats, promote cybersecurity among citizens and organisations, and provide them with resources to protect themselves online, through education and sharing of good practices.333
One area that is particularly relevant to public debate is the balance between privacy and security. Privacy protection, as described throughout this chapter, is an important consideration for all public and private sector actors who use personal information in electronic formats. However, privacy is not the only important consideration. Security, and more specifically national-level security provided by intelligence agencies and law enforcement organisations, often relies on surveillance, intelligence gathering, information sharing and analysis of personal information in order to effectively identify, prevent and respond to threats to national security. This information is often gathered and used without the knowledge or consent of the individual, and consequently conflicts with many of the personal information privacy principles outlined earlier in this chapter. This information is increasingly available in digital form due to the digitisation of the public and private sectors, the transition into cloud computing systems and the development of advanced data-analysis techniques, particularly those associated with big data.\(^{334}\)

However, the relationship between privacy and security is more complex than a simple trade-off. Law enforcement and intelligence agencies aim to reduce the threat to society, which includes threats to cybersecurity and online privacy through personal information being illegally accessed, edited, damaged, destroyed, obtained or used by malicious actors. Effective security can increase the protection and privacy of personal information, which in turn can enhance trust and confidence in online systems.\(^{335}\)

The debate on security and privacy can be difficult because important information is often unavailable or unclear. Intelligence agencies are often reluctant to disclose the type and extent of digital surveillance activities, and it is difficult to link this activity directly to a reduction in threat and increase in security. Nonetheless, continued debate in this area is important to try and establish the scope and boundaries of surveillance and the right to personal data protection and privacy.\(^{336}\) This debate should be allowed to occur freely across different platforms, and can be facilitated and stimulated by governmental transparency and government-led research initiatives.

Privacy-by-default refers to the initial privacy settings on newly acquired software or hardware being set by default to their strictest level. For privacy settings below this level of strictness to be in operation, settings would need to be changed by hand.\(^{337}\) Privacy-by-default settings are important because they ensure that the principles of data protection highlighted earlier in this chapter are observed by manufacturers and providers of goods and services. They prevent the collection, use or sharing of personal information without explicit consent from the customer, which provides protection in particular to individuals who are less aware of data protection and less likely to consciously configure privacy settings.\(^{338}\)

Governments can encourage privacy-by-default settings in goods and services provided by private sector firms. They can choose to impose privacy regulations that require private firms to supply goods and services with privacy-by-default settings. A financial cost for non-compliance can be introduced to further incentivise compliance.
In line with trends observed in previous years, May 2018 will see EU regulations on data privacy protection become increasingly strict as the General Data Protection Regulation (GDPR) 2016/679 will enter its implementation phase. Paragraph 79 of the GDPR states that organisations ‘should adopt internal policies and implement measures which meet in particular the principles of data protection by design and data protection by default’, and that these areas ‘should also be taken into consideration in the context of public tenders’. This is then substantiated further in Article 25, which focuses exclusively on protection by design and protection by default.

Private sector companies may object to additional regulation, particularly if the regulations themselves are overly complicated and place an additional burden on businesses. To reduce any impact, government regulation on data protection should be technologically neutral, flexible enough to allow business innovation, clear and unambiguous regarding the minimum acceptable requirements, and ideally harmonised with other regulations on an international level.

Some of the most innovative information-management mechanisms that have evolved in recent years stem from more practical concerns regarding the implementation of data privacy protections. Privacy-by-design can be understood as a concept under which, from the onset, the primary design objective of the product, IT system or business practice rests on the assumption of privacy as a default setting. Manufacturers, operators and users stand to benefit from making use of privacy-friendly design choices as part of a privacy-by-design approach. This encourages confidence building and protects users’ interests and control over personal data. For companies and organisations involved, however, this approach requires the involvement of so-called Data Protection Officers across the design, implementation, promotion and adoption of regulatory tools such as codes of conduct. Data Protection Officers’ roles and responsibilities may vary according to the regulatory context. For example, in the context of the EU GDPR, Data Protection Officers’ responsibilities will include:

- Educating the company and employees on data-processing compliance requirements;
- Training staff involved in data processing;
- Conducting internal audits to ensure compliance and address any issues proactively;
- Serving as the point of contact between the organisation and GDPR Supervisory Authorities;
- Maintaining comprehensive records of all data-processing activities conducted by the organisation;
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- Interfacing with data subjects to inform them about how their data is being used, their right to have their personal data erased, and what measures the company has put in place to protect their personal information.

➢ Periodically review protection of personal information in e-services and feed results of reviews into policy revision work.

It is not just the private sector which should respect personal online privacy. It is important that the government provides sufficient protection for individual personal information that it collects, stores and uses as part of e-government and the provision of government e-services. As stated earlier, the assurance of privacy and security of personal information is essential in ensuring citizen trust and confidence in ICT-based government systems. A regular review of the use and vulnerability of personal information can be used to update government policy, and consequently target resources to where they are needed most. Responsibility for this task could fall within the remit of the task owner for e-government activities. If the results of these reviews are communicated clearly to the public, this can also foster a culture of transparency. The review should aim to cover all areas of personal privacy protection, including legal, technical, operational, organisational and strategic. As always, it should include contributions from all relevant stakeholders. The review process may be part of a larger e-government strategy that includes periodic evaluation and revision, but it may also be completed as a standalone (but regular) task if regular reviews of e-government strategy do not exist.

Additional resources


D2.4 – Reporting mechanisms

Overview

This factor focuses on the presence and use of reporting mechanisms and channels for users to report cyber-enabled crimes, including online fraud, cyber-bullying, child abuse, identity theft, privacy and security breaches, and other incidents. Reporting mechanisms allow individual citizens and businesses to report cybercrime and cyber-attacks directly to relevant public authorities. They exist in a number of formats, including online web forms, dedicated email addresses, telephone hotlines, post, email client plugins, browser plugins, and direct upload to databases (typically businesses only). These reports are typically centralised and processed before being communicated to the relevant authorities (e.g. national CSIRT, law enforcement).

There are a number of operational and strategic benefits stemming from implementing effective cybersecurity reporting mechanisms. First and foremost, on an operational level, reporting mechanisms provide a centralised tool that facilitates the communication of illicit cyber activity to appropriate public authorities on a national level. This communication may not occur or may occur less frequently if an appropriate reporting mechanism is absent. In the short term, this communication helps public authorities to respond to incidents as required. In the long term, the information gathered allows government to analyse any trends in cyber incidents, and develop future capacity in order to better prevent and respond to these in the future. On a strategic level, a centralised reporting tool can help public authorities, including law enforcement and the judiciary system, to coordinate cybersecurity activity across government. For example, a centralised reporting mechanism can be used to distribute and collate information and analysis across government to avoid multiple agencies conducting the same analysis for the same report or dataset.

A reporting mechanism can also help facilitate closer collaboration between the public and private sectors, and help influence business practices so that employees and managers are more aware of cybersecurity issues. They can also help raise awareness of online laws and regulations, and provide a basis for educational tools in industry and the wider public.

Box 2.4 provides an overview of capacity-building steps for increasing national capacity in the area of reporting mechanisms.

Box 2.4: Steps for improving reporting mechanisms (D2.4)

- Review national legislation to ensure that emerging illicit online activities are covered by existing criminal legislation.
- Establish reporting channels for illicit online activities and launch coordinated campaigns to raise knowledge and awareness among the general public about these mechanisms and related issues.
- Periodically evaluate the effectiveness of reporting mechanisms and review their functioning, resource allocation and promotion campaigns according to results.
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**Capacity-building steps**

- Review national legislation to ensure that emerging illicit online activities are covered by existing criminal legislation.

The term *cybercrime* can refer to any unlawful activity that involves an electronic element in its preparation or execution.\(^{350}\) This can include attacks on:\(^{351}\)

- **Individuals**, including identity theft, personal data theft, fraud and financial theft, e-reputation, online sexual abuse and incitement to racial hatred. This is typically done through malware, spam, phishing and other social engineering techniques.

- **Industry**, including theft of money and theft of data that leads to reputational damage, intellectual property infringements, disruption or denial of service and production. This is often done through botnets, malware, hacking, social engineering and intelligence gathering.

- **National infrastructure**, including attacks on government, law enforcement agencies and CNI, using many of the techniques listed above.

- **National security**, including espionage and terrorism, using many of the techniques listed above.

The type, target and frequency of cyber-attacks are continually changing as new technology is developed and used in different areas of society.\(^{352}\) It is very difficult for policy and legislation to keep up with the pace of change in this field; there is often a delay in recognising the potential abuse of new technology, and adjusting or drafting new national criminal law takes time.\(^{353}\)

Reports of illicit cyber activity should translate into a continuous updating of criminal legislation to take account of new types of attack and illicit activities. Legislation is the foundation for the investigation and prosecution of cybercrime.\(^{354}\) If existing legislation does not adequately account for current trends in illicit activities, reporting mechanisms can still be used to collate information and identify trends in cyber activity, but the reports themselves cannot be used as the basis for criminal investigation. Information on cyber trends can be used by government, businesses and citizens to help protect their systems more effectively and mitigate the effects of any attack.

There are a number of ways to improve the drafting of cybercrime legislation, including:\(^{355}\)

- **Focus on gaps in existing legislation**: Existing laws often cover many types of illicit online activity. For example, laws covering forgery can often be applied to offline and online forgery. It is important to identify types of cybercrime that are not covered by existing legislation, and focus resources on legal amendments or drafting new legislation.

- **Consult specialist CSIRTs**: This can help identify abuses of new technology that feed into adjustments to national law.

- **Execute the drafting of new legislation with international support and cooperation**: Collaborating with international partners, particularly those with
more advanced cybersecurity capacity and legislation, can help identify rapid developments in technology, reduce duplication of effort, and increase international harmonisation with other legal approaches.

- Establish reporting channels for illicit online activities and launch coordinated campaigns to raise knowledge and awareness among the general public about these mechanisms and related issues.

There is no set formula for setting up a reporting mechanism for the first time. It can be done in a number of ways, using different formats, funding structures, and management and organisational structures. Reporting mechanisms can be provided across a number of different platforms, including telephone and the Internet, and may be implemented to different degrees of specificity, ranging from general cybercrime to particular areas of cybercrime such as fraud or child pornography.

Examples of cybercrime reporting platforms

- **Internet Signalement** is a web-based platform in France that allows users to report instances of offensive or illicit material online. It was set up in 2009 through funding provided by the Ministry of Interior.

- **Action Fraud UK** is a central reporting platform for all fraud and financially motivated Internet crime in the UK. Users are able to access an online reporting page or provide reports through a telephone hotline.

- The **Internet Crime Complaint Centre (IC3)** is an online reporting mechanism in the US that enables citizens to report instances of Internet-facilitated criminal activity. The platform was set up by the Federal Bureau of Investigation in 2000, and covers intellectual property rights, computer intrusions (hacking), economic espionage and theft of trade secrets, online extortion, international money laundering, identity theft and other forms of cybercrime.

Reporting mechanisms are not only set up by public sector organisations, but also by private-sector companies, public-private partnerships and not-for-profit organisations. The **Anti-Phishing Working Group** is an example of a not-for-profit organisation that provides a reporting mechanism and high-level analysis of instances of cybercrime.

There are a number of general steps that may be useful when establishing a reporting mechanism, including:

- **Define the major objectives of a reporting mechanism.** Will the reports be for law enforcement investigation, judicial prosecution, threat analysis, or something else? What is the target audience of the proposed mechanism?

- **Remain open for insights.** Reporting mechanisms are sometimes set up with a mandate for a particular threat. This approach, however, can ignore the concerns and preferences of individuals and businesses. Flexibility can help builder better and more targeted responses to threats.
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- **Use the most suitable interface.** This can depend on internal factors such as budget, availability of skills, and organisational structure and leadership. It can also depend on external factors, in particular the preferences of users.

- **Streamline operations and share results.** In particular, it is important to explicitly define how information is collected, analysed and distributed across public agencies and authorities to avoid duplication of effort and improve coordination.

There are also a number of more general considerations that should be taken into account when devising a reporting mechanism, including:

- **Political and senior management support:** This is important for securing funding and personnel, and for promoting the mechanisms across all levels of government.

- **Stakeholder management involvement (e.g. law enforcement, CSIRTs, education stakeholders):** Senior managers from key stakeholders affected by issues to be reported should engage with the reporting mechanism’s management in order to identify and help solve problems during both the establishment and operational stages.

- **Implementation by experienced ICT project managers and digital investigators:** Experienced specialists are required during the setup stage to install ICT equipment and define the working structures of the reporting mechanisms. They are required during the operational stage to maintain and improve the platform, and handle any problems or complaints.

- **Support from the judiciary:** Law enforcement is not always best placed to decide which reports should be pursued and prosecuted. This process can be supported with formal involvement from the judiciary, as well as other stakeholders with technical and subject matter expertise relevant to the issue at hand.

- **Participation from Internet users:** Engaging with the end-user can help identify what is required from the reporting mechanisms, in what format, and for what reasons.

- **Capacity to measure return on investment:** See section below.

- **Building awareness of the reporting mechanisms:** Awareness of reporting mechanisms among citizens and businesses is critical to the success of those mechanisms. In short, if people are unaware of the existence and purpose of reporting mechanisms, they are less likely to use the platforms to report relevant cyber incidents.
Implementing initiatives to help build awareness of reporting mechanisms is an important driver of success, and efforts to increase awareness of these mechanisms should be incorporated into early stages of planning and implementation, and continued thereafter.

During the launch phase of a reporting mechanism, awareness campaigns can be implemented that involve local media (press articles, TV interviews, posters, etc.), SMS messaging, leaflets and social media campaigns. During the operational phase of a reporting mechanism, a number of other methods can be used, including the publication of regular reports, communication through social media, partnering with ISPs for website referencing, producing regular press reports, publishing periodic public service announcements, and attending national and international cybercrime conferences and meetings.

Funding plays a critical role in determining the scope and role of reporting mechanisms. In particular, the level of specificity of the mechanism to particular threats (as opposed to more general cybercrime), the method used to collect and analyse reports, and the size of the population are all influenced by the level of available funding. The main areas of expenditure include hardware and maintenance of websites (if applicable), the implementation and maintenance of databases, and the employment of analysts and law enforcement officers to retrieve and process the information.

There are a number of different funding structures that support reporting mechanisms. Most are supported entirely or primarily by public funding, but there are notable exceptions. For example, Signal Spam in France and the APWG in the US are both privately funded initiatives that receive payment through membership fees in return for providing valuable information to businesses and governments.

Signal Spam (France)

Signal Spam is a private not-for-profit initiative funded by industry. It provides an Internet-based complaints form and a client email plugin to allow businesses to report instances of spam, phishing and abusive email marketing. Businesses pay a membership fee, and in return receive valuable information on current cyber threats. Reports are also redirected to the most relevant public authorities, including the data protection authority and law enforcement. By 2012, around 2.5 million complaints had been received. The platform has helped law enforcement agencies, industry, businesses and public authorities to collaborate more closely.
D2.4 - Reporting mechanisms

- Periodically evaluate the effectiveness of reporting mechanisms and review their functioning, resource allocation and promotion campaigns according to results.

Measuring and evaluating performance can be used as a basis for designing and implementing improvements, and can indicate whether the financial investment in the mechanisms corresponds to their perceived impact. An evaluation may consider a multitude of different factors, including frequency of use, ease of use, rate of successful prosecutions (if relevant), value for money, readiness for future developments, and impact on understanding of cyber threats and trends.

Additional resources


D2.5 – Media and social media

Overview

This factor looks at the implications of online media and social media on cybersecurity, focusing on the role these media have in conveying information about cybersecurity and the extent to which cybersecurity is a subject of discussion and debate on online media and platforms.

Cybersecurity concerns pertaining to Online Social Media (OSM) and online media overlap with those more broadly related to trust in the Internet and issues of privacy. These may be amplified in the media and OSM environment due to the potential for rapid dissemination of information on these platforms. Online media and OSM are also susceptible to traditional cyber-attacks such as malware and distributed denial-of-service (DDoS) attacks. DDoS attacks can be particularly harmful by temporarily silencing entire platforms and thus silencing open discussion. There are also concerns about ‘over-policing’ or ‘over-surveillance’ that threaten the public’s trust in media and OSM.370

Cybersecurity in media and OSM has its own unique challenges to consider and overcome. Areas of concern are issues of privacy, use of personal information, protection of freedoms and the spreading of so-called ‘fake news’ (i.e. false, often sensationalised information, disseminated under the guise of legitimate news reporting).371

It is therefore important for policymakers to identify ways in which the use of OSM can be regulated, while ensuring that users’ rights to privacy and freedom of expression are protected. Box 2.5 provides an overview of capacity-building steps for increasing national capacity in this area.

Box 2.5: Steps for facilitating the development of a healthy media and social media (D2.5)

- Ensure that existing laws and regulations do not hinder an open discussion of cybersecurity issues on national media and social media.
- Stimulate public debate on cybersecurity-related issues through state-controlled media and awareness-raising campaigns.

Capacity-building steps

- Ensure that existing laws and regulations do not hinder an open discussion of cybersecurity issues on national media and social media.

Although OSM and online media technologies raise, among other issues, a large number of information management considerations (e.g. issues of privacy, security, accuracy and archiving for data pertaining to personally identifiable information), no international standards have emerged yet for their regulation. Guiding principles underpinning traditional regulations concerning information can be taken to apply to this context, but beyond this the rapid adoption of OSM and the role played by online media in contemporary society has outpaced the development of regulatory frameworks.372
As the prevalence of OSM use is a relatively recent phenomenon, concerns have been articulated in relation to the lack of explicit laws and regulations covering these platforms. Aligning national laws and regulations with international good practices may help strengthen integrity and prevent the dilution of trust in these platforms.  

Creation and amendment of laws and regulations may create overlaps with existing legislation. Although these overlaps should be noted, overlap commonly occurs in criminal law and it is not desirable to deliberately avoid such overlaps.

Stimulate public debate on cybersecurity-related issues through state-controlled media and awareness-raising campaigns.

Public debate on cybersecurity-related issues on online media and OSM can be stimulated by a range of public and private entities, as well by non-governmental organisations. The use of OSM has become an increasingly popular way for governmental agencies and stakeholders to reach out and engage with the general public. In this context, OSM provide a good platform for organisations to spread awareness about their work and activities.

Use of OSM may also pose risks and challenges. Organisations should seek guidance on good practice and set rules for employees representing the organisation. Understanding potential security threats and mitigating risks of identity theft and malware are examples of considerations for organisations and users while using OSM.

With the advent of targeted online marketing, organisations can reach specific user groups more effectively. Government organisations can take advantage of this by specifically targeting demographic groups that may be most susceptible to cyber-attacks. OSM users with particular interest in cybersecurity can also be targeted with awareness campaigns in the hope that they will spread the campaign to their wider network of connections and a more general audience. Further information on awareness-raising campaigns, their purpose and ways in which they can be established is provided in Section 3.1 of this document.

Awareness campaigns should not be limited to only one medium. Despite the growth in OSM, many people do not have access or are infrequent users, and are therefore more effectively reached through awareness campaigns on television, government webpages, newspapers and other print notifications.
The US DHS is an active user of Twitter. The DHS uses this OSM platform to raise awareness of cybersecurity issues and threats among its followers, as well as to spread public service announcements. As of 2017, the US DHS cybersecurity department has more than 106,000 followers.378

Additional resources


Dimension 3
Cybersecurity, education, training and skills
Dimension 3 – Cybersecurity education, training and skills

Dimension 3 of the GCSCC CMM looks at the national availability of high-quality cybersecurity education, training, and awareness-raising campaigns, and capacity to develop and deliver these. This includes educational and training offerings for various groups of government stakeholders, the private sector and the general population.

This dimension of the GCSCC CMM comprises three factors. The following sections discuss capacity-building steps that national decision makers can implement to build capacity across the following issue areas:

1. **D3.1 – Awareness raising**
   This factor looks at the availability, provision and reception of cybersecurity awareness programmes and initiatives targeting stakeholders in the public, private, academic and civil society sectors, as well as the general public.

2. **D3.2 – Framework for cybersecurity education**
   This factor looks at the availability and provision of cybersecurity education at the primary, secondary and tertiary levels of education.

3. **D3.3 – Framework for professional training**
   This factor focuses on the availability and provision of professional cybersecurity training to build cadres of cybersecurity professionals, including through horizontal and vertical cybersecurity knowledge transfer within organisations, and through continuous skills development.
D3.1 – Awareness raising

Overview

This factor focuses on the availability, provision and reception of cybersecurity awareness programmes and initiatives targeting stakeholders in the public, private, academic and civil society sectors, as well as the general public.

At its most basic level, cybersecurity awareness constitutes an understanding that cyberspace is fundamentally insecure, and that malicious actors may seek to damage or exploit hardware, software, behaviours and information at a personal, commercial or state level. Cybersecurity awareness raising, however, seeks to go beyond this basic description of awareness, and build a more nuanced understanding of cybersecurity across stakeholder groups. The rationale behind this is that individuals, organisations and governments should have an informed understanding of the actors and motivations involved, the ways in which various cyber-attacks may occur (including the signs to look out for), the potential impact of cybersecurity breaches, and the ways in which the frequency and severity of cyber-attacks can be reduced.

Awareness of cybersecurity is relevant across all parts of society, and includes individuals acting in a personal, employee and executive capacity. At a personal level, an improved awareness of cybersecurity enables individuals to better protect themselves against threats ranging from malicious software and online theft to the misuse of personal information and breaches of personal privacy. There are similar considerations at an employee level, although in this instance it is the company (as opposed to the individual) that is primarily at risk. At an executive level, individuals typically control greater resources and hold greater influence, and consequently are in a stronger position to elevate the profile of cybersecurity, and to develop and implement cybersecurity strategies to mitigate against threats at an organisational and, in some instances, national level.

Cybersecurity awareness raising should be directed at all audiences and can be achieved through various means, including general awareness campaigns, targeted cybersecurity awareness programmes, and dynamic awareness-raising campaigns that measure impact and effectiveness and adapt accordingly. Box 3.1 and the following section outline a number of steps that can be taken to help increase awareness of cybersecurity at a national level.

Box 3.1: Steps for improving cybersecurity awareness-raising capacity (D3.1)

- Establish a national programme for cybersecurity awareness to address a wide range of demographics and issues.
- Develop and implement awareness-raising materials and programmes in consultation with relevant stakeholders from different sectors.
- Devise tailored information, training and exercise programmes on cybersecurity with clearly defined learning outcomes for executives in the public, private, academic and civil society sectors.
- Evaluate the effectiveness of cybersecurity awareness-raising campaigns and learning interventions, and review existing initiatives on the basis of results.
- Monitor adherence to cybersecurity behaviour standards and best practices.
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- Periodically assess the level of correspondence between good practices and the cyber conduct of members of the public service, private sector and wider society.
- Regulate provision and accreditation of awareness courses in cybersecurity to make these mandatory for executives across nearly all sectors.

Capacity-building steps

- Assign a task owner to develop and implement a national programme for raising cybersecurity awareness.

To increase cybersecurity awareness at a national level, the first stage is to assign a dedicated task owner who is responsible for developing a cybersecurity awareness programme. This is typically outlined in a national cybersecurity strategy, with one or more government agencies tasked with cybersecurity awareness raising. The selected agency is often already engaged with national-level cybersecurity in some form. This helps ensure sufficient expertise, profile and legitimacy when providing information and advice. In some instances, independent organisations or public-private partnerships have been established, either instead of or alongside internal government agencies, in order to promote cybersecurity awareness. Since aspirations, needs and organisational structures differ between countries, the designation of a task owner should be made on an individual country basis.

In the UK, the National Cyber Security Centre, which is part of GCHQ, is tasked with cybersecurity outreach and awareness building, including capability development in industry and academia. This is one of several responsibilities for the centre, which also include responding to cybersecurity incidents and providing security to public and private sector networks.379

In Norway, cybersecurity awareness raising is shared across a number of government agencies, including the Business Security Council, the Norwegian Data Protection Authority, the Post and Telecommunications Authority and the Media Authority.380 The Norwegian government also works closely with The Norwegian Centre for Information Security, which is an independent organisation that partners with government, businesses and research facilities to promote cybersecurity awareness and guidance.

In Malaysia, CyberSAFE is the cybersecurity awareness and outreach programme of the Malaysian government’s Outreach and Corporate Communications Department. The department sits within CyberSecurity Malaysia, which is the national cybersecurity agency within the Ministry of Science, Technology and Innovation.381

In the US, the Department of Homeland Security runs the Stop.Think.Connect. campaign, which is a national cybersecurity awareness-raising programme that is implemented in collaboration with representatives from the private sector from the National Cyber Security Alliance (NCSA). The NCSA is a private sector organisation with representatives from across US industry.382
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The development and implementation of cybersecurity awareness programmes requires both financial and human resources. If awareness raising is assigned as a new task for a government agency, additional resources may be required to enable the agency to carry out the task without impacting its work elsewhere.\(^{383}\)

Develop and implement awareness-raising materials and programmes in consultation with relevant stakeholders from different sectors.

Once a task owner is assigned, the next stage is to design and implement a cybersecurity awareness-raising campaign. The goal of an awareness campaign is not simply to inform a target audience of risks and mitigation strategies within cyberspace, but rather to change their behaviour so that they use ICTs in a more secure manner.\(^{384}\)

When designing this campaign, a number of factors should be considered, namely:\(^{385}\)

- Stakeholders
- Goals
- Target audience
- Situational awareness
- Strategy
- Tactics
- Measurements of success.

Expanding on each of these points, it is important to map the relevant stakeholders in any awareness-raising campaign at an early stage in the planning process. In any given country, there are a wide range of stakeholders with an interest in improving cybersecurity. These include other governmental agencies, ISPs, software and IT companies, universities, telecommunication companies, financial institutions, educational establishments, and non-governmental organisations. Engaging with stakeholders at an early stage in the planning process ensures that their insights and experience are included throughout the campaign. Stakeholders to be involved should be selected based on their expertise and responsibilities pertaining to a campaign’s area of focus. Early stakeholder engagement may also increase the probability of further support and participation in the programme through, for example, the provision of further resources and assistance in information dissemination.\(^{386}\)

The next stage in developing a cybersecurity awareness campaign is to identify the goals of the campaign, which is closely linked to both target audience and situational awareness. It is important to identify who the campaign will target, and then investigate the existing competences, requirements and resources available within this target group. From this information, the aims of the awareness campaign can be established. These may include, for example, reducing the number of cybersecurity incidents, changing attitudes and behaviour towards cybersecurity, or developing a more critical understanding of purchasing new computing equipment. The audience can be defined in a number of different ways, to varying degrees of granularity, as illustrated in Figure 3.1 below.\(^{387}\)
The strategy and tactics of an awareness campaign should then be developed to outline the ways in which the goals of the campaign will be achieved given the situational awareness of the target audience. The strategy should outline the high-level roadmap required to achieve a given goal, whereas the tactics should detail the individual, tangible steps required. This includes the platforms for delivery, the required activities and resources, and the timeframe for completion.\(^3\)

It is important to develop an effective logo, slogan and message for any awareness campaign. An awareness campaign should attract the attention of the target audience, be simple and easy to understand, and be recognisable and memorable in the future. The content of an awareness campaign should avoid technical jargon, and should be phrased in a positive manner, using simple language.\(^4\)
A number of different tactics can be used as part of an awareness-building campaign, including:

- Developing a website;
- Designing and distributing educational material (e.g. example presentations, business toolkits);
- Developing strategic partnerships (e.g. with business organisations, community groups, youth groups);
- Organising information events (e.g. public talks, roundtable discussions);
- Engaging with media outlets (e.g. newspapers, news websites, television, radio);
- Developing a presence on social media.

The platform and content should be selected and developed according to the specific target audience. Further information on the relative strengths and weaknesses of different approaches is available in the OAS Cybersecurity Awareness Campaign Toolkit referenced in the resource list at the end of this section.\(^{390}\)

**Safer Internet Day**

Safer Internet Day is a designated annual day in February that aims to raise awareness and draw attention to emerging online security issues. It was initially set up by the European Commission, but is now observed in over 130 countries worldwide.\(^{391}\)

In the UK, GCHQ has published toolkits for novices to develop their cybersecurity capabilities across a number of fundamental areas, including: web applications, infrastructure security, mobile devices, Java, PHP, C++, PYTHON, malware analysis, forensic investigations and incident response.\(^{392}\)

Finally, the **measurements of success** for an awareness campaign should be considered before the campaign is implemented. Implementation should be accompanied by periodic measurements of success and re-evaluation of aims, strategy and tactics. This is discussed in further detail in the subsequent capacity-building step on evaluating the effectiveness of cybersecurity awareness-raising campaigns and learning interventions.
Research suggests that awareness campaigns often fail to improve the behaviour of their target audience. A number of common pitfalls have been identified, including:

- Overly negative messaging
- Excessive demand on effort and skill
- Focus on compliance rather than behavioural change
- Lack of engaging and appropriate material
- Overly complex messaging
- Overly narrow focus that is insufficient for the target audience
- Failure to adapt to cultural differences
- Absence of any evaluation.

Devise tailored information, training and exercise programmes on cybersecurity with clearly defined learning outcomes for executives in the public, private, academic and civil society sectors.

Clear leadership and funding from senior executives is an important factor in driving behavioural change within both private and public sector organisations. Developing tailored awareness campaigns and programmes for executives within specific sectors is one way of achieving senior-level buy-in, which in turn helps ensure that sufficient activity and resources are assigned to improving cybersecurity throughout the organisation. The development of an awareness-building campaign for senior executives should follow the same eight steps as outlined above: identifying stakeholders, determining goals, defining an audience, conducting a situational analysis, developing a strategy, developing tactics and identifying measurements of success – although the output of each of these steps will be tailored to a more defined purpose and outcome.

There are a number of ways of engaging with senior executives, including the following suggestions:

- Produce regular, targeted and concise cybersecurity briefings and op-eds.
- Conduct high-level, semi-regular roundtable discussions for executives.
- Provide expert speakers to talk at monthly or annual meetings in organisations or at conferences.
- Provide training to executives through tailored training events.
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It is critical to ensure that the training and education is geared towards current and emerging needs. Training needs will change due to technological advances and changes to the threat landscape, legal regulations and national security directives. It is important to ensure that the development of training and education is cognisant of future developments and incorporates this thinking early in the programme’s development.396

Evaluate the effectiveness of cybersecurity awareness-raising campaigns and learning interventions, and review existing initiatives on the basis of the results.

Measuring the effectiveness of a cybersecurity awareness campaign can be difficult, particularly when trying to evaluate changes in behaviour.397 However, research suggests that the failure to evaluate a cybersecurity awareness campaign is a common feature of campaigns.398 It is important to measure the success of awareness-raising campaigns and learning interventions, as this will allow the intervention team to monitor progress towards the established objectives and, in case of deviations, to implement the necessary changes. Lessons learned can also be taken into account in the design of future interventions.

There are a number of steps required to conduct an effective evaluation, namely:

- **Set intermediate objectives** based on the final goal of the campaign. If the causal link between them is well evidenced, the intermediate goals should allow the progress of the intervention to be monitored, and allow the campaign managers to anticipate whether or not it is on track to achieve the ultimate goal.

- **Determine which outputs, outcomes and impacts will be measured.** Outputs are tangible products of activities (e.g. the launch of an event or a website or the organisation of workshops, courses, contests, etc.) and outcomes are the results of those activities (e.g. participation in events, increased awareness in relation to the topic, etc.). The impact of a campaign concerns the causal link between the intervention and the observed result (i.e. the extent to which the creation of a cybersecurity mindset can be attributed to a specific campaign).

- **Determine which indicators will be used to measure the outputs, outcomes and results.** This should be done according to the size of the campaign, as well as the appropriateness and the availability of data, both quantitative and qualitative. Quantitative data demonstrates the extent to which a change has happened and can be measured with a number (e.g. number of articles written, number of visits to a website, number of attendees at an event, etc.). Qualitative data looks at the change in attitude, opinions or feelings, and can be collected through methods including interviews, focus groups and social network analysis.
• **Determine the sources from which the data will be collected.** This includes social media, visits to a website, interviews, media coverage, participation in events, etc.

> When measuring visits to a website, it is important to pay attention to the number of visits, but also to **unique visitors**. Likewise, the number of **new visitors** will provide useful information to discern whether or not the campaign is reaching a broader audience.

The metrics for an evaluation of a cybersecurity awareness-raising campaign should be determined before the campaign is implemented, and examples are provided in Table 3.1 below.

**Table 3.1: Examples of metrics for success**

<table>
<thead>
<tr>
<th>Metrics for output</th>
<th>Metrics for outcomes</th>
<th>Metrics for impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Media coverage – quantity</td>
<td>Media coverage – quality</td>
<td>Less cybercrime</td>
</tr>
<tr>
<td>Web and media reach (number of potential people)</td>
<td>Brand awareness</td>
<td>More use of security software</td>
</tr>
<tr>
<td>Event attendance</td>
<td>Attitude shift</td>
<td>Cybersecurity budget inclusion</td>
</tr>
<tr>
<td>Web visits</td>
<td>Behaviour changes</td>
<td>Better cybercrime reporting</td>
</tr>
<tr>
<td>Social sharing events (number of forwarded news items, etc.)</td>
<td></td>
<td>Increased consumer confidence</td>
</tr>
</tbody>
</table>

One of the key challenges is progressing from measuring outputs to measuring outcomes. Outputs are easier to measure but less meaningful than outcomes.

- Periodically assess the level of correspondence between good practices and the cyber conduct of members of the public service, private sector and wider society.

In addition to evaluating individual awareness-raising campaigns, a periodic evaluation of the cybersecurity awareness and behaviour of individuals across the public and private sectors can be used to understand the existing capability and emerging trends at a societal level. To help contextualise and evolve campaigns over time, research should be performed to identify gaps in understanding of cybersecurity practice among different target groups, as well as broader areas where further attention is required. Governmental research departments, as well as academic and research institutions, would be well placed to undertake such endeavours. Research undertaken in this context should focus on a range of aspects of a national cyber ecosystems and cybersecurity habits, for example by investigating the following research
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questions in respect of a particular country context and target audience (e.g. general public, public sector employees, private sector employees): 999

- How connected is the country in question?
- Where and how are people connecting to the Internet? Who is online?
- How is the Internet being used for business?
- What are the cybersecurity risks the country in question is facing?
- What are the economic losses from cyber threats?

Study on the Norwegian National Cyber Conduct

The Norwegian Centre for Information Security (NorSIS) published in 2016 a report that explores Norway’s National Cyber Conduct. NorSIS is an independent organisation that partners with the Norwegian government to conduct research into cybersecurity. The study focused on Norway’s general population and investigated the following research questions:

- What characterises the Norwegian cybersecurity culture?
- To what degree does cybersecurity education influence the Norwegian population’s cybersecurity behaviour or awareness?
- How does the Norwegian population relate and react to cyber risks?
- To what degree does the individual take responsibility for the safety and security of the cyberspace?

The study found that, although cybersecurity education should not be seen as a comprehensive solution for all challenges in this domain, cybersecurity education correlates with positive behavioural patterns (i.e. people who are educated in cybersecurity act more securely online).

The study also found significant potential for improvement in how the Norwegian population is educated and behaves as regards cybersecurity. The study stressed that, due to limited governmental action, substantial responsibility for educating Norwegian citizens had been left to private sector actors. This, in turn, resulted in uneven levels of knowledge and awareness, particularly among different age-groups. The study recommended that a stronger commitment be made by the government to ensure that the population as a whole is educated in cybersecurity.

- Regulate provision and accreditation of awareness courses in cybersecurity to make these mandatory for executives across nearly all sectors.

Regulation and accreditation of awareness courses are useful tools which may be employed to ensure that executives receive cyber awareness courses, and that these courses adequately cover their needs.
Although the terms ‘accreditation’ and ‘certification’ are often used interchangeably, they refer to very different processes. **Accreditation** grants public recognition to education providers or training programmes, whereas **certification** is a qualification granted by a non-governmental institution to an individual who has met certain established requirements in the framework of a programme or activity (e.g. a qualifying exam). Certification does not imply public recognition.

If an appropriate accreditation body does not exist, then an accreditation body may be set up as a not-for-profit or for-profit organisation, or as a government agency or body. It is important to decide which **legal status** is the best fit for the tasks that the organisation will undertake.

Although there is no one-size-fits-all model, there has been a tendency to favour **not-for-profit organisations** over for-profit or governmental agencies. Not-for-profit organisations benefit from a positive external image, and their non-governmental status allows for greater flexibility.

Once established, it is necessary to adopt **assessment criteria** that will serve as a guide for the evaluation of programmes. To ensure transparency in the process, accreditation bodies often publish the framework or standards on which the criteria are based.

**Certification of an Executive Cyber Awareness course by GCHQ**

The Executive Cyber Awareness course provided by Protection Group International is among the first to be certified by the UK National Technical Authority for Information Assurance. This scheme has been created to certify two levels of cybersecurity skills: awareness and application. GCHQ provides on its website a link to the **IISP Skills Framework**, which forms the basis of their assessment criteria.

**Additional resources**

D3.2 – Framework for cybersecurity education

Overview

This factor focuses on improving the availability and provision of cybersecurity education at primary, secondary and tertiary levels of education. Education in a professional context (i.e. post-tertiary education) is not considered in this factor, as it is discussed in detail in Factor D3.3 (Framework for professional training) below.

At a general level, the aim of cybersecurity education is to provide students with sufficient knowledge and skills to pursue a successful career in cybersecurity or an IT-intensive domain, and to encourage students to select this career path. It is more than awareness raising, which, as discussed under the previous factor, aims simply to induce behavioural changes in order to increase security at a personal and corporate level. Cybersecurity education should develop the specific technical and non-technical (e.g. strategic and managerial) skills that are demanded in the aforementioned domains, both in the public and private sectors.

There are a number of steps involved in establishing a national framework for cybersecurity education, which are outlined in Box 3.2 below and expanded on in the following section.

Box 3.2: Steps for developing a national framework for cybersecurity education (D3.2)

- Nominate a task owner responsible for (i) oversight of education initiatives; and (ii) liaising with public sector bodies and relevant private sector stakeholders.
- Map the existing cybersecurity education landscape and identify gaps in provision.
- Select the target audience(s) of the cybersecurity education programme.
- Develop an appropriate framework for the provision of the education programme.
- Evaluate and modify cybersecurity education and training in consultation with stakeholders from public and private sectors, academia and civil society; ensure the ongoing delivery and improvement of cyber education and training.

Capacity-building steps

- Nominate a task owner responsible for (i) oversight of education initiatives; and (ii) liaising with public sector bodies and relevant private sector stakeholders.

The first step in developing a national framework for cybersecurity is assigning a task owner within the national government who is responsible for the provision of cybersecurity education at primary, secondary
and tertiary levels of education. The task owner should provide oversight and accountability for designing and implementing a national-level cybersecurity education framework.

**Cybersecurity education is relevant to many different areas of society, from industry and government to academia, primary and secondary education. A designated task owner should be able to engage with each of these sectors, both internally through collaboration with other government departments that operate in these areas, and externally through engagement with private stakeholders.**

<table>
<thead>
<tr>
<th>Dimension 3: Cybersecurity education, training and skills</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cybersecurity education in the UK</strong></td>
</tr>
<tr>
<td>In the UK, the National Cyber Security Strategy – which includes a strategy for cybersecurity education – is developed and led by the Cabinet Office. The Cabinet Office is a department of the UK civil service that not only supports the UK Prime Minister and the Prime Minister’s close team, but also supports the government in the development, coordination and implementation of national-level policy. The Cabinet Office also leads on a select number of critical policy areas, including national security and joint intelligence. This combination of broad cross-government interaction and select specialisations means that the Cabinet Office is well-placed to lead on national cybersecurity education development. Nonetheless, other government departments also play an important role in developing and implementing the provision of cybersecurity education, including: the Department for Culture, Media and Sport, which runs the Cyber Schools Programme and provides funding for Master’s degrees accredited by GCHQ; the National Cyber Security Centre, which is structured under GCHQ, and which runs the Cyberfirst programme that provides a framework and funding for cybersecurity degrees and training; and the Department for Education, which provides funding to a number of universities and higher education institutions to develop apprenticeship schemes that include specialised cybersecurity courses.</td>
</tr>
</tbody>
</table>

- Map the existing cybersecurity education landscape and identify gaps in provision.

Once a task owner is assigned, a number of steps are required to design and plan any programme or initiative that seeks to provide effective cybersecurity education. One of the early steps in the process should involve a review and mapping of the existing cybersecurity education landscape that includes:

- Relevant stakeholders
- Existing provision of cybersecurity education
- Existing qualification and certification programmes
- Existing and future requirements in the professional environment.
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Expanding on the first of these points, it is important to be aware of the relevant stakeholders involved in cybersecurity. This includes organisations that are already involved in the direct provision of cybersecurity education, and organisations that may wish to engage with and support the provision of further cybersecurity education due to the nature of their organisation or field of work. There are a number of reasons for mapping relevant stakeholders, including reducing any unintentional duplications of activity, and supporting the development of more effective long-term policies through improved knowledge transfer and improved potential for effective government partnerships. The range of relevant stakeholders will differ on a country-by-country basis, but it may include public and private schools, universities and educational centres, ISPs, private sector cybersecurity companies, not-for-profit organisations, and other relevant publicly funded and government institutions.

<table>
<thead>
<tr>
<th>Examples of different types of stakeholders involved in cybersecurity education</th>
</tr>
</thead>
<tbody>
<tr>
<td>The International Association of Privacy Professionals (IAPP) is a not-for-profit organisation that offers training and resources for professional development, provides internationally recognised cybersecurity certification, and also facilitates a wider network of cybersecurity experts and enthusiasts. IT Governance Ltd is a private sector professional services company that provides information, advice, books, tools, consultancy and training for IT governance, risk management, compliance and information security. Carnegie Mellon is a private research university that offers a number of master-level courses in information security, and the Singapore Institute of Technology is a public university that provides undergraduate education in information security. The National Cyber Security Centre is a public organisation in the UK that provides technical incident response as well as leadership, education, advice and resources in cybersecurity.</td>
</tr>
</tbody>
</table>

It is also important to understand existing and future requirements in the professional environment, and map these to educational requirements, primarily at secondary and tertiary levels of education. The purpose of this analysis is to identify gaps and shortfalls in any existing provision of cybersecurity education, and to inform the development of future cybersecurity education programmes so that the workforce meets future requirements of the cybersecurity sector.

Cybersecurity is a rapidly changing sector, and it is insufficient to develop educational programmes that address skills to meet the existing demand. The future of cybersecurity may be very different to the present, with artificial intelligence, big data, the Internet of Things and ethical hacking, along with other as-yet unidentified trends, potentially increasing in importance.
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Select the target audience(s) of the cybersecurity education programme.

Following an initial mapping exercise, the target audience of a cybersecurity education programme should be selected. The categorisation and selection of a target audience can be made at varying degrees of granularity. For example, the audience may be broken down into the areas and associated aims presented in Table 3.2 below.

Table 3.2: Cybersecurity education target audiences and associated educational aims

<table>
<thead>
<tr>
<th>Category</th>
<th>Aim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students in primary education</td>
<td>Improve basic understanding of cybersecurity</td>
</tr>
<tr>
<td>Students in secondary education</td>
<td>Develop basic technical skills and policy awareness for cybersecurity</td>
</tr>
<tr>
<td>Students in university education</td>
<td>Acquire necessary skills and understanding to begin a successful career in cybersecurity</td>
</tr>
</tbody>
</table>

However, a more granular categorisation may be made, particularly when addressing more specific gaps in the provision of existing cybersecurity education or shortfalls in the existing or future professional environment.

Underrepresentation among American cybersecurity professionals

Women and African-American populations are underrepresented in the cybersecurity sector in the US. Only 14% of the information security workforce are women and only 3% are African-American, whereas 48% of the general workforce are women and 12% are African American. To address these specific shortfalls in the cybersecurity workforce, a cybersecurity education programme may choose to be more granular and selective in its categorisation and selection of a target audience. In the US, there are organisations that focus specifically on these areas, such as GenCyber, which runs cybersecurity camps, some of which are exclusively offered to girls, and the International Consortium of Minority Cybersecurity Professionals, which aims to achieve a more consistent representation of women and minorities in the cybersecurity industry.

The categorisation and selection of a target audience for a cybersecurity education programme is country-dependent and should be made on an individual country basis. Nonetheless, before finalising the design and implementation of any programme, it should be possible to clearly identify who is being targeted.
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Before implementing a cybersecurity educational programme, it is also important to establish an overarching framework for delivery. More simply, decisions should be taken as to how the educational programme will be delivered. This planning phase can be broken down into the following two areas:

- Relationship with stakeholders
- Format of content delivery.

The relationship between the task owner and stakeholders outside of central government can be developed according to a number of different models, including public sector only, PPPs, and private sector only. A public sector only model would seek to provide all cybersecurity education using internal government resources without outsourcing to the private sector, whereas a private sector only model would seek to use market-correction mechanisms alone to increase the volume and improve the quality of cybersecurity education provided by the private sector. However, one of the more commonly applied models is public-private partnerships, whereby a government and one or more private sector organisations agree to collectively provide a product or service through a formal agreement.

There are a number of different types of PPP, including: capital investment, where a government uses tax revenues to provide funding to private organisations to provide a service; private finance initiatives, where the government provides grants or revenue subsidies to make a particular project more attractive for the private sector. These are a number of advantages of PPPs, including the transfer of risk to the private sector, and increased efficiencies in using existing infrastructure and expertise already built up in private sector organisations. However, PPPs also present their own risks, such as higher transaction costs, reduced government control over public investment, and reduced quality of service if poorly implemented. In cybersecurity, a considerable proportion of infrastructure and expertise are found in the private sector, but PPPs in cybersecurity are particularly challenging due to concerns surrounding trust, control and disclosure, as well as complex regulatory and legal cybersecurity frameworks that exist in some countries.
In addition to developing a model to define the government’s relationship with stakeholders, a cybersecurity education programme should also decide on the format of content delivery – put simply, how will the education programme actually be delivered? This is influenced to a large degree by the selection of a target audience and the nature of stakeholder relationships, but within each category there are a number of options. In this context, a significant role should be played by a country’s Ministry of Education in determining:

- How to integrate cybersecurity into existing curricula;
- How to stimulate the development of cybersecurity courses at secondary and university level.

For example, at the primary or secondary school level, a cybersecurity education programme may focus on providing basic digital literacy to pupils, granting them access to adequate educational resources and ensuring that qualified instructors are available to teach cybersecurity-specific classes. This may be achieved, for example, by providing cybersecurity training and certification to existing school teachers, or by employing external experts from academia, industry or government to visit schools and provide specialised lessons. These lessons can then be supported by tailored educational material that is either...
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developed independently or through adapting the ready-to-use educational material that is available online.

**European Schoolnet**
European Schoolnet is a network of 31 European Ministries of Education that offers teaching material, resources for pupils, activities and frameworks for pupil- and teacher-led activities.\(^{430}\)

**ENISA Continuing Professional Development Model for School Teachers**
As part of a 2014 Roadmap for Network and Information Security (NIS), ENISA developed an initial framework for providing continuing professional development for school teachers which includes a list of stakeholders, objectives, recommended syllabus, implementation tips, and suggestions for evaluation and metrics.\(^{431}\)

**ISC2 School Presentation Visits**
The International Information Systems Security Certification Consortium (ISC2) is an organisation comprised of certified information and software security professionals that is best known as a certification body, for example for the Certified Information Systems Security Professional qualification, which is accredited by the American National Standards Institute compliant with International Organization for Standardization (ISO) Standard 17024:2003. ISC2 offers one-hour presentation visits to schools that are provided by volunteer security practitioners. The target groups are pupils aged 7–10 or 11–14 as well as parents.\(^{432}\)

Furthermore, at university level, there are a number of ways in which a national government can facilitate and catalyse the provision of specialist cybersecurity education, including the following:\(^{433}\)

- Provide funding to university departments to develop cybersecurity research and education provision.
- Incentivise students to select university degrees that include cybersecurity modules and/or specialise in cybersecurity by offering grants, industry placements and/or graduate career opportunities.
- Establish academic centres of excellence in cybersecurity to act as hubs of research and education.
- Encourage networking and information sharing between academic institutions, at both national and international level.
- Develop partnerships between education institutions and other cybersecurity stakeholders to stimulate cybersecurity education initiatives (e.g. collaborations...
on course design and delivery, internships, traineeships, work placements, scholarships).

A study by ENISA found 526 graduate, postgraduate and university-level certification courses across the EU, and a number of organisations have produced rankings of the best cybersecurity courses and educational institutes in different geographic regions.

**UK Centres of Excellence in Cyber Security Research**

The UK has established Centres of Excellence in Cyber Security Research at 14 universities, with the aim being to:

- Enhance the volume and quality of cybersecurity research;
- Help direct practitioners and users of cybersecurity research to the latest academic work;
- Foster shared aims and collaboration in cybersecurity research.

**Cyberfirst**

Cyberfirst is a scheme developed by the UK’s National Cyber Security Centre (NCSC) that encourages uptake of cybersecurity university degrees through three mechanisms:

- Bursaries of £4,000 per year when studying selected degrees;
- Annual summer placements and/or bespoke training in either industry or government, with a salary of £250 per week;
- Three-year graduate-level cybersecurity roles after graduation.

Evaluate and modify cybersecurity education and training in consultation with stakeholders from the public and private sectors, academia and civil society; ensure the ongoing delivery and improvement of cyber education and training.

As with many areas of public policy, it is important to evaluate the effectiveness of any cybersecurity educational programme to estimate value for money, identify areas for improvement, and learn from elements that have proved less effective. Appropriate metrics – quantitative, qualitative, or both – should be developed in order to measure performance.
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For example, when evaluating the provision of network and information security training for school teachers, ENISA suggests a number of metrics, including:438

- Number of participants
- Qualitative review of training
- Changes in performance of students in tests
- Reduction in recorded cybersecurity incidents in schools, such as fraud or hacking.

As with all evaluations, different metrics and weightings should be applied to activities, outputs, outcomes and impacts of the programme in question.439 Evaluations should be carried out periodically to assess performance in light of any contextual changes in the cybersecurity domain, or changes made to the programme following an earlier evaluation.

More advanced cybersecurity education programmes are likely to go beyond the capacity-building steps outlined above, and develop more complex mechanisms to ensure that the educational framework is able to adapt to any changes in the cybersecurity threat landscape. These may include, for example, establishing a network of experts and educators from industry, academia, government and education to facilitate effective information transfer. To develop more advanced education programmes, government stakeholders are advised to consider new and novel approaches being applied by different countries, and adapt these provisions to their local context where appropriate.

Additional resources

| ENISA. 2014. PPPs and their role in NIS Education. European Network and Information Security Agency, Greece. |
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Overview

This chapter considers the provision of professional cybersecurity training and education, which is defined here as cybersecurity training provided to individuals who currently work or have formerly worked in a professional environment. It outlines some of the steps and considerations required when developing a professional cybersecurity training programme that meets the requirements of the current and future national cybersecurity workforce.

There is clear overlap between this chapter and the preceding factor in this toolkit, particularly within tertiary education. For example, the provision of tertiary education – through university degrees, vocational courses, apprenticeships, etc. – is not only aimed at students who have recently graduated from secondary education, but also provides opportunities to mid-career professionals who are looking to either progress within their current field of work or transfer into another area.

Box 3.3: Steps for improving the framework for professional training in cybersecurity-related areas (D3.3)

- Assign a task owner to develop and implement a cybersecurity training programme on a national level.
- Conduct a cybersecurity training needs analysis for different target audiences within the public and the private sectors in order to identify gaps in publicly available cybersecurity training.
- Establish the availability of appropriate cybersecurity training offerings for different target audiences within the public and private sectors.
- Evaluate the availability of appropriate cybersecurity training offerings for cybersecurity professionals and non-cybersecurity professionals and the range of skills development offered.
- Develop specialised training for cybersecurity professionals focusing on required technical and non-technical knowledge, skills and attitudes.
- Ensure appropriate mechanisms are in place for the accreditation of education and training courses delivered to ensure they are aligned with international standards and practices.
- Evaluate the results of provided education and training.
- Evaluate the results of education and training based on the established metrics of effectiveness.

Capacity-building steps

- Assign a task owner to develop and implement a cybersecurity training programme on a national level.

The first stage in developing and implementing a professional cybersecurity training programme at a national level is assigning a task owner within an appropriate government department. The task owner should take the lead in developing and coordinating a national-level programme for professional
cybersecurity skills development, and should work in close collaboration with a range of other stakeholders in designing, implementing and evaluating individual education initiatives. The task owner for professional training and education is often the same as or closely linked to the task owner for primary, secondary and tertiary cybersecurity education (see D3.2 above), although this is not necessarily the case.

Professional cybersecurity development in the US

The US DHS is the lead government department for national cybersecurity, which includes professional cybersecurity workforce development. However, a number of other US government departments are closely involved in this area. In particular, this includes the US Department of Commerce, under which sits the Applied Cybersecurity Division as part of the NIST. The DoD also supports professional cybersecurity development, and the Department of Justice is involved in cybersecurity outreach and education.

- Conduct a cybersecurity training needs analysis for different target audiences within the public and the private sectors in order to identify gaps in publicly available cybersecurity training.

Before developing any initiative that seeks to provide education to cybersecurity professionals, it is important to understand who the term ‘cybersecurity professionals’ refers to, as well as evaluate the degree to which the number and skills of cybersecurity professionals meet the demands of the market. In other words, it is important to understand to whom the terms ‘cybersecurity professional’ or the ‘cybersecurity workforce’ apply, and the degree to which this workforce is able to meet the cybersecurity demands of the public and private sectors.

At a general level, the term ‘cybersecurity professionals’ – who are the audience of any professional education initiative – can refer to both technical and non-technical professionals involved in cybersecurity and information security across private, public and not-for-profit organisations. This includes individuals from private cybersecurity firms, ICT providers, private companies that use IT-intensive processes and infrastructure, government departments that design and operate government e-services, national militaries, universities, private and not-for-profit cybersecurity education providers, and others.

A training needs assessment can be carried out at varying levels of granularity, and will differ according to the area of work within the public and private sectors. For example, a study led by RAND Europe for the European Defence Agency in 2013 identified four target audiences within European militaries for cybersecurity training: generalists, cyber defence specialists, C4 personnel and senior military officials. Each of these four target audiences required different levels of education in cyber defence, as well as different types of education and training activities tailored to increasing their levels of proficiency.

Conducting an initial mapping and evaluation of the cybersecurity workforce to this degree of granularity across all sectors may not be possible within available resource constraints, and so both the area of focus and degree of granularity may be adjusted accordingly.
A number of frameworks have been published that help break down and evaluate a cybersecurity workforce. In particular, NIST in the US has published a detailed framework that defines high-level and specialist categories within a cybersecurity workforce, and provides recommendations for assessing current capabilities and current and future requirements. This is complemented by examples of US government analyses and evaluations of different elements of the cybersecurity workforce, such as the 2013 Information Technology Workforce Assessment for Cybersecurity (ITWAC), which assessed the US government’s cybersecurity workforce composition, capabilities and requirements for further training.

**CyberSeek**

CyberSeek is a data platform and interactive tool that provides users with an up-to-date and detailed overview of the supply of and demand for professionals and jobs in the cybersecurity sector. It tracks cybersecurity job openings and maps this against the supply of cybersecurity workers according to different categorisations of role, and then presents this information by geographic region and on a national level. The tool is not only aimed at policymakers and government, but also employers, job seekers, current workers, students and educators. The tool was developed by three partners: NICE, which is led by NIST under the US Department of Commerce; the Computing Technology Industry Association, which is a not-for-profit trade association; and Burning Glass Technologies, which is a private job market analytics company.

The next stage in developing a national professional cybersecurity education programme is to understand and map both the stakeholders involved in professional cybersecurity education provision, and the existing range and quality of available cybersecurity training. In other words, having evaluated the composition and the needs of the existing cybersecurity workforce (in the previous step), it is then important to assess the degree to which these needs can be met by the existing education provision. This is recommended even in instances when no publicly funded or publicly provided cybersecurity training has previously been offered, as it is possible that other sectors – specifically the private sector, universities and not-for-profit organisations – may have already been providing some form of professional education and development programmes.
A number of multinational private sector companies provide accredited cybersecurity education courses throughout the world. For example, the SANS Institute provides a number of different types of training events, private training courses and online training to companies, government agencies and global enterprises. Courses are offered in areas including cyber defence, cyber penetration testing, digital forensics and cybersecurity management. Professionals are also able to obtain Global Information Assurance Certifications on completion of their courses. The International Council of E-Commerce Consultants, also known as EC-Council, is a second example of an international private sector cybersecurity training body. The EC-Council operates in 145 countries, and offers courses and certification in areas such as Certified Ethical Hacker, Computer Hacking Forensics Investigator, Certified Security Analyst, License Penetration Testing (Practical) and others. By the end of 2017, EC-Council had trained and certified over 200,000 information security professionals, and their courses have been integrated into a number of different public sector career programmes, including the US National Security Agency and DoD, and the Malaysian Military Cyber Security Warfare Department.

By comparing existing training requirements and current and future workforce needs against the available professional education, it is then possible to identify gaps in provision and areas of focus for government-supported professional cybersecurity training. This type of analysis may also help identify possible areas for collaboration and partnership, which may in turn enable a government to use, support and improve – as opposed to duplicate or ignore – the existing provision of cybersecurity training and education across different sectors.

Develop specialised training for cybersecurity professionals, focusing on required technical and non-technical knowledge, skills and attitudes.

Having conducted a gap analysis of existing education programmes, the next stage is to decide on the type of education to be provided by the government, and design the mechanisms and platforms through which this education will be provided. According to results of the initial mapping exercises, the delivery of professional cybersecurity education may be tailored to cover technical cybersecurity areas (including computer science skills development), non-technical elements (including management and policy) and communication (including skills for communicating technical issues to non-technical audiences). Figure 3.2 below presents a visual example of a cybersecurity career path framework for professionals in this field.
Depending on the local context, the government has the option to:

- Provide professional cyber education to the target audience;
- Provide direct support to cybersecurity education delivered by other stakeholders;
- Provide indirect support to new and existing professional cyber education programmes through standardisation and accreditation, educational resources, and facilitation of professional networks.

Expanding on these points in turn, a national government may provide internal (i.e. to government employees) and external cybersecurity training by setting up and running its own cyber training programme. This may be achieved, for example, by establishing a standalone training centre that offers training programmes to cybersecurity professionals.

If available resources and budgets are limited, this option may be difficult for some governments to implement due to the initial investment in resources and expertise required to establish and run a professional cyber education course.

Government-provided courses may be particularly appropriate in specific cases, such as training internal government employees on areas that are sensitive for national security reasons.
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**NATO Cooperative Cyber Defence Centre of Excellence**

Although not developed by one country alone, the NATO CCDCOE is an example of a government-provided initiative which includes professional-level cybersecurity training. For example, the CCDCOE delivers a five-day residential course twice per year for military cybersecurity professionals, and the curriculum includes an overview of the current status of international cyber affairs, an introduction to emerging technical aspects of cybersecurity, and more in-depth sessions on the peacetime international law that governs cyber operations, and the international humanitarian law that applies during armed conflicts that involve cyber operations.452

Providing funding and support to private sector or non-governmental organisations is a second option for establishing and increasing the number of available cybersecurity training programmes. This may include providing funding and support to universities when developing cybersecurity Master’s programmes and vocational courses, or partnering with selected private or not-for-profit organisations who assist the government by providing substantive expertise, methodological experience or tailored cybersecurity training resources.

**Cybersecurity Training Lab at The Fraunhofer Academy**

The Cybersecurity Training Lab was developed by The Fraunhofer Academy and a number of collaborating universities to provide modular, part-time study programmes for cybersecurity managers and industry professionals. By 2017, 19 different Fraunhofer research institutions provided specialist cybersecurity training courses on areas ranging from industrial manufacturing cybersecurity and critical infrastructure protection to software quality assurance and the security of embedded network systems. These training courses are situated within active research institutions to allow theoretical and practical research findings to be incorporated more quickly into teaching programmes.453 The Fraunhofer Academy is part of the Fraunhofer-Gesellschaft, which is a not-for-profit research organisation with 69 institutes and research units across Germany that focus on applied (as opposed to basic) scientific research.454 During the first few years of operation, the Cybersecurity Training Lab received six million euros of funding per year from the German Ministry of Education and Research.455

It can be difficult to know which vendors are capable of providing cybersecurity education to a sufficiently high standard. Evaluation and accreditation of external education providers and professional training courses is therefore important in ensuring confidence and quality in the system.456

A government may also provide indirect support to cybersecurity professional education through a number of different mechanisms and platforms. This is often achieved through the development of an accreditation framework, both for practitioners and education providers, and the provision of open-source resources that provide guidance and tools for cybersecurity employers and employees.
Establishing an accreditation framework is one way in which a government can seek to ensure that cybersecurity professional training is provided to a high standard. Accreditation is the process whereby an external organisation is assessed according to a set of standards – in this instance developed by a government – which outline the requirements for receiving formal recognition of the quality of cybersecurity training and education courses. The development of an accreditation framework begins with the development of a set of standards that should be achieved in order for an organisation to receive accreditation. Once these standards have been developed, a system should be put in place that allows organisations to demonstrate compliance with these standards.

An accreditation framework not only ensures quality and consistent cybersecurity training, but also helps to build confidence in the cybersecurity sector. For both employers and employees, it ensures that a selected training course will increase an employee’s skill level to a required, known and common standard. This assists employers in hiring sufficiently skilled cybersecurity specialists, and in enabling employees to build, confirm and communicate their skill level. Cybersecurity standards and accreditation can also help build cooperation across businesses and across sectors, both on a national and an international level.

International organisations, such as the EU together with ENISA, are currently developing international cybersecurity standards in an attempt to further increase international cybersecurity cooperation.

GCHQ-certified training and APMG-International

The National Cyber Security Centre in the UK – which is part of GCHQ – provides certification for two levels of cybersecurity training courses:

- Awareness-level, which provides beginners with a thorough foundation in cybersecurity;
- Application-level, which provides in-depth courses for professional development.

GCHQ certification is awarded to cybersecurity training courses that meet a set of standards and assessment criteria developed and written by GCHQ. These courses may be provided by the public, private or not-for-profit sectors.

The accreditation process itself is carried out by APMG-International, as opposed to GCHQ. APMG-International is a private sector organisation providing accreditation of professional training and consulting organisations in cybersecurity and resilience. By partnering with APMG-International, the accreditation programme benefits from APMG-International’s assessment procedure, quality control processes, alignment of programmes with international standards and practices, and international recognition.

A national government may also provide free-to-access resources and material to assist businesses and cybersecurity professionals in improving their own cybersecurity capabilities. For employers, this may include information and online tools that help structure their cybersecurity workforces, information on accredited cybersecurity courses and qualifications for their employees, guidance on developing and
implementing cybersecurity ranges, and training resources that allow organisations to deliver their own internal cybersecurity courses. For cybersecurity employees and individual professionals, a government information portal may provide resources that assist in understanding cybersecurity career paths and in finding appropriate cybersecurity training courses, and may also provide educational material that allows individuals to improve their skills and knowledge in their own time.

National Initiative for Cybersecurity Careers and Studies (NICCS)

The National Initiative for Cybersecurity Careers and Studies (NICCS), run by the US DHS, is an online platform that provides cybersecurity education resources that target both professional organisations and individual cybersecurity employees. For cybersecurity employees, the platform provides a comprehensive guide to and catalogue of available professional cybersecurity training in the US, and also offers a free online training tool for government employees and veterans wishing to start or develop a degree in cybersecurity (the Federal Virtual Training Environment, or FVTE). For employers, NICCS offers a Cybersecurity Workforce Development Toolkit, which provides organisations with information, tools and planning templates to help organisations build and develop their cybersecurity workforces. There is also a PushButtonPD Tool, which is targeted at Human Resource Managers in government, and a page for requesting technical assistance on cybersecurity workforce development from the DHS.

MOOCs

MOOCs, or Massive Open Online Courses, are online courses delivered via tailored online platforms that provide training and education to students and professionals. MOOCs are often delivered by elite universities from Europe and the US and promise top-level education, and they often include recorded lectures, supplementary information, worksheets, small tasks, and sometimes formal accreditation. MOOCs are often free and open to access, although a fee is often charged if the course provides formal assessment and accreditation on completion. It has also been observed that MOOCs often experience high levels of enrolment coupled with a low level of completion. There are a wide range of MOOCs available across a number of platforms, including edX, Coursera, FutureLearn, Udacity, OpenUpEd, iversity and Canvas Network. These include courses in cybersecurity and network and information security.

Evaluate the results of education and training based on the established metrics of effectiveness.

The design and implementation of any education initiative should be supported by a subsequent evaluation, the results of which should be used to inform and refine future training and education provision. This should be carried out using appropriate metrics that measure activities, outputs, outcomes and results, and any evaluation should also produce actionable recommendations to inform the development and refinement of future programmes.
Evaluation of activities and outputs is typically easier than an evaluation of outcomes or results. Activities and outcomes are often simple to measure, for example by measuring the number of training courses offered, the number of public-private partnerships or the number of professionals that have completed a cybersecurity training course. Measuring outcomes and results is more difficult, since it requires mapping and measurement of particular training initiatives to improve cybersecurity capabilities. This involves the use of more advanced metrics and evaluation methods. 470

Where possible, the metrics for evaluation should be published openly in order to ensure confidence and transparency in the evaluation process, particularly when evaluating external providers of professional education. 471

Establish a dynamic process of development, implementation and review.

The fast-changing nature of cybersecurity means that workforces must be adaptable and responsive to the emerging technologies, threats and trends. It is therefore important that any professional cybersecurity education programme is not static in its development and implementation. Maintaining an effective evaluation cycle is an important element in ensuring this, but there are other initiatives that may be implemented to help facilitate a dynamic process.

In particular, establishing a network of experts across sectors can facilitate knowledge transfer between research, industry and government. If the government is able to establish partnerships and relationships with stakeholders across the cybersecurity domain, then this network can be used to help adapt training and education content according to new developments and emerging trends.

CAE Community Portal

The CAE Community Portal is a web-powered platform that aims to facilitate the exchange of relevant information, ideas and events between CAE (Centers of Academic Excellence in Cyber Security) institutions. CAE institutions are designated academic institutions in the US that have passed an in-depth assessment for their provision of cybersecurity education and research. The CAE Community Portal provides a single point for resources, news, events and online forums for discussion. 472

It is also important to ensure that sufficient financial resources are assigned to cybersecurity and cybersecurity education, and that the budget allocation for cybersecurity is sufficiently agile to react to emerging changes in requirements. Although all government departments and initiatives are resource-constrained, it is important to ensure that funding and resources are able to support dynamic training programmes that meet the increasing and changing demands of cyberspace.
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**US cybersecurity budget increases**

The US recognised that in order to implement the required cybersecurity initiatives, it had to invest additional resources in the field. The 2017 ‘Budget allocates more than US$19 billion for cybersecurity – a more than 35% increase over the 2016 enacted level. These resources will enable agencies to raise their level of cybersecurity, help private sector organisations and individuals better protect themselves, disrupt and deter adversary activity, and respond more effectively to incidents.'473

**Additional resources**

Dimension 4
Legal and regulatory frameworks
Dimension 4 – Legal and regulatory frameworks

Dimension 4 of the GCSCC CMM looks at a government’s capacity to design and enact national legislation directly and indirectly relating to cybersecurity, including for issues pertaining to cybercrime, privacy and data protection.

This dimension of the GCSCC CMM comprises three factors. The following sections discuss capacity-building steps that national decision makers may implement to build capacity across these issue areas, which are:

1. **D4.1 – Legal frameworks**
   This factor focuses on legislation and regulation frameworks related to cybersecurity, including: ICT security legislative frameworks, privacy, freedom of speech, human rights online, data protection, child protection, consumer protection, intellectual property, and substantive and procedural cybercrime legislation.

2. **D4.2 – Criminal justice system**
   This factor focuses on national capacity to tackle cyber-enabled crimes, including the capacity of law enforcement agencies to investigate cybercrime, the capacity of prosecution services to pursue cyber-enabled crime and use electronic evidence, and the capacity of courts to preside over cybercrime cases and cases involving electronic evidence.

3. **D4.3 – Formal and informal cooperation frameworks to combat cybercrime**
   This factor focuses on national capacity to ensure formal and informal cooperation among domestic actors and with relevant counterparts from outside the country to deter and combat cyber-enabled crime.
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Overview

A legal framework is a set of rules that governs the rights and obligations of government, companies and citizens. It encompasses national legislation, policy, regulations, contracts and – where applicable – a country’s constitution.474

During the 1990s and the early development of the Internet, it was unclear whether additional legislation specific to cybersecurity was required.475 Cyber security, it was argued, was simply another specialised case of general rules and legal principles already governed by existing legislation, meaning that additional cybersecurity-specific legal frameworks would not be required.476 However, experience from the last two decades has demonstrated that while cybersecurity has not developed into a core, independent legal area, it is nonetheless essential on a national and international level to develop distinct legal frameworks that govern the behaviours, processes and actions that arise in cyberspace.477

Broadly speaking, legal frameworks in cybersecurity are developed in the context of either criminal law or the law of armed conflict.478 This factor focuses on the development of legal frameworks within the criminal domain, with a specific focus on cybercrime. In particular, it considers the ways in which legal frameworks are developed to support the detection, investigation and prosecution of cybercrime, while also safeguarding due process, privacy rights and individual freedom of speech. This section does not consider the use of cyberspace within a military context, which is discussed in brief in the D1.5 section of this document.

A criminal law approach seeks to protect citizens, companies and governments from unjust or harmful activity. In cyberspace, this refers to a range of activities including illegal access to computer systems, illegal acquisition or interception of computer data, illegal interference with computer systems or data, fraud, forgery, spamming, copyright and trademark offences, and child pornography offences.479 The development of an effective cybercrime legal framework is an important factor in countering these types of activities, as it provides the legal basis for investigation, prosecution and punishment of harmful or unjust behaviour in cyberspace.480 Without a clear legal basis, it can be difficult or impossible to carry out these functions, which in turn places significant limitations on a country’s ability to effectively secure cyberspace.481

As is the case with many of the issues and challenges falling under cybersecurity capacity building, there is no one-size-fits-all approach to developing an effective legislative framework, but a number of steps can be taken to help improve a country’s legal system. Box 4.1 provides an overview of these capacity-building steps, which are presented in greater detail in the following pages.
Box 4.1: Steps for developing legal frameworks’ capacity to tackle cyber-enabled crimes (D4.1)

- Develop substantive and procedural law that can be applied to cases of cybercrime.
- Ratify regional and international instruments on cybercrime and seek to implement measures contained in these instruments within domestic law.
- Review substantive and procedural law, and ensure processes exist for updating legislation when required.

Capacity-building steps

- Develop substantive and procedural law that can be applied to cases of cybercrime.

When developing national legislation, it is useful to differentiate between different types of law, including substantive law, procedural law and jurisdictional law.

**Substantive law** is a set of rules that define particular activities as illegal. In the case of cybercrime, this refers to activities such as unauthorised access to and interference with computer systems, access to and communication of illegal content such as child pornography and hate speech, and computer-related offences such as online fraud and identity theft.

**Procedural law** refers to the set of rules that govern the way in which the criminal justice system – including law enforcement, prosecution and the courts – is able to identify, investigate and prosecute an individual who has committed a criminal act. Procedural law defines the power that lies with authority, and covers areas including search and seizure procedures and cooperation with third parties.

**Jurisdictional law** defines the set of rules that govern jurisdiction, which is the way in which the power to enforce substantive and procedural law extends across international borders. Jurisdictional law is based on principles of territoriality, nationality, protection and universality.

Beginning with substantive law, it is first useful to understand the degree to which existing legislation covers cases of cybercrime. Many activities defined as cybercrime – such as online fraud, identity theft and hate speech – are not new forms of crime, but rather constitute manifestations of more traditional criminal activity carried out on new, digital platforms. In some instances, existing criminal legislation may be sufficient to define and prosecute cases of cybercrime without any adaptation or extension to existing legal frameworks.

In other instances, however, it may be apparent that existing law is insufficient in defining new forms of cybercriminal activity. In such cases, the process of updating substantive law begins with the recognition
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of an abuse of new technology, or a new abuse of existing technology, and the identification of a gap in the penal code. New legislation must then be drafted to cover this gap.490

Dilemmas in drafting substantive law

A number of dilemmas exist when drafting substantive cybercrime laws. In particular, legislators must decide whether to extend existing laws to cover new forms of cybercrime, or introduce new cyber-specific laws into the national legal framework.491 Legislators must also balance the degree to which new laws are specific or general, with the former allowing the criminalisation of particular crimes, and the latter facilitating greater resilience against future developments and uses of technology.492 Finally, legislators must balance the severity of substantive law against human rights and civil liberties, and introduce sufficient safeguards to protect, for example, freedom of speech and freedom of access to the Internet.493

When developing substantive legislation for cybercrime, it may beneficial to first review existing international standards and legislation in this area to reduce duplication of effort and ensure that legislation being developed is harmonised with international standards.494 This may be achieved through bilateral or multilateral engagement with other countries, or through engagement with international cybercrime legislation and initiatives, such as various resolutions outlined by the United Nations General Assembly and United Nations Office on Drugs and Crime,495 or the Budapest Convention developed by the Council of Europe. Moreover, various support documents and toolkits have been developed by international organisations to assist countries in adapting substantive law, including the World Bank’s Combatting Cybercrime toolkit, which provides a comprehensive overview of legal frameworks and capacity-building steps,496 and the ITU Toolkit for Cybercrime Legislation, which provides sample legislative drafts that may be adapted for particular national contexts.497

In addition to substantive law, procedural law must also be adapted to enable the criminal justice system to detect, investigate and prosecute cases of cybercrime in a fair and effective manner. In the case of cybercrime, procedural law focuses primarily on digital evidence, and defines the laws governing search and seizure procedures, and the way in which digital evidence can be stored, accessed and analysed so that it is admissible in court.

Developing procedural law is typically more difficult than substantive law due to the high level of detail required in administrative proceedings, coupled with the challenge of ensuring that legislation covers new technologies and methods in digital forensics.498
Procedural law and cloud computing

The development of cloud computing has created significant challenges in developing procedural and jurisdictional law. Focusing on the former, the decentralisation of data in cloud storage removes the traditional concept of search and seizure. It removes ‘a location for evidence to be seized’, as fragmentations and copies of evidence exist across multiple servers in multiple jurisdictions. This is compounded by techniques such as ‘virtualisation’, whereby virtual computer resources are created by combining physical hardware that may be located in multiple locations. Designing procedural law that allows law enforcement to search and collect evidence from cloud computing is particularly challenging, and typically relies on cooperating with ISPs who control the cloud storage mechanism, as well as developing specific legal procedures for different forms of digital evidence that may be stored on the cloud.499

As the previous example demonstrates, developing laws that facilitate cooperation with third parties, such as ISPs, is an important element of procedural law in cybercrime, as a substantial amount of network infrastructure is owned and maintained by the private sector. Procedural law should clearly define the types of information that may be required, the processes for requesting this information from third parties, and the mechanisms that may be used to compel third parties to provide this information when requested.500

Finally, it is also important to develop and adapt jurisdictional law, which governs the way in which law enforcement and the criminal justice system can exert and enforce legislative power across different jurisdictions. Traditionally, jurisdiction has been defined by nation states and the sovereign control of territory, and has included jurisdiction over the crime itself, the evidence and the perpetrator.501 The cross-border nature of cybercrime, however, has led to the development of several adaptations to this traditional notion of nation state jurisdiction, including adaptations of territoriality, active nationality, passive nationality, protection and universality.502

A number of different approaches may be taken to enable nation states to manage the jurisdictional complications that arise through international cybercrime, including:503

- Adapting existing legislation to include new principles of jurisdiction (territoriality, active nationality, passive nationality, protection and universality);
- Addressing questions of jurisdiction on a case-by-case basis according to existing legislation;
- Developing formal and informal jurisdiction arrangements with other countries;
- Engaging in regional and international cooperation agreements on cybercrime, many of which include considerations of jurisdiction.
Ratify regional and international instruments on cybercrime and seek to implement measures contained in these instruments within domestic law.

Information and telecommunication systems enable high-speed connection and communication around the world. While this has created numerous benefits for global society, it also enables cybercriminal activity to occur with relative ease across national borders. Unlike more traditional types of crime that occur in a single, real-world location, the perpetrators, victims, computer infrastructure, digital information and software involved in a single cybercrime incident may all be located in different countries that fall under different legal jurisdictions.

When developing national-level legislation for cybersecurity, it is therefore important to consider the international aspects of cybercrime, and where possible incorporate these considerations into national legislation. This can be achieved in a number of different ways, including formal cyber-specific multilateral treaties and initiatives, formal (yet more general) mutual legal assistance treaties (MLATs) and extradition treaties, and through informal collaboration mechanisms such as developing professional networks and standardising information-sharing procedures.504

Countries are largely free to decide which international treaties to join, although legal commitments often become mandatory on joining these treaties, and some treaties within international law are largely unavoidable.505 Engagement in international organisations and treaties is often a political decision, but it can have a number of benefits for countries, such as providing a framework and support for the development of national-level legislation, communicating a statement of intent to internal stakeholders and other states, supporting harmonisation of legislative frameworks across borders, and improving interoperability between states when tackling instances of cybercriminal activity.506

There are a number of important multilateral treaties on cybercrime, including the Budapest Convention, the Arab Convention, the Commonwealth of Independent States Agreement, and the Shanghai Cooperation Organisation Agreement. Although different in their exact construction, these multilateral treaties generally attempt to increase international cooperation and harmonisation through mechanisms including the standardisation of substantive and procedural law, the development of common cybercrime policies, and formal agreements regarding jurisdictional and international cooperation issues.507 In addition, there are a number of different international organisations that support and facilitate the growth of international cooperation, including the International Court of Justice, the International Law Commission, the ITU Global Cybersecurity Agenda, the United Nations Group of Governmental Experts on Information Security, the Council of Europe Convention on Cybercrime, and the EU’s Ministry of Justice.508
There are a number of difficulties in drafting and maintaining legislation in the field of cybersecurity. In particular, it is difficult to ensure that legislation is able to keep up with the speed of contemporary technological development, which includes both new types and ways of carrying out cybercriminal activity, and new methods for law enforcement to detect and investigate instances of cybercrime. It is inevitable that delays will exist between the development of new technologies and the drafting of appropriate security legislation that provides sufficient legal support to the criminal justice system while also maintaining an appropriate balance between security and individual rights.509

There is an important trade-off between legal regulations, human rights and civil liberties. Legal regulations should be sufficiently rigorous in providing security and confidence to a system, but equally, if they are too overbearing then they can restrict innovation and growth, and over-criminalise low-level behaviour in a way that is ultimately counterproductive. Legal systems should also ensure due process is observed at all times, and that privacy, personal data and freedom of expression are safeguarded in a reasoned and balanced manner.510 There are ways of reducing the prevalence of this trade-off by, for example, constructing legislation that differentiates between different sectors and actors, and allowing designated organisations more flexibility where appropriate.511

One way of mitigating some of these difficulties is to develop legislation that is more general in nature, which in turn provides greater flexibility of interpretation when applied to new technologies. This is a form of future-proofing that seeks to ensure existing law can be applied to an unpredictable future, although the inevitable cost of such an approach is a loss of granularity and specificity within the legal system itself.512

It is also important that procedures are in place to allow both substantive and procedural law to be updated when required.513 The process through which laws are changed varies according to individual countries, and an assessment should be made on a case-by-case basis to decide whether existing processes for updating national legislation are sufficient when dealing with cybercrime.

Cybercrime legislation in the UK

In the last 30 years, the UK government has introduced a series of legal acts that tackle new and emerging types of cybercrime. This includes the Computer Misuse Act (1990), the Data Protection Act (1998), the Regulation of Investigatory Powers Act (2000), the Communications Act (2003), the Fraud Act (2006), the Video Recordings Act (2010) and the Criminal Justice and Courts Act (2015).514 For new laws to be passed in the UK, a proposal must be made by the incumbent government, which must then be passed by parliament following several parliamentary stages.515
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Additional resources

D4.2 – Criminal justice system

Overview

The criminal justice system is the mechanism through which a crime is identified and the perpetrator prosecuted and sentenced within an existing legislative framework. More specifically, the criminal justice system encompasses detection of criminal activity, identification of suspects, gathering of evidence, presentation of a prosecution in court, determination of guilt and, where required, application of an appropriate sentence. This is typically carried out through three separate functions: law enforcement, prosecution and the courts. In general terms, law enforcement is primarily concerned with disrupting ongoing criminal activity, and responding to instances of crime through the identification and detention of suspects, and the gathering of evidence to be used in court. It is the role of the prosecutor to determine whether the evidence collected by law enforcement is sufficiently rigorous to warrant a court case, and if so, to present this evidence in court with the aim of achieving a conviction. Finally, it is the role of the courts – specifically judges, magistrates and justices of the peace – to assess the case presented by the prosecution and the defence, and, together with a jury, decide on guilt, sentencing, appeals, bail and the protection of the rights of the defendant. Although there are variations between national criminal justice systems, this approximate structure and delineation of tasks is widely applicable not only to general cases of crime, but also specifically to cybercrime.

The precise definition of cybercrime varies between countries, organisations and academia, with disagreements arising due to differences in the scope, specificity, context and role of a definition. In particular, cybercrime can be defined using either a narrow understanding, where the term cybercrime is restricted to sophisticated attacks against software or hardware, or in a broader sense, where cybercrime includes traditional crimes that are committed through the use of ICT. In this section, a broader definition is applied, with cybercrime understood as ‘any crime that is facilitated or committed using a computer, network or hardware device’ where a ‘computer or device may be the agent of the crime, the facilitator of the crime, or the target of the crime.’

Cybercrime not only refers to traditional crimes such as fraud and identity theft that are carried out on new technology platforms, but also the development of new types of crime that only exist on computer and network systems. This includes a range of different types of criminal activity, including: offences against the confidentiality, integrity and availability of computer data and systems, such as illegal access, illegal data acquisition and systems interference; content-related offences, such as child pornography, online hate speech and the distribution of libel information; copyright- and trademark-related offences; computer-related offences, such as fraud, forgery and identity theft; and combination offences, such as cyberterrorism, cyber-laundering and phishing.

Cybercrime has existed in some form since at least the 1960s and the introduction of transistor-based computer systems, although in recent years the variety, frequency and impact of cybercrime has increased considerably. This is due in part to an increased use of and reliance on computer and network systems across industry, government and the general public, as well as the increased availability of cheaper and more powerful hardware and software such as encryption technology, online anonymisation platforms and systems that enable automated cyber-attacks.
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Tackling cybercrime through an effective criminal justice system is an important element in maintaining the security and functioning of information and communication technologies, and maintaining trust in the institutions and platforms that rely on these systems. Tackling cybercrime, however, poses a number of unique challenges for law enforcement, prosecutors and the courts that are not encountered when dealing with more traditional forms of criminal activity. In particular, the use of technology to facilitate, transform and create new types of criminal activity requires additional legislation, new types and methods of processing evidence, new methods of investigation, and new considerations when presenting and deciding on cybercrime cases in court. This is further compounded by the rapid pace of technological development that enables cybercrime, and the geographical detachment between the perpetrator(s) and victim(s) of a cyber-attack, who may be located in different countries that fall under different jurisdictions and legal frameworks.

In spite of these difficulties, it is possible for a country to improve the effectiveness of its criminal justice system in tackling cybercrime. The following section outlines a series of steps that may be taken to enable an existing criminal justice system to tackle cybercrime in a more effective manner, although it should be noted that these steps do not consider the role of cybercrime legal frameworks, which is covered in D4.1 above, nor the value of formal and informal cooperation, which is discussed in D4.3 below.

Box 4.2: Steps for developing a criminal justice system’s capacity to tackle cyber-enabled crimes (D4.2)

- Assign a task owner and develop a cybercrime strategy.
- Establish institutional capacity in law enforcement agencies to investigate cybercrime cases and preserve digital evidence for court proceedings.
- Establish institutional capacity in prosecution and court services so that they are able to deal with cases of cybercrime.
- Collect and analyse data and trends on cybercrime and the criminal justice system.
- Establish specialised cybercrime units within law enforcement agencies.
- Implement a process for continued improvement.

Capacity-building steps

- Assign a task owner and develop a cybercrime strategy.

Assigning a national-level cybercrime task owner is an important initial step in developing cybercrime capabilities within the criminal justice system. It is the role of the task owner to develop the overall strategic direction with regards to countering cybercrime, and coordinate the implementation of this strategy across the different elements of the criminal justice system. Cybercrime and the criminal justice system cover multiple different functions of government, including cybersecurity, law enforcement and the judicial system. A government department that interacts with each of these areas may be best placed to become the overarching cybercrime task owner.
In the UK, overall ownership of cybercrime is held by the Home Office, which is the government department that oversees immigration, law enforcement and domestic security. The Home Office works in close collaboration with a number of other government departments in countering cybercrime, including the Cabinet Office, which is also responsible for the National Cyber Security Strategy, the National Crime Agency, which is the lead government department for cybercrime law enforcement, and the Ministry of Justice, which is the lead government department for substantive and procedural legislation, and the administration of the courts system. Strategic direction for combating cybercrime has been outlined in a standalone strategy – comprising the Home Office’s 2010 Cyber Crime Strategy and 2013 Serious and Organised Crime Strategy – which is supported by the Cabinet Office’s National Cyber Security Strategy and the Ministry of Justice’s strategy for Transforming the Criminal Justice System.

A strategy for combating cybercrime should outline the aims and ways in which the institutional capacity (including technical and human capacity, infrastructure, training, funding, and processes of improvement) can be increased to enable law enforcement to better detect and respond to cybercrime incidents. A cybercrime strategy may form a standalone document, or be incorporated into broader cybersecurity or serious crime strategies. Given the range and complexity of the topic, it is likely that the overarching task owner will need to work closely with and distribute responsibilities to other, more specialist government departments, such as those that govern law enforcement or the legal system.

Before developing a national-level cybercrime strategy, it is advised that a country carries out an assessment of existing threats, and evaluates the existing capabilities of the criminal justice system. A number of tools have been developed to assist this assessment, including examples from the EU, the ITU, the United Nations and the World Bank. These resources are listed at the end of this section.

As described in the introduction to this section, law enforcement agencies are involved in both the detection of criminal activity and the response to crimes that have already occurred. When applied to cybercrime, this translates to the detection of cybercrime and the development of digital forensic capabilities that allow digital evidence to be obtained, stored and analysed in a manner that maintains its authenticity, integrity and reliability.
Beginning with cybercrime detection, instances of cybercrime may be reported by victims (including individuals, companies and ISPs) and by CSIRTs, although independent police methods may also be used to uncover criminal activity. To increase the rate and quality of reporting, a centralised reporting tool may be set up which enables victims to communicate instances of cybercrime directly to law enforcement.

A broader discussion of reporting mechanisms, their purposes and ways in which they can be established is included in Section D2.4 of this document.

A number of active detection techniques and systems may also be implemented and assist law enforcement agencies in identifying instances of cybercrime. These include tripwires, configuration-checking tools, honey pots, anomaly-detection systems and operating system commands.

When implementing intrusive detection techniques, it is important to consider the implications for personal privacy, human rights and civil liberties, as well as conforming to national and international legislation. To preserve these rights and maintain trust and integrity in the criminal justice system, it is important that any security measures are balanced against individual and collective protections.

In addition to detecting crime, it is also important for law enforcement agencies to develop digital forensics capabilities that allow officers to obtain, store and analyse digital evidence in a manner that maintains its authenticity, integrity and reliability.

The term digital evidence refers to any form of information that is stored in binary units, and that is accessible via computational software or a specific piece of code. This includes digital photographs, spreadsheets, website pages, email messages, intercepted mobile phone calls, operating system event logs, and a large number of other digital formats. In contrast to traditional sources of evidence, digital evidence does not exist in the physical world, but instead is stored and accessed through digital devices including computers, smart phones, WiFi routers and smart devices. It is independent from hardware, which in turn introduces an inherent fragility into digital evidence as it may be copied, edited and erased on any number of compatible hardware devices.

Digital forensics is ‘the process by which information is extracted from data storage media, rendered into a useable form, and processed and interpreted for the purpose of obtaining intelligence for use in investigations, or evidence for use in criminal proceedings.’ In other words, digital forensics refers to the way in which data is recovered, analysed and presented within the criminal justice system. In the recovery stage, digital evidence is typically recovered by creating a forensic image, which is a digital copy of a hard disk (or partition of a hard disk) that may be analysed and used as evidence in court. The analysis stage includes mounting this forensic image onto local hardware, reducing the search space, and searching for relevant digital evidence within the image, including deleted data. This should recorded within a chain of custody (see below) so that the evidence can be presented and accepted in court.
Digital forensic capabilities are important both in the initial search and seizure of digital evidence by frontline officers, and in the subsequent analysis and presentation of evidence in court by digital forensics specialists.

Beginning with the first of these two areas, digital forensic techniques should be carried out by frontline officers to ensure that digital evidence is obtained in a manner that is compliant with procedural law, and that ensures the authenticity, integrity and reliability of the digital information. As discussed in Section D4.1 above, procedural law for search and seizure processes is often adapted for cases of cybercrime, and in some instances may not permit the removal of physical evidence (i.e. hardware) from a crime scene. Frontline officers may therefore be required to copy data from hardware onto external storage devices at a crime scene. This should be completed in compliance with procedural law, and in a manner that enables further forensic analysis and future presentation as evidence in court.

A failure to collect evidence from a crime scene according to procedural law can render the evidence inadmissible in court. Frontline officers therefore play an important role in ensuring that digital evidence can be used throughout the remainder of the criminal justice system.

Digital evidence is not only collected at the physical crime scene, but also through remote digital forensics methods, and through close collaboration with third parties including ISPs. This may involve voluntary or involuntary cooperation with the third party, and may include subscriber information, communication logs and, where appropriate, the content of digital files and communication messages.

Digital forensics capabilities should also be developed so that law enforcement agencies are able to process, interpret and analyse digital evidence once it has been recovered from a crime scene. This not only relies on sufficient technical capacity, but also requires sufficient human capital in the form of digital forensic specialists, who are able to implement digital forensics techniques as part of a criminal investigation.

Digital forensics is a technical field that requires trained individuals with a strong computer science and programming background. Digital forensic specialists should have a detailed understanding of computer security vulnerabilities and the latest intruder tools, and be able to apply digital forensic tools while maintaining a digital chain of custody. Specialists should also have an understanding of cryptography and steganography, and be able to present evidence in court as an expert witness.
A digital chain of custody is a chronological record of digital evidence from the moment of recovery at a crime scene to the presentation of this evidence in court. This record typically includes the signature of the object, the identity of all parties with access to the evidence, the location where the evidence is stored, the timestamp of any access to the evidence, and descriptions of all transactions with and access to the evidence. Maintaining a chain of custody can be particularly difficult for digital evidence for a number of reasons, including difficulties in tracing the activity of individuals once they have access to the evidence (including duplication and transferring of evidence), and difficulties in recording all types of analysis applied to the data, particularly when accessing and analysing remotely. Ensuring a robust chain of custody is essential in maintaining the integrity of digital evidence so that it can be presented in court.

In order to improve the capacity for digital forensics within a law enforcement agency, both in frontline officers and in digital forensic officers, a number of measures can be implemented, including the following:

- Provide regular training for frontline officers on procedural law and methods of digital evidence recovery at a crime scene.
- Hire professionals with a computer science background, and ideally with some training in digital forensics.
- Provide regular training to cyber forensics specialists as part of a systematic training and development programme.
- Ensure sufficient technical tools and equipment are available to cyber forensics specialists through coordinated procurement mechanisms.
- Develop a single, national-level digital evidence database and management system that stores all digital evidence in a central repository, and records metadata as part of the digital chain of custody.
- Develop clear digital chain of custody procedures that are clearly communicated across the criminal justice system.
- Standardise the procedures and guidelines for handling and sharing digital information, ideally in line with international guidelines to enable cross-border cooperation.

Training for cyber forensics personnel should not only address the technical skills required in investigating instances of cybercrime, but also provide an overview of the management of criminal investigations, and present the functions and ways of cooperating with various stakeholders involved in countering cybercrime, including ISPs, cybercrime reporting platforms, and private cybersecurity firms.
In addition to internal training provided within UK law enforcement agencies, cyber forensics training courses are also provided by private sector firms, not-for-profit organisations and academic institutions. For example, a range of different cyber forensics courses are available through the College of Policing, including courses on data recovery and analysis, digital forensics management, and advanced Internet digital forensics. The College of Policing is a not-for-profit police professional body. A range of master-level qualifications are also available in digital forensics at UK universities, including an MSc in Digital Forensics at Cranfield University and an MSc in Computer Forensics at the University of South Wales. These courses are certified by the UK National Cyber Security Centre, which is part of GCHQ.

Cyber forensics training and development is also provided by multinational organisations, such as Europol, INTERPOL and ASEAN. Training courses provided by multinational organisations may be particularly useful in countries where the domestic provision of cyber forensics training is limited.

- Establish institutional capacity in prosecution and court services so that they are able to deal with cybercrime cases.

In addition to law enforcement agencies, it is also important to build institutional capacity within the prosecution and judicial systems to enable the trial and conviction of cybercrime offences.

As discussed in the introduction to this section, it is the role of the prosecution service to determine whether a case should be tried in court, and to present the case supported by both digital and traditional forms of evidence. Both prosecutors and attorneys should develop sufficient understanding of both the procedural and substantive law surrounding cybercrime to carry out these functions. This can be achieved through a number of mechanisms, including specialised training within the prosecution service, the facilitation of the exchange of information and good practice between prosecutors and judges, and the publication of central legal guidance on cybercrime to facilitate an understanding of cybercrime and the supporting legislative framework.

Similarly, for the judicial system, both judges and magistrates preside over cases of cybercrime in the courts, and an awareness of the different types of cybercrime is required alongside an understanding of digital evidence, and an appreciation of sentencing options available for convicted cases. This may be developed through specialised training courses, and facilitated through information sharing between prosecutors, judges and different judicial systems.
Cybercrime specialist units may be established in law enforcement agencies, and in some instances in prosecution services, but they are not advised in judicial systems. The near-ubiquitous nature of technology means that almost all court judges will have to consider cybercrime on a somewhat regular basis. In place of specialised units, it is advised that a selection of judges initially receive specialised training on cybercrime, and these individuals then act as focal points for information and knowledge-sharing within the judicial system.571

Cybercrime training topics for judges

Cybercrime capacity training in the judicial system should cover a range of topics, including: 572

- The legal implications of cybersecurity in relation to criminal laws;
- The legal framework on cybercrimes;
- The legal issues relating to information security, data protection and security standards;
- The legal issues relating to cybersecurity and the nature of cybercrimes;
- Procedural law and legal procedures governing cyber prosecution;
- The legal issues surrounding computer privacy and data protection principles, including cross-border data flows;
- The legal issues on admissibility of digital evidence;
- Judicial considerations and case studies;
- Criminal law and copyright law (including piracy and other related offences).

- Collect and analyse data and trends on cybercrime and the criminal justice system.

Once institutional capacity is established across the criminal justice system, it may be useful to begin collecting statistics on incidences of and responses to different forms of cybercrime. These statistics can be used to monitor emerging trends in cybercriminal activity, and highlight particular areas of importance for the criminal justice system. When collected over a number of years, these statistics can also be used to monitor the degree to which reporting platforms are used, and evaluate the performance of law enforcement agencies, prosecutors and the judicial system in identifying and convicting individuals who are involved in cybercrime.573
Cybercrime statistics cover criminal activity that is detected or reported to law enforcement agencies, but there are a number of factors that contribute to the under-reporting of such incidents. For example, private companies are often unwilling to report instances of cybercrime due to fears of damage to their commercial reputation. Moreover, cybercrimes that target individual citizens through automated processes are often small in value but large in scale (i.e. number of people targeted). The reluctance of individual victims to report small-scale cybercrimes can lead to a significant underrepresentation of the scale of these instances. When analysing cybercrime statistics, it is often unclear whether the number of unreported crimes is significant, which in turn reduces the strength and validity of any statistical analysis.574

Once an initial institutional cybercrime capacity is developed within national law enforcement, it may be beneficial to establish specialised, dedicated law enforcement units that focus exclusively on cybercrime.575 A number of different types of specialised units may be established, including investigative cybercrime units, high-tech crime units, computer forensic units, central coordinating units, crime-specific units (such as counter-fraud, counter-illicit content, etc.), and specialised prosecution units.576 Specialist cybercrime units facilitate the development of more advanced knowledge and skills, as they allow employees to focus on specific areas of criminal activity and also attract specialists with an interest in a particular field of law enforcement. Specialist law enforcement units are particularly useful when tackling large and/or complex cybercrime cases.577 However, due to the widespread integration and use of ICT, it should be expected that non-specialised law enforcement units will still be required to deal with criminal activity that involves ICT.578

Netherlands High-Tech Crime Team
In 2007, a High-Tech Crime Team was established in the Dutch national police, initially with 15 employees but quickly rising to 120 employees by 2014. However, despite these increases in personnel and resources, the team were only able to respond to a small proportion of the reported cyber-attacks, and the majority were left untouched. To help resolve this shortfall in capacity, the investigatory capacity of the High-Tech Crime Team was extended to general investigatory teams in regional police units, meaning that regional teams were now tasked with carrying out cybercrime investigations. To ensure sufficient capacity within these teams, continued support was provided by digital experts, and in time these regional teams have formed their own dedicated teams of cyber investigators. This approach has meant that small incidents are dealt with on a local level, which allows the central High-Tech Crime Team to focus on larger, more complex cases.579
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Implement a process for continued improvement.

It is important to periodically review the institutional capacity of law enforcement, prosecution and the court system based on an assessment of the effectiveness of their work. This is typically based on the continuous collection and analysis of statistics and the use of quantitative and qualitative performance metrics to measure performance against strategic goals, such as those presented in the case study below. There are few examples of pre-existing evaluations of criminal justice systems and their effectiveness in tackling cybercrime, although general frameworks for evaluation of criminal justice initiatives do exist and may be applied in this area. For example, the government of Queensland (Australia) issued a criminal justice evaluation framework, which is referenced along with other relevant resources at the end of this section.

UK strategic goals vis-à-vis cybercrime

In the UK National Cyber Security Strategy 2016–2021, the UK government identifies a number of metrics for measuring success in tackling cybercrime, namely:

1) Implement a greater disruptive effect on cybercriminals attacking the UK, including higher numbers of arrests and convictions, and larger numbers of criminal networks dismantled as a result of law enforcement intervention.

2) Improve law enforcement capabilities, including greater capacity and skills of dedicated specialists and mainstream officers, and enhanced law enforcement capability among overseas partners.

3) Improve the effectiveness and scale of early intervention measures to dissuade and reform offenders.

4) Observe fewer low-level cyber offences due to more effective preventative measures.

Additional resources

D4.3 – Formal and informal cooperation frameworks to combat cybercrime

Overview
This factor looks at national capacity to ensure formal and informal cooperation among domestic and international actors to deter and combat cybercrime. Cybercrime is often considered an international or transnational issue, given the tendency of criminals to exploit the jurisdictional boundaries of the global Internet. Criminals use the infrastructure of the Internet to perpetrate crimes internationally, far from the sovereign reach of law enforcement agencies in the places where the crime is committed. In order to protect the confidentiality, integrity and availability of data and IT systems, stakeholders from around the world have entered into formal and informal cooperation frameworks.

Box 4.3 provides an overview of capacity-building steps for increasing national capacity to cooperate in the tackling of cybercrime through formal and informal mechanisms.

Box 4.3: Steps for developing or joining formal and informal cooperation mechanisms to combat cybercrime (D4.3)

- Join formal international cooperation mechanisms to prevent and combat cybercrime through its detection, investigation and prosecution, and facilitate the development of informal cooperation mechanisms to aid the exchange of information on cybercrime issues.
- Establish effective informal cooperation mechanisms and clear communication channels between private sector actors and law enforcement agencies.

Capacity-building steps

- Join formal international cooperation mechanisms to prevent and combat cybercrime through its detection, investigation and prosecution, and facilitate the development of informal cooperation mechanisms to aid the exchange of information on cybercrime issues.

Criminals have increasingly exploited the cross-border nature of cyberspace to carry out cybercrimes, posing jurisdictional issues for actors and stakeholders involved in tackling them. Consequently, in order to combat cybercrime, a significant degree of international cooperation has become increasingly necessary for governments, international organisations and private sector actors affected by this phenomenon. Figure 4.1 provides a visual overview of the sort of information such cooperation platforms should be used to share.
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Figure 4.1: Information sharing in the international fight against cybercrime

![Diagram showing information sharing in the international fight against cybercrime]

SOURCE: WEF (2017)

International cooperation in the fight against cybercrime occurs through both formal and informal mechanisms. Establishing and joining formal cooperation mechanisms in the fight against cybercrime can help states address a number of problems which would otherwise hinder their ability to pursue cybercriminals, including:

1. National criminal laws that are inadequate to combat cybercrime as they do not deal with this phenomenon or do not allow for the degree of transnational cooperation required in this context;
2. Procedural powers not equipped to combat cybercrime;
3. Lack of enforceable mutual legal assistance provisions.

Furthermore, even for countries that have fully developed legislative frameworks and procedural powers to deal with cybercrime at the national level, international cooperation mechanisms help ensure the interoperability of their provisions with those of other states.

Formal international cooperation comes in various forms and can employ a range of different mechanisms, including cybercrime-specific multilateral treaties, MLATs, extradition treaties, and law enforcement cooperation agencies and organisations. These instruments are discussed below alongside examples of their use and implementation.

Cybercrime-specific multilateral treaties

The purpose of international treaties is to encourage cooperation among signatories on a particular matter. Recent years have seen a wealth of cyber-focused treaties and international agreements, including ones specific to cybercrime.
### The Convention on Cybercrime

The Convention on Cybercrime, also known as the Budapest Convention, was devised by the Council of Europe and represents the first international treaty addressing cybercrime. The Budapest Convention contributed to the harmonisation of international laws on cybercrime by introducing a comprehensive set of rules focusing on substantive, procedural, jurisdictional and international cooperation. The Budapest Convention is legally binding for its signatories, which can include countries that are not part of the Council of Europe, provided that an invite to accede to the Convention is issued by its members.

### Mutual Legal Assistance Treaties

MLATs are treaties, both binding and non-binding, into which two or more states enter to collaborate in the fight against cybercrimes by gathering and exchanging information. The use of MLATs has contributed in several regions to the development of interoperable legislative standards, as states joining such agreements were first required to develop domestic legal frameworks and measures on which MLATs could build and act.

### Extradition treaties

Extradition treaties are instruments designed for enabling a state wishing to prosecute a crime to obtain the required jurisdiction over its perpetrator. Measures providing for extradition are sometimes embedded in multilateral treaties, such as those discussed above, but may be also the subject of separate, ad hoc agreements. Extradition treaties establish mechanisms whereby a state commits to honouring a warrant issued by another state, taking wanted individuals into custody and ensuring their transfer to the requesting state.

### International law enforcement cooperation agencies and organisations

International law enforcement cooperation agencies and organisations, such as INTERPOL, are designed to enable police forces from across different countries to collaborate on a range of different issues.
European Cybercrime Centre (EC3)  
EC3 was first established in 2013 to bolster law enforcement efforts in cyberspace and to help protect European citizens, businesses and governments. As part of Europol, EC3 serves all EU Member States, institutions and agencies. Furthermore, Europol is able to enter into agreements with third countries and international organisations to enhance its cooperation capacity. This is done through bilateral partnership agreements. EC3 also connects with a range of companies, professional bodies and NGOs.

INTERPOL  
INTERPOL uses its unique role to work with law enforcement agencies to investigate crimes on a cooperative level. With 190 member countries, INTERPOL enables cooperation between law enforcement agencies when diplomatic relations do not exist between governments. By working with private industry, INTERPOL is able to provide local law enforcement with cyber intelligence from a variety of sources around the globe. INTERPOL also established a Global Complex for Innovation (IGCI) in Singapore in 2015. The IGCI is a cutting-edge R&D facility for the identification of crimes and criminals, innovative training, operational support and partnerships. The IGCI focuses on cybercrime, including through (i) a forensics laboratory to support digital crime investigations; (ii) research activities to test protocols, tools and services and to analyse trends in cyber-attacks; (iii) the development of practical solutions to cybercrime in collaboration with police, research laboratories, academia and the public and private sectors; and (iv) addressing issues such as Internet security governance.

Looking beyond the frameworks and mechanisms established by formal cooperation mechanisms, states looking to cooperate in the fight against cybercrime should further their participation in and contribution to informal cooperation mechanisms. For the purpose of cooperation among states, informal cooperation mechanisms comprise the use of 24/7 contact networks. Countries should establish a list of directly reachable 24/7 contact points to be shared with partners and allies. Contact points should be able to collaborate with international partners, having an understanding of how different laws, mechanisms and regulations on cybercrime interact at the national and international levels, and having the required operational and technical knowledge necessary to handle an unfolding cybercrime case. These mechanisms and networks do not replace MLATs and other formal instruments for obtaining assistance, but rather enhance and supplement traditional methods in a context where investigators may be required to act very quickly to preserve electronic data and locate suspects.
G8 24/7 Network for Data Preservation

The G8 24/7 Network for Data Preservation is an informal collective set up to help facilitate quick response to international cybercrime investigations. The Network was established in 1999 by the G8 and currently brings together 70 specialist points of contact. The network is used in instances requiring urgent international assistance on investigations involving electronic evidence.

- Establish effective informal cooperation mechanisms and clear communication channels between private sector actors and law enforcement agencies.

In addition to international cooperation among states and law enforcement agencies, the nature of cybercrime requires that effective cooperation and partnership mechanisms be established among public and private sector actors. Part of the infrastructure on which the cyber environment relies for its functioning is developed or controlled by non-state actors, whose involvement may be necessary as regards issues of access to data and digital forensics. For example, law enforcement investigations into cybercrime would not be possible without the cooperation of ISPs to access the identity of a customer who used a known IP address at a specific time, or the identification of the IP address used by a customer of an ISP whose identity is already known. The effective use of informal cooperation mechanisms and clear communication channels enables law enforcement to bring criminals to justice.

Law enforcement agencies may establish a working group to better engage with ISPs and other industry leaders in the IT sector. The function of the working group could be to:

- Establish common, specific guidelines for positive engagement and cooperation, rather than confrontation, between law enforcement and service providers.
- Encourage information exchange to strengthen their capacity to identify and combat emerging types of cybercrime.
- Provide assurance that the partnership will not infringe any legal rights for industry or interfere with any legal powers on the side of law enforcement.

Within the working group:

- Limits of cooperation should be predicated on the protection of fundamental rights of citizens according to internationally agreed human rights and fundamental agreements.
- The cooperative arrangement should enforce privacy and data protection standards at the domestic level, as well as in relation to cross-border data exchange.
- The financial impact of activities should be fairly distributed, and the subsequent costs of such agreements born by either party should be considered when responding to requests from each party.
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To this end, information-sharing communities and platforms already exist. These are initiatives that bring public and private sector stakeholders affected by cybercrime together in a secure environment to better coordinate their activities and benefit from their respective strengths and expertise. Within these platforms, law enforcement agencies should operate with cognisance of the practical challenges and concerns of private sector institutions (e.g. confidentiality of information provided) that may otherwise stimulate under-reporting of cybercrime incidents. Reporting of cybercrime should be further incentivised, for example by allowing private sector organisations to report attacks confidentially. Increased reporting of cybercrime activities can, in turn, benefit private sector actors as well as facilitating law enforcement investigation activities and improving remediation and risk-management approaches.

**Cyber Security Information Sharing Partnership (CiSP)**

CiSP is a joint industry and government initiative set up to exchange cyber threat information in real time in a secure, confidential and dynamic environment. The initiative is designed to increase situational awareness and reduce the impact of cybercrime on UK business. Benefits for CiSP members include:

- Engagement with industry and government counterparts in a secure environment;
- Early warning of cyber threats;
- Ability to learn from experiences, mistakes and successes of other users and seek advice;
- An improved ability to protect their company network;
- Access to free network monitoring reports tailored to organisations’ requirements.

Further to information-sharing communities and platforms, a number of private sector companies have also launched internal projects and taskforces that aim to tackle cybercrime or vulnerabilities exploited by criminals. Law enforcement agencies and other public sector stakeholders engaged in cybercrime-related activities should be cognisant of such programmes and establish cooperation mechanisms with them.

**Microsoft Digital Crimes Unit (DCU)**

Since 2010, Microsoft has worked with law enforcement and industry in the fight against cybercrime. The DCU is an international team of attorneys, investigators, data scientists, engineers, analysts and business professionals based in 30 countries working on cybercrime issues and leveraging innovative approaches and technology solutions for this purpose. The DCU’s activities focus on disrupting malware, reducing digital risk, and protecting vulnerable populations.
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Additional resources

<table>
<thead>
<tr>
<th>Source</th>
<th>Publication</th>
<th>License</th>
</tr>
</thead>
</table>
Dimension 5
Standards, organisations and technologies
Dimension 5 of the GCSCC CMM considers the use of formal standards, international guidelines and information controls to help develop a secure, open and resilient cyber ecosystem.

A large body of literature is constantly evolving on the topics of technical information controls, Internet protocols, cryptographic standards, and cybersecurity compliance, auditing and certification processes. In order to build capacity in these areas, it is advisable to refer to the latest version of official vendor documentation and the state-of-the-art standards due to the rapid pace of technological development.

This dimension of the GCSCC CMM comprises seven factors. The following sections discuss capacity-building steps that national decision makers may implement to build capacity across these issue areas, which are:

1. **D5.1 – Adherence to standards**
   This factor focuses on adoption of and adherence to international standards and good practices in cybersecurity, risk management, procurement and software development.

2. **D5.2 – Internet infrastructure resilience**
   This factor focuses on the availability and resilience of national Internet services and infrastructure, as well as the security processes underpinning their maintenance.

3. **D5.3 – Software quality**
   This factor focuses on securing coding practices to reduce the prevalence of vulnerable software code across the public and private sectors, as well as policies and mechanisms for ensuring adequate software updating and maintenance.

4. **D5.4 – Technical security controls**
   This factor focuses on the technical security controls to achieve security in cyberspace through the adoption of international standards and good practices.

5. **D5.5 – Cryptographic controls**
   This factor focuses on the use at national level of cryptographic and secure communications for data at rest and data in motion, and the adherence of national practice with international standards.

6. **D5.6 – Cybersecurity marketplace**
   This factor considers the cybersecurity marketplace, looking at the availability and development of competitive cybersecurity technologies, and the availability and uptake of cybersecurity insurance.
7. **D5.7 – Responsible disclosure**  
This factor focuses on capacity and mechanisms for the responsible disclosure of cyber intrusions and vulnerabilities.
D5.1 – Adherence to standards

Overview

This factor looks at adoption of and adherence to international standards and good practices in ICTs, cybersecurity, risk management, procurement and software development. Adherence to international standards is a challenging task, given the rapid pace of technological development and near-constant struggle to implement the latest guidelines. The benefits of adhering to international standards are clear, since they ensure a minimum security level among international stakeholders, reduce complexity and increase the resiliency of systems. Standards also have the effect of lowering the barriers to trade and thereby open up new foreign markets and enable economic growth. The challenge for standards organisations is to achieve consensus among their own members while producing globally acceptable standards. Compounding the difficulty of this challenge, almost all ICT standards are voluntarily adopted. Few standards are mandated by law, and businesses, industry, government and even private citizens should therefore be incentivised to practice and implement standards and guidelines.

Another challenge stems from the multiple meanings of the term ‘standards’. The meaning of the term will differ depending on the context – i.e. whether they are standards in a technical document to implement cryptographic standards for user authentication, a standard to be audited or certified against, or standards of behaviour for states in the international arena. Indeed, common definitions, terminology and spelling are just as integral to the interoperability of information systems as joined-up government.595

This section gives national standards leads and policymakers practical steps to implement ICT guidelines and realise the economic benefits of global standards. Box 5.1 provides an overview of the steps proposed, which are discussed in more detail below.

Box 5.1: Steps for increasing national adherence to ICT standards (D5.1)

- Identify baseline ICT security, cybersecurity and risk-management standards and promote their adoption across the public and private sectors.
- Establish or nominate a task owner body within government responsible for assessing the level of adoption of identified ICT security standards through metrics.
- Establish secure procurement practices that meet international ICT guidelines, standards and good practices.
- Establish a government programme for promoting and monitoring the adoption of relevant standards in software development, for both public and commercial systems.
- Promote the continuous enhancement of ICT security standards and explore their applicability to address risks within the supply chain for critical infrastructure.
- Contribute to the work of international standards bodies.
- Contribute to the ongoing work on norms and international governance of cyberspace.
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Capacity-building steps

- Identify baseline ICT security, cybersecurity and risk-management standards and promote their adoption across the public and private sectors.

Standards and guidelines should be continually adopted in order to benefit from best practice and the economic advantages of global coordination. All governments, businesses and institutions have a role to play in adopting voluntary and common ICT security, technology, cybersecurity, and risk-management standards and protocols, such as those published by ISO and the International Electrotechnical Commission (IEC).

In order to build capacity in the area of ICT standards, stakeholders should consult the state-of-the-art versions of standards and guidelines by standards developing organisations (SDOs). A number of general resources for building capacity in cryptographic controls are listed at the end of this dimension. Specific documentation should be sought out from the following SDOs:

- **International Organization for Standardization and the International Electrotechnical Commission**
  - ISO and the IEC produce a range of standards for cryptographic schemes to support their implementation by global stakeholders. Both organisations are private and voluntary; their members are national standards bodies.

- **National Institute of Standards and Technology**
  - NIST aims to produce strong and effective cryptographic standards and guidelines that are globally accepted and trusted by its stakeholders, with its primary stakeholder being the US federal government.

- **International Telecommunication Union – Telecommunication Standardization Sector (ITU-T)**
  - ITU-T is one of three ITU units, which coordinates standards in telecommunications. Standardisation work is carried out by technical Study Groups where representatives of ITU-T develop recommendations (i.e. standards) for the various fields of international telecommunications.

- Further to the above, there are a number of other SDOs which are relevant for ICTs, such as the Internet Engineering Task Force, Institute of Electrical and Electronics Engineers (IEEE) and the World Wide Web Consortium.

The production of standards by SDOs is typically the result of consensus among national leads from standards organisations and international experts. The resulting standards can be implemented by any organisation, large or small. The implementation of standards provides specific and repeatable steps that organisations can implement to achieve their goals or objectives as they relate to information security. The adoption of relevant ICT security, cybersecurity and risk-management standards should be promoted across the public and private sectors. Relevant standards that organisations and institutions could focus on include:
D5.1 - Adherence to standards

- **ICT security standards:**
  - ISO/IEC 27001 – Information security management systems: The standards set out the requirements for an organisation establishing, implementing, maintaining and continually improving an information security management system.
  - NIST Special Publication 800-14 – Generally Accepted Principles and Practices for Securing Information Technology Systems: The publication provides a high-level description of what should be incorporated within a computer security policy.
  - ITU-T Security Compendium: The compendium lists all the ITU-T security-related recommendations on approved, new and revised ICT security measures.
  - The ITU has a database of existing, approved ICT standards which are available for download by the original SDO.

- **Cybersecurity standards:**
  - ISO/IEC 27032 – Guidelines for cybersecurity: The standard provides guidance on improving state cybersecurity by drawing out the dependencies in other domains, such as information security, network security, Internet security and CIIP.
  - NIST Framework for Improving Critical Infrastructure Cybersecurity: The framework enables all organisations, regardless of their size or level of maturity, to apply the principles and best practices of risk management to improving the security and resilience of critical infrastructure.
  - ITU-T X.1205: The standard provides a definition of cybersecurity and a taxonomy of security threats from an organisational point of view. Cybersecurity threats and vulnerabilities, including hackers’ most common tools of the trade, are presented.

- **Risk-management standards:**
  - ISO/IEC 27005 – Information security risk management: The standard is valuable for all private and public organisations of all sizes in managing risks that could compromise the organisation’s information security.
  - NIST Special Publication 800-30 – Guide for Conducting Risk Assessments: The standard provides guidance for conducting risk assessments of federal information systems and organisations. The document provides guidance for carrying out each of the three steps in the risk-assessment process (prepare for the assessment, conduct the assessment, maintain the assessment) and on how risk assessments and other organisational risk-management processes complement and inform each other.
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- NISP Special Publication 800-39 Managing Information Security Risk: Organization, Mission, and Information System View: The special publication offers guidance for an integrated, organisation-wide programme for managing information security risk to organisational operations (i.e. mission, functions, image and reputation), organisational assets, individuals, other organisations and the state, resulting from the operation and use of federal information systems.

ISO/IEC offer a select list of free standards for download online. All the standards are protected by copyright; however, they allow vendors to consult international best practice without any financial cost.

- Establish or nominate a task owner body within government responsible for assessing the level of adoption of identified ICT security standards through metrics.

Audits verify whether a company is compliant with a standard. Importantly, many SDOs do not provide auditing services. Organisations that implement ICT security, cybersecurity and risk-management standards can choose to undergo a compliance audit by an independent and accredited body. Auditing companies are a vital part of the quality assurance process and states should support and promote a list of local IT security auditors. As certification is the achievement of a standard, many companies use certificates to reassure customers of their quality and as a means of building trust. Periodic review of industry standards is necessary, as they are updated and respond to the changing threat landscape. A number of steps to build capacity in the adoption and monitoring of ICT security standards (i.e. standards which are referred to by industry as cybersecurity standards and IT risk-management standards) are detailed below.

The onus is on all actors from the public and private sectors to continually adopt and implement the latest information security updates. Often there are no legal consequences of failing to meet industry standards and pass compliance audits, unless they are de jure standards, meaning national or international legislation requires that they be met. Depending on the organisational structure, the responsibility to meet industry standards should reside with a Chief Information Security Officer, or similar position, in order to ensure compliance.

As part of the compliance regime, the standard is managed by a SDO and is reviewed and updated as required. Certification bodies are then licensed by the SDO to certify candidate organisations. Standards can be assessed at two levels of assurance.

The first level is verified self-assessment, under which the candidate organisation completes an online questionnaire. This is marked by a certification body which awards the certification if all of the answers given are compliant with the standard.
The second level is audited assessment, under which the candidate organisation is visited by a licensed certification body which verifies compliance with the standard and, if appropriate, issues certification.

Governments have a role to play in promoting good cybersecurity practices by encouraging businesses and institutions to adopt voluntary technical security controls. National governments should lead and endorse the implementation of technical standards through programmes, initiatives and schemes to build capacity in their businesses and institutions. A government task owner should be established or nominated to lead adoption of ICT security standards in the public and private sectors, while collecting metrics relating to compliant organisations. National governments can build capacity by committing national experts to join the creation of non-treaty international standards, such as ISO/IEC and the ITU.

For instance, the UK has a Cyber Essentials programme that encourages companies and organisations to conform to cybersecurity standards in order to compete for government contracts (see the case study box below). The standard used to assess compliant businesses is the IASME information assurance standard, which is particularly suitable for SMEs. IASME controls are aligned with the Cyber Essentials scheme and certification of compliance with the IASME standard usually includes certification under Cyber Essentials.

**UK Cyber Essentials**

The Cyber Essentials scheme broadly targets private sector organisations, regardless of their size or sector of operation. Universities, charities, public sector organisations and not-for-profits can also seek certification through the scheme.

With one in four businesses in the UK experiencing an attack or breach in 2015, the UK government put in place the Cyber Essentials initiative to protect organisations from the most common kinds of cyber threat. Organisations are able to contact an accreditation body in order to receive a Cyber Essentials certificate. A self-assessment questionnaire is completed by the organisation against a number of technical requirements and a certification body can process and award the Cyber Essentials certificate. Upon completion, the organisation is then able to apply for government contracts.

The Cyber Essentials scheme requires organisations to have five technical controls in place:

- Boundary firewalls to prevent unauthorised access
- Secure configuration
- User access control (restricting access to those who need it)
- Malware protection (i.e. using anti-virus software)
- Patch management (i.e. updating software).
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Establish secure procurement practices that meet international ICT guidelines, standards and good practices.

Secure procurement practices should be aligned with IT guidelines, standards and good practices. Organisations in the private and public sectors should ensure that all hardware and software purchases are compliant with national and international standards. These purchasing practices should also comply with supply chain security standards (as explained in the following step), considerations of interoperability, and existing ICT security standards. The following practices should be followed by all public and private sector organisations involved in, or impacted by, procurement decisions and processes (i.e. those responsible for the procurement of IT-related goods and services):

- **Ensure purchased products are compliant with national and international technical standards.** Organisations should consider whether or not the products they procure adhere to national and international standards. For instance, computer networking equipment (e.g. routers, switches and cabling) should be compliant with industry standards (e.g. IEEE 8011b networking equipment).

- **Consider whether the purchase of additional hardware or software products will impact accreditation under existing standards.** For instance, businesses should consider how purchasing new IT equipment or cloud-based services will impact their ability to secure customer data. Organisations compliant with ISO 27001:2013, for instance, should be aware of how new procurements impact their operating risks.

- **Ensure interoperability of new products with existing systems.** Organisations should be aware of interoperability between legacy systems and new systems being procured. For instance, many operating systems only permit certain software programs and applications to execute to ensure interoperability. Designing interoperable systems is one of the principles underpinning technical standards. Conversely, interdependent systems may cause a whole system to crash if one sub-system fails. Vulnerability disclosure programmes (as outlined in D5.7 – Responsible disclosure) mitigate the risks posed by interdependent and common systems used by vendors.

- **Consider the security of the supply chain.** Businesses should be conscious of supply chain security and how their products are delivered to other suppliers or vendors, as well as securing incoming goods and services to their company. ISO 28000 on specification for security management systems for the supply chain explains how companies can manage supply chain security through linked business management activities, while increasing business resilience.
Insecure software development practices lead to vulnerabilities in physical and virtual systems. These vulnerabilities can be exploited, typically to the detriment of users and organisations across the private and public sectors. In an effort to code secure software and reduce the prevalence of vulnerabilities, governments could monitor the adoption and implementation of software-development standards.

The first step to building capacity in this area is for governments to establish a programme to promote and monitor the adoption of relevant software standards. Governments could collect information on compliant organisations, businesses and government agencies. This programme could be similar to the UK’s Cyber Essentials but tailored to software coding. A task lead (e.g. a national cybersecurity centre, national CERT or another organisation) should be nominated by government appointment, and should be accountable for the monitoring of compliance with standards.

There are a number of industry standards on secure software development that could be monitored, including:

- **ISO/IEC 25010:2011 System and software quality models.** The standard presents quality models which support the specification and evaluation of software and software-intensive computer programs.

- **NISTR 8151 Dramatically Reducing Software Vulnerabilities.** The document responds to the call to drastically reduce software vulnerabilities, which have outpaced processes to find and fix them.

There are a number of other steps governments could take to establish a monitoring function for software-development standards, such as:

- **Prioritise critical national infrastructure and single points of failure.** For instance, government could focus on critical information infrastructure systems, as well as those critical infrastructures which rely heavily on information systems (e.g. defence and security, telecommunications, transportation and energy sectors).

- **Promote standards for responsible software development.** Secure coding standards encourage programmers to follow a uniform set of rules and
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guidelines determined by the requirements of the project and organisation, rather than by the programmer’s familiarity or preference. For instance, the **Secure Coding Initiative** led by US CERT coordinates the development of secure coding standards by security researchers, language experts and software developers using a wiki-based community process.\(^6\)

- **Encourage organisations to develop software according to security-by-design and privacy-by-default practices.** Organisations in the private and public sectors should be encouraged to develop software according to security- and privacy-related principles.

Section D5.3 on software quality provides further detail on the adherence to standards to support the development of secure code.

- Promote the continuous enhancement of ICT security standards and explore their applicability to address risks within the supply chain, particularly for critical infrastructure.

Expertise in the area is vital to address cybersecurity risks along the supply chain, given IT systems and their components are often composed of numerous foreign sources. These risks ought to be mitigated and treated, especially in critical infrastructure sectors (such as energy and power generation, communications networks, water and waste systems, and transport networks).

As businesses and organisations become more interconnected, there are greater risks to the supply chain of goods and services. Increasingly, there are links between suppliers who hold long-term access to their clients’ information, assets and people, which can present serious vulnerabilities if not monitored. Examples of this type of supplier include:\(^6\)

- Cloud computing providers that hold large amounts of their clients’ data (e.g. credit information, personally identifiable information, staff records, intellectual property) in other organisations and foreign countries;
- IT contractors who work with multiple client organisations and can hold sensitive access at two competing companies simultaneously;
- Network service suppliers that provide data storage or security functions at remote locations (often overseas);
- Overseas call centres;
- Organisations that maintain physical security of sensitive sites (e.g. datacentres);
- Third-party recruitment organisations.

Security management systems to mitigate supply chain risks (e.g. ISO 28001:2007 – Best practices for implementing supply chain security, assessments and plans; NIST SP 800-161 Supply Chain Risk Management Practices for Federal Information Systems and Organizations) allow for the mitigation of risks along the ICT supply chain for critical infrastructure. They enable organisations in international supply chains to:
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- Develop and implement supply chain security processes;
- Establish and document a minimum level of security in a supply chain;
- Assist in meeting the applicable authorised economic operator criteria, conforming to national supply chain security programmes.

Additionally, the supply chain security management system establishes requirements for organisations which would permit verification of security practices. It allows an organisation to show part of the international supply chain they have securely established, develop adequate countermeasures and train personnel in security-related duties.

Contribute to the work of international standards bodies.

The development of technical standards and guidelines aims to codify an established norm or convention for technical systems. Those involved in the process of establishing formal standards are typically from a country’s national standards body and lead contributions to the setting of global and international standards.

Many standards organisations have a diverse range of inputs to the development of voluntary standards. National standards leads may want to consider contributing to the following technical standards bodies, working and study groups. States should balance competing priorities and constraints stemming from limited resources, prioritising contributions in accordance with national priorities and levels of ambition. A non-exhaustive list of technical standards bodies and working groups includes:

- **Technical standards:**
  - ISO, the IEC and the ITU run working groups to which national leads can contribute.\(^\text{613}\)
  - The Institute of Electrical and Electronics Engineers Standards Association (IEEE-SA) is a consensus building organisation that nurtures, develops and advances global technologies through the IEEE. With collaborative partners in over 160 countries, the IEEE-SA aims to facilitate standards development and standards-related collaboration.\(^\text{614}\)

- **Internet technical standards:**
  - The Internet Engineering Task Force (IETF) is a ‘large open international community of network designers, operators, vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet. It is open to any interested individual.’\(^\text{615}\)
  - The Internet Engineering Steering Group is ‘responsible for technical management of IETF activities and the Internet standards process.’\(^\text{616}\)
  - The World Wide Web Consortium is ‘an international community where Member organisations, a full-time staff, and the public work together to develop Web standards.’\(^\text{617}\)
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- The Internet Assigned Number Authority’s (IANA) function is the global coordination of the DNS root, IP addressing, and other Internet protocol assignments and registrations. ⁶¹⁸
- The Internet Corporation for Assigned Names and Numbers (ICANN) is a private sector, not-for-profit corporation with global participants dedicated to keeping the Internet secure, stable and interoperable. ⁶¹⁹

Contribute to the ongoing work on norms and international governance of cyberspace.

Internet governance is comprised of the principles, norms, rules, procedures and programmes that shape the evolution and use of the Internet. ⁶²⁰ Many actors are involved in governing the Internet, from governments to the private sector and civil society. There are numerous standards organisations to which cyber policymakers could contribute in order to build expertise and capacity, both domestically and internationally. For instance, the following international policy organisations tasked with setting standards often seek consultation with international experts and national standards leads in their working groups, as well as issuing standing calls for collaboration between interested individuals. The following organisations have been selected as possible options for national experts to contribute towards:

- IANA, ICANN and ITU, which are presented in greater detail under the previous capacity-building step;
- A regional Internet registry, which is a not-for-profit organisation that administers, manages and registers IP address space and Autonomous System numbers within a defined region of the world; ⁶²¹
- The United Nations Group of Governmental Experts (UN-GGE) in the field of information and telecommunications in the context of international security, which regularly holds meetings with approximately 20 experts from as many countries to examine the existing and potential threats from the cyber sphere and possible cooperative measures to address them. ⁶²²

Government policymakers involved in the cyber domain can be expected to contribute and advise according to the emerging norms of responsible state behaviour in cyberspace. A number of consensus reports produced by the UN-GGE have led to the development of norms, rules and principles of responsible behaviour of states in the cyber domain. These norms are:

- States should commit to an accessible, open, interoperable, reliable and secure cyberspace.
- States should recognise the economic, social and political developments empowered by ICTs.
- States should guarantee full respect for human rights, including privacy and freedom of expression.
• States should not conduct or knowingly support ICT activity that intentionally damages or otherwise impairs the use and operation of critical infrastructure.

Additional resources

| ENISA. 2015. Standardisation in the field of Electronic Identities and Trust Service Providers. Heraklion, Greece: ENISA. |
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Overview

This factor looks at the availability and resilience of national Internet services and infrastructure, as well as at the security processes underpinning their maintenance. The proper functioning of the Internet and associated information technologies is central to national security and economic prosperity as more businesses, governments, academic institutions and private citizens become dependent on it for their day-to-day functioning.

The Internet infrastructure is operated by a combination of entities from the private and public sectors. These actors work together to maintain and manage the networks. However, it is useful to distinguish between two kinds of Internet infrastructure:

- Core physical infrastructure (e.g. backbones, fibre cables, routing equipment);
- Core protocols and services, which include the Internet layer (e.g. IPv4/6), transport layer (e.g. TCP/UDP) and application layer (e.g. DNS, HTTP etc.).

The resilience of a system is measured by its capacity to recover quickly from adversity and return to proper functioning. The Internet infrastructure has a certain level of inherent resilience, given its capacity to serve increasingly large volumes of legitimate user requests. The Internet’s resilience is underpinned by applied network science and the ability of data packets to route around blockages in the system.

The interdependence and interconnected nature of computer networks comprising the free and open Internet presents a number of challenges and opportunities for coordinating public and private sector preparedness and exercises. Governments should be mindful that much of the responsibility for Internet resilience lies with non-governmental organisations and the private sector since these own, operate and maintain much of the infrastructure that undergirds the Internet. However, in order to build capacity in the area of Internet infrastructure resilience, a number of policy areas may be addressed. In particular: (i) good practice guides should be implemented to strengthen the capacity, resilience and survivability of networks; and (ii) critical national infrastructure plans for the IT sector should be commissioned.

Box 5.2 provides an overview of capacity-building steps for increasing national capacity in this area.

Box 5.2: Steps for improving Internet infrastructure resilience (D5.2)

- Facilitate the establishment of reliable Internet infrastructure and Internet services in the country.
- Ensure that rules, regulations and national strategies are in place to control and strategically manage critical and infrastructure technologies.
- Ensure that national Internet infrastructure is managed formally through documented processes, roles and responsibilities.
- Periodically assess communications technology and processes deployed nationally for Internet infrastructure to ensure that they meet international IT guidelines, standards and good practices.
- Establish service continuity processes for critical technologies.
Ensure the continuous availability and advancement of the national scientific, technical, industrial and human capabilities required to maintain the country’s independent resilience.

**Capacity-building steps**

- Facilitate the establishment of reliable Internet infrastructure and Internet services in the country.

A range of actors from the private and public sectors contribute to the development of the cyber ecosystem on which a national Internet relies, including:

- Organisations that provide Internet access (e.g. Tier 1 service providers and ISPs);
- Organisations that support the proper functioning of the Internet (e.g. CERTs, national cybersecurity centres).

Improving the capacity of the national Internet infrastructure can assist countries in the event of an incident, crisis or natural disaster which may otherwise cripple the functioning of fundamental services or broader public and private sector activities. The Internet infrastructure can be sub-divided into the physical and logical components, as follows:

- Physical protection encompasses all the physical parts of the infrastructure, such as cable links, radio equipment, connection points and satellite links. To physically protect the entire network is a virtually impossible task due to the enormity of the network. However, prioritising protection of weak points, designing redundancy and resilient systems can overcome some physical vulnerabilities.

- The logical components of the Internet infrastructure include the domain name system, secure transmission of data (i.e. using cryptography and secure Internet protocols, such as HTTPS). The security of the Internet’s logical components is dependent on the proper implementation of information security standards.

There is no one-size-fits-all approach for stimulating the development of Internet infrastructure. Governments may lead such activities by providing direct investment or adopting policies to trigger greater private investment in infrastructure development (e.g. tax cuts; subsidies), while ensuring that infrastructure security also remains an area of focus. Furthermore, developing countries may benefit from international programmes and investments under the Sustainable Development Goals (SDG) initiative. SDG 9 aims to ‘significantly increase access to information and communications technology and strive to provide universal and affordable access to the Internet in least developed countries by 2020’, which has resulted in assistance and funds being provided by donors and international organisations for this purpose.
Innovators seeking to apply ICT to development challenges have recently contributed to a number of World Bank projects. This approach has been supported by the Republic of Korea since 2008 with a $15 million trust fund that supports activities that serve as inputs to the preparation of projects in three areas. Actions include increasing access to affordable broadband infrastructure services through policy and regulatory interventions, and where needed through catalytic PPP investment, with a focus on mobile broadband. Proposals are submitted periodically to the Korean government for review and approval.

National governments should be prepared for a number of possible scenarios which could result in the Internet suffering from a systemic failure, leading to a localised collapse of infrastructure, system-wide congestion or cascading technical failures.629

**Physical failure:** A regional failure of the physical infrastructure supporting the Internet, such as a prolonged and widespread blackout, severed fibre cable or planned maintenance to undersea cables could take the Internet offline.

**Technical failure:** A range of cascading technical failures (i.e. IoT vulnerabilities or major insecurity in networking equipment) could lead to instability of the Internet.

**Intentional attack:** A coordinated attack to disrupt the fabric and routing protocols could take the Internet offline. For instance, in 2016 a US DNS provider, Dyn, was hit by a DDoS attack.630 By exploiting the inherent vulnerability of the interconnections of the Internet, a sustained attack could eventually break access to the Internet for a period of time.

Ensure that rules, regulations and national strategies are in place to control and strategically manage critical infrastructure.

Global communications is an enabling function across many CNI sectors.631 The Internet, as a subcomponent of the global communications system, should be secured to ensure the continued flow of information, capital, people and goods.

For this purpose, protection plans should be devised for critical infrastructure underpinning the functioning of the Internet at the national level. A CNI plan should be commissioned by national governments in order to support the resilience of Internet infrastructure and, more broadly, the IT sector.632 A detailed overview of steps for developing critical infrastructure protection plans is provided in Section D1.3 on critical infrastructure protection. This section will discuss only those details specific to a CNI-IT plan.

The aim of a CNI-IT plan should be clearly expressed in its vision statement and strategic priorities. Any priorities identified should be aligned with other relevant policy goals identified in the national
cybersecurity strategy, or with broader CNI priorities in other sectors. Example priorities specific to the CNI-IT sector are:

- Increasing the resilience of CNI through effective risk management and alignment with the NIST cybersecurity framework for the IT sector;
- Strengthening collaboration across sectors by improving information sharing arrangements, incident handling and situational awareness;
- Increasing engagement and collaborative PPPs to enhance incident response, recovery and resilience efforts.

The responsibility to produce a plan would typically be taken on by a domestic security ministry or department with responsibility for public security and safety. A steering board or coordinating council, comprised of experts from the sector, should be sought along with leadership from senior government policymakers. Updates to the original document should be conducted on a regular basis (e.g. every 4 to 6 years) and aligned closely with (at a minimum) CNI resilience reports in other sectors and the national cybersecurity strategy.

Achieving the vision statement depends in part on the adoption of a risk-management methodology to identify, assess and help facilitate the management of risks to the IT sector. A range of sector-specific risks are commonly identified, including risks to the supply chain, dependencies and interdependencies, third-party suppliers, backup systems and designed redundancy.

An all-hazards risk assessment method should be implemented to capture the national-level risks to CNI, applying a top-down, functions-based approach. After identifying a range of threats which meet a minimum consequence threshold, resources can be allocated to effectively mitigate threats. An all-hazards approach is able to capture physical threats to cyber resources and digital assets. Figure 5.1 provides an overview of an example all-hazards risk assessment for CNI-IT.
To ensure the adequate protection of the Internet infrastructure at a national level, the national government should support protection, through formal management and documentation, of the processes, roles and responsibilities of each actor. At a minimum, telecommunications and cybersecurity policy leads should clarify the roles and responsibilities of their national organisations, stakeholders and agencies for those within the telecommunications and regulations departments who will work with these stakeholders. Actors with roles and responsibilities to be clarified could include:

- **CSIRTs**: CSIRTs respond to computer security incidents at a national or regional level, research security vulnerabilities in software products, contribute to long-term changes in networked systems, and develop cutting-edge information and training to help improve cybersecurity (e.g. CERT-EU). Further information on these is available in Section D1.2 on incident response.

- **National Cybersecurity Centre**: Where present, this type of institution represents the lead government department on shared cybersecurity situational...
awareness. Centres bring together critical infrastructure protection, government information assurance functions, CERTs and law enforcement to combat cybersecurity incidents and threats.

- Internet service providers: ISPs purchase network capacity from backbone providers (e.g. Tier 1 providers) to sell their services to customers such as businesses, organisations and consumers. Tier 1 providers are those companies with a comprehensive network and that as such do not have to purchase transit agreements from other providers. The providers of some of the largest backbone networks are long-distance telephone networks, supported by undersea cables. These backbone providers sell their services to ISPs (e.g. Level 3 Communications).

- ITU’s National Spectrum Management:633 ITU provides guidance on key elements of spectrum management, spectrum planning, frequency assignment and licensing, spectrum monitoring, spectrum inspection and investigation, spectrum engineering, spectrum economics, automation of spectrum management activities, and measures of spectrum utilisation and spectrum utilisation efficiency.

Periodically assess communications technology and processes deployed nationally for Internet infrastructure to ensure that they meet international IT guidelines, standards and good practices.

Measuring the effectiveness of communications technology and associated processes begins with the vision statement and strategic priorities of a national security strategy, cybersecurity strategy or critical infrastructure strategy. Developing policy and strategy documents with measurable outputs in mind allows for progress to be tracked, measured and improved.

Governments may nominate an authority to assess a sector’s progress on implementation and on compliance with international IT guidelines, standards and good practices. Such an authority may take the form of a cross-industry taskforce, supporting the work of a regulatory body led by a ministry or governmental department with responsibility for cybersecurity, telecommunications or related areas.

There are a number of sectors that may be relevant to monitor in the context of IT standards compliance, including banking, finance, telecommunications, IT and defence. Below are some examples of standards which could be assessed in the telecommunications sector:

- Telecommunications good practice guide:
  - UK’s good practice guide to telecommunications resilience – the guide offers a number of recommendations for the provision of resilient networks.634

- Telecommunications standards:
  - ISO/IEC 17568:2013 on close-proximity electric induction wireless communications;
  - ISO/IEC TR 8802 suite on telecommunications and information exchange between systems.
Evaluating compliance of the telecommunications sector with international standards entails tracking and capturing sector-wide progress towards strategic priorities through SMART objectives. The authority tasked with evaluating compliance and progress should report on annual progress of the sector and feed back to inform future updates of strategies.

- Establish service continuity processes for critical technologies.

For national governments, critical technologies may include any service or data repository required for the proper functioning of public administration. This definition could be applied to any database or register supporting the delivery of functions pertaining to:

- E-identification services
- Land registers
- Health data
- Social services registers
- Judiciary documents
- Roads, rail and transportation information
- Telecommunications systems
- Defence and military systems.

While further considerations around approaches to assuring protection and continuity of service of critical infrastructure are presented in Section D1.3 of this document, governments may also consider the option of contracting external providers. For example, a digital or data embassy is one such solution to ensuring service continuity for vital government datasets.

**Estonia’s digital embassy**

Estonia is the pioneer of ‘digital embassies’. The purpose of a digital embassy is to securely store government data in another sovereign territory. Estonia signed an agreement with Luxembourg on 20 June 2017 for the housing of data and information systems, creating the world’s first data embassy. The aim of the data embassy is to ensure service functionality and data continuity.635
Standards for IT security and critical infrastructure

Standards bodies offer guidance and good practice on the protection of critical infrastructure. ISO/IEC 27010:2015 – Information security management for inter-sector and inter-organisational communications is one such standard.\textsuperscript{636} The standard provides guidance on information risks, security controls, issues and/or incidents that span the boundaries between industry sectors and/or nations, particularly those affecting critical infrastructure.

- Ensure the continuous availability and advancement of the national scientific, technical, industrial and human capabilities required to maintain the country’s independent resilience.

The training, education and skills required to secure the Internet infrastructure relies on national scientific, technical, industrial and human capabilities. Science, technology, engineering and mathematics (STEM) degrees offer a broad range of technical skills and knowledge required to support the telecommunications and IT sectors. Universities should offer degrees in these areas, as well as leading research efforts in a number of academic disciplines that underpin the Internet’s proper functioning, such as:

- **Computer science**: The discipline and study of theory, experimentation and engineering that forms the basis of computing.
- **Network science**: The study of complex networks (e.g. telecommunications networks, computer networks, cognitive networks and social networks) where connections are represented by nodes (vertices) and connected by links (edges).
- **Systems science**: The interdisciplinary field of studies that concern complex and simple systems, in nature, society, cognition and science itself.

Moreover, a working knowledge of policies and regulations in telecommunications should be a priority for educational and vocational institutions. Sponsorships and scholarships between private industry and educational institutions should be supported by government programmes as a means of investing in human capabilities. The section of this document on Dimension 3 (Cybersecurity education, training and skills) provides an in-depth overview of initiatives and approaches that a government may adopt to foster the availability and accessibility of cybersecurity education and training at different levels of society.

GCHQ-accredited university degrees

The UK’s signals intelligence agency, GCHQ, has accredited six UK universities to teach specialist master’s degree courses for future Internet security experts,\textsuperscript{637} having first invited the universities to submit their courses for certification. This initiative stems from a recognition of education and workforce development as a means of improving defences against hackers and online fraud. The universities now running GCHQ-approved programmes in cybersecurity are Edinburgh Napier University, Lancaster University, the University of Oxford and Royal Holloway, University of London.
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Additional resources
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D5.3 – Software quality

Overview

This factor focuses on secure software development practices designed to reduce the prevalence of vulnerable software code across the public and private sectors. It also looks at policies and mechanisms for ensuring adequate updating and maintenance of software.

Software development involves coding, computer programming and the writing and maintenance of source code through the use of a structured or planned process. There are number of elements to software development, such as software programming, documentation, testing and bug fixing, as well as maintaining code bases and frameworks which result in the software product. Quality assurance (QA) processes have been applied to software development in order to ensure rigorous methods and high-quality, secure and consistent software code across applications.

The delivery of timely, frequent and reliable software updates is the responsibility of professional software engineers. These professional coders often work in close coordination with IT operations to provide securely developed software updates. DevOps employs agile methods to maintain continuous delivery of software upgrades, as well as the monitoring of released software and elements from Quality Assurance procedures, as shown in Figure 5.2 below. Box 5.3 provides an overview of capacity-building steps for increasing national capacity in this area.

Figure 5.2: DevOps showing the intersection of software development, operations and quality assurance.

SOURCE: Released under the Creative Commons Licence 3.0. Unedited, Author: Pant, Rajiv.
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Box 5.3: Steps for improving software quality (D5.3)

- Identify software quality standards and functional requirements for public and private sector software developers.
- Appoint a task lead to monitor and assess on a regular basis the quality of software design methods and processes used in the public sector.
- Review policies and processes regulating software updates and patching systems on the basis of risk assessments and criticality of services involved.
- Continuously review software quality processes, updating and adapting these to the changing cybersecurity environment.

Capacity-building steps

- Identify software quality standards and functional requirements for public and private sector software developers.

Software quality management (SQM) is the process of managing the final product of software development in order to satisfy the needs and requirements of the end-user. The advantage of practicing SQM is that it reduces the number of errors and bugs encountered by the end-user, and also reduces the risk of fraud and theft of proprietary code through proper development. The practice of SQM is often found in organisational settings, where software as a service (SaaS) is carried out by trained and professional coders. Software quality can be enhanced by a number of factors in organisational settings, including:

- An organisational quality culture whereby quality is viewed as everyone’s responsibility;
- An appreciation that security is ‘baked in’ rather than ‘bolted on’;
- Implementation of software quality standards, such as:
  - ISO 25000:2014 Systems and software Quality Requirements and Evaluation (SQuaRE). This standard provides a guide and common reference model and definitions for practicing SQuaRE, as well as the relationship among the ISO 25000 series documents.
  - ISO/IEC 25010:2011 System and software quality models. This standard presents quality models which support the specification and evaluation of software and software-intensive computer programs.
- The use of good practice guides to support secure coding practices:
  - NISTR 8151 Dramatically Reducing Software Vulnerabilities. This document responds to the call to drastically reduce software vulnerabilities, which have outpaced processes for finding and fixing them.
  - The implementation of non-technical approaches to reduce software vulnerabilities, such as engaging the research community at universities,
think tanks and policy institutes to identify state-of-the-art secure coding practices.

These good practices and organisational characteristics should be developed and nurtured in both public and private organisations that focus on high-quality software code.

- Appoint a task lead to monitor and assess on a regular basis the quality of software design methods and processes used in the public sector.

A digital and innovation task lead for government services (similar to the UK government’s digital services department within the Cabinet Office) should be appointed to ensure that digital services (especially high-quality software code) are being delivered through the public sector. This role will enable government to practise secure coding throughout the public sector and to more effectively monitor and assess software-intensive projects. For instance, the task lead can implement the ‘agile’ project management method to deliver projects rapidly, to tight deadlines and in a manner that is responsive to evolving needs. SaaS has moved away from the ‘waterfall’ method for software development and toward agile, which is widely regarded as being better for the delivery of services to meet user needs.

The core tenets of agile software development are expressed in the Manifesto for Agile Software Development, first published in 2001. These are:

- Individuals and interactions are valued over processes and tools
- Working software is valued over comprehensive documentation
- Customer collaboration is valued over contract negotiation
- Responding to change is valued over following a plan.

Agile and lean software in the UK public sector

In the United Kingdom, the government published in 2016 a detailed service manual outlining the principles, tools and governance processes that underpin agile working. Lean software development, as part of the agile approach, is practiced by the UK government in order to achieve:

- Waste reduction
- Quick delivery
- Learning and improving
- Using evidence and data to make decisions.

For instance, the Government Digital Service (GDS), which is leading the digital transformation of government, worked with the Office of the Public Guardian to build the digital service allowing users to make a lasting power of attorney. The new system removes the burden of filling out long paper forms and expedites the process. The agile method was used in the coding of the project by GDS software developers.
Governments can adopt agile processes for IT-specific projects, especially for software development. Agile has the following benefits:643

- **Prioritising user-centric, iterative development**: An iterative or spiral approach is used that seeks to deliver cyber and information capabilities earlier in their lifecycles and refine them in light of end-user feedback and evolving needs.

- **Aiming to fail fast/fail early**: At the start-up phase of a new project, overall approval is sought and is followed by the launch of a number of small experimental projects to prove or disprove hypotheses, allowing potential solutions to ‘fail fast/fail early’ and to ensure that the latest – but demonstrably feasible – technology is taken forward.

- **Shortening approval timelines**: New projects should move from initial concept to business case approval in an expedited timeframe.

- **Contracting for outcomes**: Once procurement is approved and potential suppliers are identified, contracts should focus on measuring success against goals and objectives, rather than prescriptive and atomised requirements with performance measures.

- **Ensuring proportionate security and assurance**: Security activities should not hinder rapid adoption of new technologies or hold up the process of implementing new software solutions.

> Review policies and processes regulating software updates and patching systems on the basis of risk assessments and criticality of services involved.

The private and public sectors should seek to implement processes to ensure that software is patched and updated at regular intervals. In most organisations and government departments, software maintenance is not the responsibility of the end-user but the IT department. The reliance on software means regular updates are required at the end-user level, as well as from IT managers. The implementation of these processes can require IT support if there are any errors or unanticipated consequences, despite the highly automated process of installing software updates.

> The time between the discovery of a vulnerability in an operating system or application and the emergence of a way of exploiting that vulnerability is shortening, and is sometimes only a matter of hours.644

Updating software and patching vulnerable systems is necessary to reduce vulnerabilities and the risk of their exploitation. There are standard policies and processes for regularly updating software and patching systems. IT departments in businesses and companies should force the installation of software patches across enterprise systems on the second Tuesday of every month, according to Microsoft practices.645 Other software products and services might require patching at different intervals. In the event of
Disclosure of a major vulnerability, steps should be taken to remedy the situation based on a risk assessment and the criticality of the services involved.

Specific guidance and good practices on the topic of security management and patching is available from:

- **SANS Institute — A Practical Methodology for Implementing a Patch Management Process**: The document offers a method for identifying, evaluating and applying security patches in a real-world environment, along with descriptions of tools that can be used to automate the process.

- **Symantec — Patch Management Best Practices**: The document offers good practices based on industry experience for setting IT policies and/or developing patch-management solutions. The latter half of the document explores system administration and provides advanced administrative techniques for automating the process.

- **US-CERT — Recommended Practice for Patch Management of Control Systems**: The document recommends patch-management practices for consideration and deployment by industrial control system asset owners.

**Industry terminology — Patch Tuesday**

‘Patch Tuesday’ or ‘Update Tuesday’ has been coined after Microsoft’s use of the term and weekly release of software updates. The term has become known in the IT and security industry to refer to the release of weekly software updates on Tuesdays. In response, many software exploits and vulnerabilities are observed shortly after the release of a patch, leading to the term ‘Exploit Wednesday’.

The continuous review of software quality typically occurs with the disclosure of a software vulnerability to a vendor selling a product or online service to customers. Vendors should present clear vulnerability policies to the public and provide those who discover vulnerabilities with contact information to report bugs and flaws in both software and hardware systems. Vulnerability disclosure measures and steps for vendors (e.g. businesses and companies), governments and users (e.g. consumers, customers and the public) are discussed under Dimension 5.7 on responsible disclosure.
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There are often competing sources of information available to software developers. For instance, source documentation and user guides are freely available, depending on the operating system (e.g. Windows, Linux or OSX) and development tools being used. However, it is common for developers to first search online information resources (e.g. Stack Overflow) to fix general programming problems, which researchers have found can often lead to insecure code. Querying a search engine is another method of resolving a programming issue. Good practice, when viewed from a security perspective, is to rely on books for secure coding training and education.\textsuperscript{650}

However, some malicious exploits are not mitigated by this method of continuous review. There a number of issues to address and steps that software vendors and government departments or agencies can take to build capacity in this area, including:

- **Ensure the timely patching of vulnerable systems.** As soon as a patch or update to a system becomes available, IT managers and end-users should install the patch to reduce the risk of known vulnerabilities.

- **Phase out legacy systems.** Legacy systems refer to those IT systems or software platforms no longer supported by the proprietary company (e.g. Windows XP and Windows Vista) and suffer from persistent zero-day exploits.

- **Conduct software auditing in development operations.** Tailored software applications require debugging to remove any exploitable code. By combining software development with security operations, DevOps continuously deliver software updates and monitor the effects of their patches and work through any regression issues or unintended consequences reported by end-users.

- **Conduct penetration testing (pen-testing) of software-intensive systems and networks.** Bug bounty programmes have proved effective ways to test defences in legacy systems and specific software systems. Organisations can host hack-a-thons and bug bounty programmes to engage with ethical hackers to find unknown vulnerabilities in systems.

**Additional resources**


D5.4 – Technical security controls

Overview
This factor focuses on how technical security controls for information systems can be implemented. Technical security controls are any repeatable steps performed by information systems to achieve a security goal. The implementation of technical security controls is essential to building cybersecurity capacity, since the absence of good practice may contribute to the proliferation of security vulnerabilities, which harm confidence and trust in the digital ecosystem. Technical security controls are technical or administrative safeguards or countermeasures designed to prevent, counteract or minimise data loss or unavailability due to security threats.651

Box 5.4 provides an overview of capacity-building steps for increasing national capacity in this area.

Box 5.4: Steps for increasing technical security controls capacity (D5.4)

- Ensure that technical security controls are deployed in all relevant sectors and are based on established cybersecurity frameworks.
- Promote the use of antivirus software and network firewalls across devices.
- Ensure that ISPs establish policies for deployment of technical security controls as part of their services.
- Ensure that technical security controls within the public and private sectors are kept up to date, monitored and reviewed for effectiveness on a regular basis.
- Contribute to the development of technical standards by resourcing and investing in technical working groups.

Capacity-building steps

- Ensure that technical security controls are deployed in all relevant sectors and are based on established cybersecurity frameworks.

Encouraging the adoption of secure computing practices is a responsibility for all actors in the private and public sectors. There are a number of good practices and technical security controls that can be implemented, including multi-factor authentication, digital certificates and application whitelisting. The following steps can be applied in any order to protect either public or private organisations:

- **Multi-factor authentication** (e.g. push notification, one-time password, SMS codes and biometrics) can be adopted by businesses operating in the e-commerce sector, as well as cloud computing operators with private user profiles containing sensitive information.

- **Application whitelisting** is the practice of approving certain applications that are permitted to execute on a host machine. This practice helps to stop the execution of malware, unlicensed software and other unauthorised software.
NIST’s *Special Publication 800-167: Guide to Application Whitelisting* offers organisations an overview of the basics of whitelisting and explains how to plan and implement solutions throughout the security deployment lifecycle.652

- **Digital certificates**, or a ‘public key certificate’, are used in email encryption, code signing and e-signature systems to secure communications via encryption. Possession of a valid and signed digital certificate or public key allows for trust to form in a secure web of subjects (i.e. those who hold signed certificates) and owners (i.e. those issuing the certificates). Notably, public key certificates are used to secure Transport Layer Security (TLS) communications, which are part of the secure web protocol of HTTPS. TLS communications are described in more detail in section D5.5 on cryptographic controls.

The adoption and implementation of information security measures is a minimum requirement in order to mitigate cybersecurity risks to an organisation, business or institution. The top four strategies to mitigate targeted cyber intrusions have been show to thwart 85% of typical intrusion techniques, as reported by the Australian Government.653 They are:

1. Application whitelisting
2. Patching and updating applications and software
3. Patching and updating operating systems
4. Minimising administrative privileges.

The use of antivirus software (i.e. protection against malware) and network firewalls (i.e. network monitoring tools) assists with the security of networked and wireless devices, including laptops, smartphones and printers. These anti-malware solutions should be promoted and used in the public and private sectors to protect online privacy and defend against social engineering techniques, botnet attacks and APTs. Any organisation can harden its defences by adopting the following approaches:

- **Apply antivirus solutions**. Single-user licences or full-enterprise support for antivirus software can be purchased from a range of suppliers and vendors. For instance, a range of antivirus products is offered by vendors specialising in different computing environments (e.g. Unix, Windows).

- **Enable endpoint security**. Endpoint security refers to devices connected to networks, typically wireless devices such as smartphones, tablets and laptops. Endpoint security products offer a range of measures to ensure that endpoints can securely connect while remaining compliant with technical standards.

- **Install networking monitoring tools**. Networking monitoring can be managed by software products looking for anomalous activity, which might
indicate the exploitation of a vulnerability. Many commercial-grade networks are defended by machine learning and artificially intelligent software. Organisations can then effectively monitor their systems by using network monitoring tools.

Antivirus computer software is used to prevent, detect, quarantine and remove malware. With the proliferation of cybersecurity threats, the term antivirus has broadened to include protections against malware, spyware, rootkits, keyloggers, backdoors, remote access trojans, and scam and spam tools. Next-generation antivirus solutions use machine learning to identify and respond to cybersecurity threats in real time.

Ensure that ISPs establish policies for deployment of technical security controls as part of their services.

ISPs have a number of protective measures and technical security controls to combat cybersecurity threats, such as blacklisting botnets and spam servers. These measures should be directed by national governments through open consultation with ISPs to ensure buy-in and a minimum standard in the industry. ISPs in many countries are legally obliged to comply with law enforcement agencies to monitor all or some of the metadata transmitted by the ISP (e.g. browsing history). Government could increase capacity in this area by working with ISPs and telecommunication industry regulators to implement upstream technical solutions for customers. In addition, national intelligence agencies often work with ISPs to enable the broad monitoring of all information traffic on domestic networks.

ISPs are organisations that provide services accessing and using the Internet via computer modems. ISPs can be commercial, community-owned, non-profit or privately owned businesses. Users typically connect to their ISP through a local network router connected by copper telephone wire, fibre optic cables or Wi-Fi. Services provided by ISPs typically include Internet access, domain name registration, and email and web hosting.

Ensure that technical security controls within the public and private sectors are kept up to date, monitored and reviewed for effectiveness on a regular basis.

As indicated in section D5.1 on adherence to standards, many cybersecurity and ICT standards are voluntary to implement, but can bring direct benefits to businesses and institutions choosing to implement them. Secondary benefits are also realised in the form of a healthier, stronger and more resilient cyberspace, where business can thrive and drive the economy.
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However, training staff, maintaining valid certificates, undergoing audits and updating state-of-the-art standards are all costs for businesses and organisations. Consequently, while the benefits of implementing security controls are clear, incentivising industry to comply with standards may require policy incentives.

In order to build capacity across all sectors relying on IT systems, government can require that companies achieve a minimum level of compliance (e.g. a certificate of an ISO/IEC standard) before competing for public tenders. Dimension 5.1 on adherence to standards discusses in greater detail the Cyber Essentials programme as an example of how the public and private sectors can be encouraged to keep up to date, monitor and review cybersecurity measures.

Governments can also support the development of a cybersecurity insurance market, further details on which are presented in Section D5.6 on the cybersecurity marketplace. By reducing the premiums paid by compliant and certified organisations, market forces will drive more businesses to adopt good practices and seek to meet industry standards. A robust cybersecurity marketplace should aim to protect security, personally identifiable information and customer data.

Technical security standards are developed by a range of SDOs. SDOs’ approach to developing and updating standards normally relies on the input and contribution of technical working groups that gather industry experts, academics and national technical leads.

Governments may want to contribute to technical standards bodies, working groups and study groups in order to build capacity in the area of technical security standards. Working groups can be approached directly, typically by contacting the committee lead by email or online form. Technical security working groups include ISO/IEC committees, ITU-T technical working groups and IEEE-SA standards working groups.

Additional resources

D5.5 – Cryptographic controls

Overview

This section focuses on the use of cryptographic controls to secure information, which may contain personal, private or commercially sensitive data that should be kept secure during transmission. According to NIST SP 800-33, there are technical foundations that underpin secure IT, such as the ‘CIA’ triad of confidentiality, integrity and availability. The CIA triad is at the core of information security, and is defined as follows:

- Confidentiality refers to the security objective that generates the requirement for protection from intentional or accidental attempts to perform unauthorised data reads. Confidentiality covers data during storage, processing and transit.
- Integrity refers to the security objective that generates the requirement for protection against either intentional or accidental attempts to violate data integrity (i.e. the absence of any unauthorised alteration of the data) or system integrity (i.e. the system’s performance of its intended function in an unimpaired manner, free from unauthorised manipulation).
- Availability refers to the security objective that generates the requirement for protection against intentional or accidental attempts to perform unauthorised deletion of data, or otherwise cause a denial of service or data.

Cryptography is used to protect the confidentiality and integrity of information. Fundamentally, all cryptographic controls support the secure communication of data over open networks to prevent eavesdropping. This supports data security for information at rest and in transit.

A cryptographic protocol is a procedure carried out by two communicating parties to perform a security task. The security task would not be possible without the constituent cryptographic schemes (e.g. public key encryption and signature schemes). Cryptographic primitives (i.e. low-level encryption algorithms) are the building blocks from which cryptographic protocols and controls are constituted. As such, they should be highly reliable, rigorously tested by the cryptologist community and assumed to be robust enough to withstand an error, collision or other security vulnerability. Figure 5.3 below shows the hierarchy of cryptographic controls.
A number of capacity-building steps can assist governments to improve the implementation of cryptographic controls to secure information. Moreover, there are steps for policymakers to follow which identify prudent measures to adapt encryption and cryptographic controls to prepare for the advent of quantum computing. Box 5.5 provides an overview of the capacity-building steps which are discussed in more detail in the following pages.

**Box 5.5: Steps for improving cryptographic control capacity (D5.5)**

- Ensure that up-to-date cryptographic techniques and controls are available for all sectors and users to protect data in transit or at rest, and that these meet international standards and guidelines.
- Ensure that state-of-the-art cryptographic control tools are deployed by web service providers to secure all communications between servers and web browsers.
- Promote widespread understanding of issues related to secure communications services.
- Ensure that public and private sector actors continuously assess and update encryption and cryptographic controls according to their objectives and priorities.

In order to build capacity, national standards organisations should work with existing SDOs and closely follow the general guidelines for security professionals who implement cryptographic controls in the field. Moreover, national cryptographic leads should continually engage and collaborate with academic experts, foreign policy leads and wider stakeholder groups in order to research cryptographic controls. There are a
number of steps organisations can take to maintain secure information assets in line with international standards and guidelines, including:

- **Secure storage solutions:** There are proprietary solutions to prevent the theft of data from laptops and desktops by encrypting all user and systems files on a disk or volume. This protection is achieved by encrypting the entire Windows volume using BitLocker™. NIST has offered direction on the use of full-volume encryption in line with Federal Information Processing Standard Publication 140-2, which offers cryptographic security for both hardware and software components.660

- **Secure communications:** Encrypting emails using Pretty Good Privacy (PGP) allows for the secure signing, encrypting and decrypting of texts, emails, files, directories and whole-disk partitions, and helps increase the security of email communications.661 PGP follows the OpenPGP standard (RFC 4880) for encrypting and decrypting data.662

- **Secure mobile devices:** Mobile devices require security measures to meet the abovementioned CIA triad underpinning IT. NIST SP 800-124 Rev 1 offers organisations the ability to centrally manage the security of mobile devices against a variety of threats.663

Implementers of cryptographic and security protocols for specific applications (e.g. instant messaging) should refrain from altering and optimising well-studied protocols to suit their specific service. Minor changes can permit larger, unforeseen vulnerabilities to emerge. Unless implementers are willing to re-evaluate the security proofs (mathematical proofs of security achieved by the protocol) for the protocol at the same time as making the amendment, then these should not be altered.

Below are resources on general cryptographic studies, which outline best practices or common pitfalls when interpreting or implementing cryptographic controls. The following are useful sources of information for all sectors to assist with the protection of data in transit or at rest:

- **ENISA's recommended cryptographic measures – securing personal data:**664 The document addresses protection measures applied to protect sensitive and/or personal data. These measures can be implemented by users with a basic knowledge of information security and use of cryptographic techniques to protect personal data.

- **ENISA's study on cryptographic protocols:**665 The report focuses on the current status of cryptographic protocols and encourages further research, given the lack of new protocols. This is compared to the work on cryptographic primitives and schemes – while these can be deemed secure, the underlying protocol may still contain vulnerabilities. The report covers protocols for
wireless, mobile communications and banking (e.g. Bluetooth, WPA/WEP\textsuperscript{666} authentication protocols, ZigBee wireless protocol, EMV\textsuperscript{667}) and specific environments focusing on cloud computing.

- **ENISA’s algorithms, key size and parameters report (2014).\textsuperscript{668}** The report is a reference document providing a set of guidelines to decision makers, in particular specialists and those designing and implementing cryptographic solutions for personal data protection in the public and private sectors. It builds on the 2013 report, which addressed the need for a minimum level of requirements for cryptography across EU Member States.

- **NIST Cryptographic Standards and Guidelines Development Process (NISTIR 7977).\textsuperscript{669}** The document describes the principles, processes and procedures that drive cryptographic standards and guidelines development at NIST. It serves as the basis for NIST’s future cryptographic standards and guideline-development efforts.

Specific guidance should be sought if organisations are seeking to implement innovative solutions where new standards do not exist. Subscribing to the news alerts of the technical working group at the SDO is one method of obtaining the latest information. If an organisation wishes to engage with emerging cryptographic protocols for custom solutions, organisations should be aware of the principles underpinning the development of all cryptographic standards and act according to them.
In order to achieve broadly accepted cryptographic standards and guidelines, the following principles have been adapted from NIST’s cryptographic development processes:

- **Transparency**: All parties should have access to essential information and documentation relating to the development of standards and guidance.
- **Openness**: Participation is open to all interested parties.
- **Balance**: By weighing up the views of various stakeholder groups, the process of developing standards is intended to be built on consensus and result in the production of strong and interoperable standards.
- **Integrity**: The coordinating body should serve as an impartial technical authority and value objectivity while avoiding conflicts of interest.
- **Global acceptability**: Cryptographic standards for controls are intended to be globally accepted by a wide range of stakeholder groups.
- **Usability**: The implementation of standards should minimise the demands on the user and limit the adverse consequences of human error and equipment failure.
- **Continuous improvement**: In order to stay current, the cryptographic community is encouraged to identify weaknesses, vulnerabilities or other deficiencies, and patch them where possible.
- **Innovation and IP**: Cryptographic standards should be unencumbered by intellectual property claims.

Cryptographic primitives, schemes and protocols should be employed by web service providers to secure communication between servers and web browsers. The relevant standard for secure web services is HTTPS,\(^670\) which enables a connection encrypted by TSL. HTTPS provides bi-directional encryption of communications between a client and server, which protects against eavesdropping, tampering or forging of the contents of the communication.\(^671\)

The majority of standards and guidelines are voluntary, rather than being mandated by law. Standards organisations often produce formal guidelines to promote the use of strong cryptography using open and transparent processes. Despite their voluntary status, cryptographic standards and guidelines should be supported, promoted and implemented by relevant stakeholder groups – including governments, businesses and industry – to secure communication networks and personal or sensitive information where possible. All stakeholders can support initiatives to use HTTPS to protect page authenticity on all types of websites, securing accounts and keeping user communications, identity and web browsing private.
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 HTTPS Everywhere Project
 HTTPS Everywhere is a collaboration between the Tor Project and the Electronic Frontier Foundation. HTTPS Everywhere is a Firefox, Chrome and Opera extension that encrypts data in transit and communications with many major websites, making browsing the Internet more secure.

Many sites on the web offer some limited support for encryption over HTTPS. For instance, websites may default to unencrypted HTTP, or fill encrypted pages with links that circle back to the unencrypted site. The HTTPS Everywhere extension for a web browser fixes these problems using a technology that rewrites requests to these sites to HTTPS.

In order to support HTTPS, all relevant stakeholders in the public and private sector should enable HTTPS on their websites. Asking site operators to add HTTPS is one method of encouraging its usage. More information and instruction on how server operators can add HTTPs is available in online guides.

Let's Encrypt
 Let’s Encrypt (LE) is a free, automated and open certificate authority run by the Internet Security Research Group. LE provides digital certificates to enable users to create HTTPS (using TLS or Secure Sockets Layer (SSL)) for websites, for free and in a user-friendly way. The key principles behind LE are that it is:

- Free – anyone who owns a domain name can use LE to obtain a trusted certificate.
- Automatic – software running on a web server can interact with LE to obtain a certificate, securely configure it for use, and automatically take care of renewal.
- Secure – LE aims to serve as a platform for advancing TLS security best practices.
- Transparent – all certificates issued or revoked are publicly recorded and available for inspection.
- Open – the automatic issuance and renewal protocol is published as an open standard that others can adopt.

Promote widespread understanding of issues related to secure communications services.

Esoteric information controls and protocols can have impacts on human rights (‘the right to privacy’), free speech and civil rights. Moreover, the continual adoption of new and innovative technologies has sparked debates on net neutrality, mass surveillance and intellectual property rights. Consequently, the media has a role to play in shaping public debate and broadcasting proposed changes which affect society. Further
information on the role of media as regards cybersecurity and the surrounding public debate is provided under section D2.5 of this document.

Furthermore, to contribute to public discourse and debate, government has a role to play in the raising of awareness and education levels among the general public. This can be done through awareness-raising campaigns, and education and training programmes. Further information on such initiatives is provided under Dimension 3 (Cybersecurity education, training and skills) of this document.

Public debate over standards: FBI v. Apple

Following the terrorist attack in San Bernardino in December 2015, the FBI pursued the personal data on the locked iPhone of one of the shooters. The FBI demanded that Apple create a software tool to bypass the passcode lock on the iPhone to enable the authorities to gain access to the encrypted data on the phone.

Public debate ensued, as the legal issue between Apple and the US federal government touched on questions of security, privacy and human rights. The balance between national security concerns and electronic privacy is an issue that is ultimately presided over by courts, but the role played by the media and informed public debate should not be discounted.

- Ensure that public and private sector actors continuously assess and update encryption and cryptographic controls according to their objectives and priorities.

Private and public sector actors should assess the applicability of cryptographic standards and be prepared to migrate to new, secure standards once patches and updates are released. Many cryptographic protocols were designed decades ago and can suffer from legacy issues. An incorrect implementation of legacy cryptographic controls with new applications can create the emergence of unforeseen security vulnerabilities. Security proofs (i.e. mathematical proofs of security achieved by the protocol) are necessary at every layer of cryptographic controls to ensure sensitive data is not exposed during transmission. For this reason, cryptographic protocols should be aligned with an organisation’s privacy policy and service offerings, as well as its business objectives and priorities.

The public and private sectors can plan for updates to cryptographic standards and guidelines, including ongoing and future work, by keeping abreast of announcements posted on SDO websites. For instance, the following SDOs announce their final publications online:

- **IEC**: The IEC provides email alerts and RSS feeds to keep members, technical committees and customers informed of activities and any changes to standards.675
- **IEEE**: The IEEE hosts its standards online where they can be browsed with a valid subscription. Users can sign up for email alerts. However, the GET Program gives the private and public sectors access to IEEE standards at no cost.676
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- **IETF**: Overseeing the TLS protocol, the IETF announces updates through their email notifications on working group lists.\(^{677}\)

- **NIST**: The Computer Security Resource Center has provided access to NIST’s cybersecurity and information security projects, publications, news and events.\(^{678}\)

By using these SDO notification services, organisations can stay informed about ongoing security developments and ensure that systems and configurations are up to date. They can also use these services to stay abreast of long-term work to improve cryptographic standards.

The following case study of the TLS cryptographic protocol is illustrative of the legacy issues affecting protocols today. Updates to the protocol might mitigate and remediate any security vulnerabilities. This is another reason why organisations should continuously assess and update their encryption standards.

**TLS: an example of a cryptographic protocol and its current challenges**

The TLS protocol was initially designed to secure communication between a web browser and a website. Given the **legacy of the protocol**, which is based on SSL v1.0 from 1993, the TLS protocol is now widely used in applications such as email, instant messaging and VoIP (voice-over-IP), along with Internet browsers, to secure information exchanges from being intercepted and read by eavesdroppers. The two distinct layers of the protocol have not changed over time – these are the TLS record protocol and the TLS handshake protocol (a process of negotiation that sets parameters of a communications channel established between two entities before normal communication begins).

The IETF is the **standardisation body** for the TLS protocol and a long-established working group whose main role is to develop TLS v1.3.\(^{679}\) Overall, the protocol suffers from **increasing levels of complexity, backwards compatibility and a widening scope**. Mindful of these challenges, the working group aims to encrypt as much of the handshake as possible to both active and passive attackers, consider privacy issues and minimise gratuitous changes to TLS extensions and cipher suites.

Security research on the topic of cryptographic protocols is **limited** in volume when compared to studies on cryptographic primitives and schemes.\(^{680}\) The design and verification of cryptographic protocols are difficult to execute, as the underlying mathematical and computational proofs can be corrupted if improperly implemented. Moreover, security and network protocol designers have historically attempted to produce cryptographic protocols with mixed success.\(^{681}\) Consequently, there have been **few attempts to design and verify new cryptographic protocols**, despite many updated versions of existing protocols. The field of cryptographic protocol design and development would **benefit from contributions from national cryptographic leads** to technical working groups in international standards bodies.
Additional resources

D5.6 – Cybersecurity marketplace

Overview

This factor focuses on the cybersecurity marketplace, specifically the availability and development of competitive cybersecurity technologies, and the availability and uptake of cybersecurity insurance. A thriving cybersecurity marketplace is underpinned by an innovative technology sector, a robust cybersecurity insurance market and excellent indigenous cyber products for export. In order to develop capacity in the sector, governments need to work in concert with industry leaders, and insurance brokers and companies, in order to stimulate the nascent market. Box 5.6 provides an overview of capacity-building steps for increasing national capacity in this area.

Box 5.6: Steps for improving cybersecurity marketplace capacity (D5.6)

- Promote the development of an innovative cyber insurance market and products capable of adapting to emerging risks, standards and practices while addressing the full scope of cyber harm.
- Encourage information sharing among actors participating in the cyber insurance market.
- Ensure that governments support cybersecurity insurance so that the market offers first-party and third-party insurance.
- Encourage the development of cyber insurance products suitable for SMEs.
- Promote the development by domestic providers of cybersecurity products in accordance with market needs and with a view to mitigating dependency on foreign cybersecurity technologies.

Capacity-building steps

- Promote the development of an innovative cyber insurance market and products capable of adapting to emerging risks, standards and practices while addressing the full scope of cyber harm.

Cybersecurity insurance is designed to mitigate losses from data breaches, cyber-attacks, network downtime and interruptions to business.\(^{(6)}\) Cybersecurity insurance is a standalone product available to transfer some of the risk of a cybersecurity breach from a business to an insurer. Cyber insurance products are a growth sector for many insurers that see the exponential increase in mobile and digital devices, coupled with greater risks of data breaches and exposure to losses, theft and fraud. The aims of a robust cybersecurity insurance market are as follows:

- Promote the adoption of preventative measures in order to increase insurance coverage.
- Encourage the implementation of industry standards and guidelines to reduce premiums.
Protecting businesses against cybersecurity incidents goes beyond safeguarding data and networks against attack. For businesses, cyber incidents are closely linked to reputation and regulatory compliance. Insurance enables businesses to enhance their financial stability by transferring risks and potential litigation costs to a third party.\textsuperscript{683}

The threat of a single, cascading and catastrophic cybersecurity incident has fuelled concerns that cyber insurers do not know the full extent of the risks they face.\textsuperscript{684} A major attack or digital blackout could send losses spiralling and the effects would be felt nationally, perhaps globally, and dampen the impact of the expansion of the cybersecurity insurance market.

In order to build national capacity in this area, government can support the development of a vibrant and innovative domestic cybersecurity market both for insurance products and for cybersecurity services and products. For example, governments may promote through R&D the development of risk-modelling approaches to sustain the growth of cyber insurance for emerging areas and needs. For example, several intangible assets that are vulnerable from a cybersecurity perspective remain completely or partially uninsured in contemporary markets, including reputational harm and intellectual property theft.\textsuperscript{685}

Furthermore, governments may encourage adoption of and compliance with international standards by public and private sector companies and institutions, as discussed in section D5.1 of this document on international standards. This may facilitate entry onto the national insurance market by international companies looking to expand their client base to certified organisations and companies in a particular country.

- Encourage information sharing among actors participating in the cyber insurance market.

Depending on the national context, there is varying access to reporting mechanisms, either mandatory or voluntary, for organisations to share information about cybersecurity incidents. In order to build capacity in this area, national governments could:
D5.6 - Cybersecurity marketplace

- **Increase information sharing among insurers and financial institutions.** Due to the risk transfer between insurers and businesses, these risk reports could be shared more widely with other financial institutions and market regulators to offer better reporting on the risk carried by organisations.

- **Consider the reporting regime for cybersecurity incidents.** National governments could develop an anonymised cyber incident data repository to foster the voluntary sharing of data about breaches, business interruption events and industrial control system attacks that is needed for enhanced risk mitigation. For example, governments could consider appointing CERTs and government cybersecurity operations centres in order to generate accurate reports without duplication.

**Reporting of cyber incidents in the US**
The US DHS has a cyber incident reporting mechanism where members of the public can report cyber incidents, phishing, malware and other vulnerabilities they may encounter. The incident reports are collected by the US Computer Emergency Readiness Team (US-CERT), which also offers advice to vendors, government users, and home and business users on staying safe online. Malware and vulnerability reports can also be shared with DHS over email.

- **Share information with cybercrime agencies.** In order to secure the marketplace, the most severe cases of vulnerabilities resulting in identity theft, fraud and cyber-enabled crime can be forwarded onto cybercrime agencies. Incidents can be then actioned according to police processes to investigate the crime and whether to pursue criminal charges.

**ACORN – Australia’s cybercrime online reporting system**
The Australian Cybercrime Online Reporting Network (ACORN) is a secure reporting and referral system for cybercrime and online incidents.687 These kinds of incidents may be in breach of Australian law, and certain reports will be directed to Australian law enforcement and government agencies for further investigation. The ACORN reporting system is designed to capture information on common types of cybercrime include hacking, scams, fraud, identity theft, attacks on computer systems, and illegal or prohibited online content. A similar system with information-sharing capabilities could be established to support risk transfer (i.e. cybersecurity insurance).

- Ensure governments support cybersecurity insurance so that the market offers first-party and third-party insurance.

Governments can facilitate the development of cybersecurity insurance by devising a regulatory framework that does not hinder private sector insurers in bringing their products to market. The following steps may guide both governments and insurers in their efforts to foster an insurance market:
• **State the minimum cybersecurity standards with which organisations should comply.** Industry standards should first be set by market regulators. Cyber insurers could then emphasise specific risk-management steps in the pricing of their cyber coverage.

• **Insurers should develop risk tables for pricing insurance products.** The development of new cybersecurity insurance markets requires insurers and industry executives to consider cyber risk assessments and market forces in the pricing of cybersecurity insurance products.

• **Review certifications and accreditations obtained by the organisation.** Applicants for cyber insurance could demonstrate the steps they have taken to be secure (prevention), vigilant (detection) and resilient (loss control and recovery) in their cyber-related operations. These three features could raise the level of cybersecurity competence in organisations.

With more companies increasingly reliant on digital technology, exposure to business interruptions is becoming ever more significant. Recent years have also seen growing concern about the vulnerability of industrial control systems, which are used to monitor or control processes in industrial and manufacturing sectors. Despite common misunderstanding, cybersecurity insurance is not only for those operating in the IT domain but could also be relevant for almost all companies across most economic sectors.

Cybersecurity insurance providers offer different coverage levels so that businesses are protected in the event of data loss or a cybersecurity incident. Tiers of cover vary depending on the insurance provider and the maximum cover limit. Depending on the insurance product, first-party insurance can cover damage to data, business interruptions and reputational harm. Interruption to business and subsequent loss of reputation can be a significant cause of economic loss and competitive disadvantage for businesses.

Cybersecurity insurance is a standalone product offered with different premium prices, inclusions and exclusions, and loss limits. Overall, many insurers report finding it difficult to price cyber insurance due to the difficulty of calculating loss exposure given the relative lack of data on the extent of losses. Moreover, rapidly changing technology and threats mean that insurers struggle to keep pace.

Given the impacts of data breaches in terms of reputational damage, loss of consumer confidence and regulatory fines, there is a need for cybersecurity insurance products to account for these risks to businesses in economic terms. However, it should be noted that risk modelling in these areas is still in development, and that cyber insurers, for the most part, have yet to add these issues to their portfolio of work.

In the US, only a few cybersecurity insurance products offer protection against cyber-attacks where the primary effect causes physical damage or bodily harm. The possibility of such an attack on a power grid, water supply, transport network or other CNI is of increasing concern to insurers, governments, industry leaders and the public.
Encourage the development of cyber insurance products suitable for SMEs.

In order to develop the insurance market for SMEs, government policymakers and industry leaders should call on insurers and insurance brokers to **simplify their insurance products and offerings**. SMEs have little capacity to dedicate time to understanding complex insurance products. Simplification may contribute to increased uptake of cybersecurity insurance in the marketplace as a whole. Such a move would also ensure that firms understand the extent of their coverage against cyber-attacks.

Many companies have not signed up for cybersecurity insurance and purchase policies, despite analysts’ predictions of strong future growth in the insurance sector. This may be for a number of reasons, including:

- The perceived high cost of insurance;
- Confusion among buyers over the coverage offered;
- Lack of standardisation of cyber insurance policies (with vast differences between the US and European markets);
- Uncertainty in relation to legal requirements;
- Uncertainty over whether a company will suffer a cyber-attack costly enough to warrant purchasing insurance.

Promote the development by domestic providers of cybersecurity products in accordance with market needs and with a view to mitigating dependency on foreign cybersecurity technologies.

The presence of a strong domestic marketplace creating indigenous cybersecurity products and technologies is a sign of an innovative and dynamic national cyber industry. In order to achieve this end-state, governments can promote their cybersecurity products and stimulate domestic innovation. This will alleviate dependency on foreign cybersecurity technologies. Governments can take the following capacity-building steps:

- **Establish a multidisciplinary taskforce.** This taskforce could be a consortium between the public and private sectors, tasked with identifying options for a joint cyber offering. The taskforce may also look to contribute to the development of the country’s national cybersecurity strategy, with a view to embedding activities aimed at fostering market growth.

- **Embrace emerging opportunities in high-growth sectors.** Cybersecurity markets that show promise for future development could be identified and prioritised through co-funded public-private business incubators. Promising markets may include threat intelligence services, software auditing and escrow...
services, high-security datacentres, machine learning and artificial intelligence network monitoring tools, and cybersecurity operations centres).

- **Reduce reliance on foreign cybersecurity services and products.** The reliance on cybersecurity products and services from abroad creates risks in relation to the security of supply, quality control, security assurance and potentially even espionage.

### US federal agencies ban Kaspersky software

In September 2017, the US government moved to ban the use of a Russian brand of security software by federal agencies amid concerns the company has ties to state-sponsored cyber espionage activities. The homeland security secretary issued a binding directive ordering that federal civilian agencies identify Kaspersky Lab software on their networks, which must be removed within 90 days, unless otherwise instructed. These links to foreign intelligence agencies are damaging for Kaspersky in terms of their brand and their financial position.

- **Establish cybersecurity industry sectors, alliances and regional clusters.** For instance, the [ITU Regional Cybersecurity Centre (RCC)](https://www.itu.int/en/ITU-R/CCCDER/CCDCE/) is a physical centre hosted by an ITU member state to act as the regional ITU focal point for cybersecurity issues, and to deliver ITU’s cybersecurity services to all partner countries (e.g. Oman ITU RCC to cater for the cybersecurity needs of the Gulf region). In Europe, the [NATO CCDCOE](https://www.ccdcoe.org/) is a multinationally funded institution that trains and educates leaders and specialists from NATO countries in cyber defence. The CCDCOE also assists in doctrine development, identifies lessons learned, improves interoperability, and tests and validates concepts through experimentation.

### Additional resources


D5.7 – Responsible disclosure

Overview

This factor focuses on the existence of responsible disclosure policies and on the national capacity to implement, review and update these policies as required. Responsible disclosure frameworks should be employed to ensure that vulnerability disclosure occurs in a coordinated manner while achieving a number of other goals, including the following:

- Ensure that vulnerabilities can be eliminated effectively and efficiently for all parties, employing minimal time and resources.
- Minimise the risk to customers from vulnerabilities and provide them with sufficient information to assess the security of a vendor’s products.
- Minimise tensions between competing incentives among stakeholders involved in a vulnerability disclosure procedure.
- Provide the research community with the information necessary to develop the tools, methods and techniques to identify, manage and reduce the risk posed by vulnerabilities.

Capacity building in this area should be seen as the result of a distributed, iterative effort at the level of individual organisations, companies and institutions. These efforts may entail activities such as those presented in Box 5.7.

Box 5.7: Steps for increasing responsible disclosure capacity (D5.7)

- Encourage vendors to use vulnerability disclosure frameworks and consult the most recent industry standards, documentation and good practice guides.
- Encourage vendors and service providers to develop a clearly structured vulnerability disclosure policy, based on internal organisational processes, to address bug and vulnerability reports.
- Ensure that responsible disclosure processes are set for all stakeholders involved (product vendors, discoverers, users and the public).
- Encourage vendors and service providers to commit to refrain from legal action against parties disclosing vulnerabilities.
- Ensure that technical details of vulnerabilities are published and advisory information is disseminated according to individual roles and responsibilities.
- Continuously review responsible disclosure policies on the basis of the needs of stakeholders affected.
- Share responsible disclosure frameworks internationally and contribute to the development of best practices in this area.

Capacity-building steps

- Encourage vendors to use vulnerability disclosure frameworks and consult the most recent industry standards, documentation and good practice guides.
Although competing definitions exist, in the context of cybersecurity the term ‘vulnerability’ encapsulates any bug, flaw, mistake, event or behaviour in a computer-based system or solution that may be exploited or lead to an increased risk of a security exploit. Given the widespread prevalence of vulnerabilities in many systems, collectively they pose a significant threat to users and organisations. It is vital that appropriate processes and procedures are put in place to protect, handle and make use of information on vulnerabilities within vendor organisations. Vulnerability disclosure frameworks should be used to ensure the proper reporting, coordination and publication of information about a vulnerability, bug or flaw and its resolution and remediation. Such a framework allows for protection against vulnerabilities in products or online services, while ensuring that all stakeholders understand their roles, responsibilities and obligations within the process.

Questions exist within the information security community as to how, when and by whom a vulnerability is disclosed and to whom the disclosure is made. These questions are resolved in the following capacity-building steps, which outline good practices for vendors, organisations and nations looking to develop their cybersecurity capacity. There are four different types of vulnerability disclosure approaches which determine how vendors are notified of a flaw or bug. These are:

- **Non-disclosure**: The discoverer keeps the vulnerability secret and does not report it to the vendor or to public authorities. The discoverer may sell on the vulnerabilities to third parties.

- **Full disclosure**: The vulnerability is disclosed to the public in a complete format, without distinguishing between the actors to be notified. In this approach, vendors may not have sufficient time or warning to resolve the vulnerability or issue patches or security updates, which leaves open the possibility of attackers exploiting vulnerable systems.

- **Responsible disclosure**: The responsible disclosure of vulnerabilities involves approaching the vendor with the intention of resolving the vulnerability in a sustainable way and mitigating the possibility of a follow-on attack on vulnerable systems. This method of disclosure varies in practice, since a number of actors and stakeholders should be notified to remediate the vulnerability. Simply put, in a responsible disclosure scenario the public is only notified once a solution and mitigation are made available by a vendor. This chapter focuses on building capacity in the area of responsible disclosure.

- **Limited disclosure**: Similar to responsible disclosure, limited disclosure occurs when only specific parties are informed about a vulnerability. In this method, a third-party coordinator (e.g. a mediator) could lead the vulnerability disclosure process and relationships between discoverer, vendor, government and the public.
Inappropriate disclosure of a vulnerability may hinder resolution of the vulnerability by a vendor, and may also give attackers hints to exploit a weakness. That is why vulnerability disclosure should be carried out following a framework with distinct policies, disclosure deadlines, resolution schedules, acknowledgement reports and effective communication with the discoverer.

The goals of vulnerability disclosure frameworks include the following:

- Ensuring that identified vulnerabilities are addressed through to resolution;
- Minimising the cybersecurity risks from vulnerabilities;
- Providing users with timely and useful information to evaluate the risks posed by vulnerabilities;
- Setting the roles for all stakeholders and promoting positive communication and coordination.

There are a number of vulnerability disclosure frameworks that should be consulted in the establishment of a vulnerability reporting system, including:

- **ISO/IEC 29147 (vulnerability disclosure):** The first edition of ISO/IEC 29147:2014 provides guidelines for the disclosure of potential vulnerabilities in products and online services. It details the methods a vendor should use to address issues related to vulnerability disclosure. The standard outlines how vendors should receive disclosure reports and disseminate resolution information on their products or online services. The standard also provides information on how vendors should design policies and share relevant processes with the public and discoverers so that they are able to disclose vulnerabilities to the vendor. The standard is freely available online (see information box below).

- **ISO/IEC 30111 (vulnerability handling processes):** ISO/IEC 30111:2011 provides guidelines for how to process and resolve information on potential vulnerability in a product or online service. This standard targets organisations who want to strengthen their internal processing to deal with vulnerability reports they receive. At the time of publication, the standard is under review by ISO working groups in the IT security techniques section.

- **ENISA’s good practice guide on vulnerability disclosure:** Published in 2016, the CERT Capability team at ENISA, in consultation with RAND Europe, delivered a good practice guide on vulnerability disclosure. The study team worked with the EU, its Member States, the private sector and European experts to develop advice and recommendations on good practice based on a mixed-methods approach comprising a literature review and a number of interviews.
ISO/IEC offer a select list of free standards available for download online. All the standards are protected by copyright; however, they allow vendors to consult international best practices without any financial cost.701

- Encourage vendors and service providers to develop a clearly structured vulnerability disclosure policy, based on internal organisational processes, to address bug and vulnerability reports.

A vendor should create an overall vulnerability disclosure policy. To help efficiently manage the vulnerability lifecycle, a vendor’s vulnerability disclosure policy should be mirrored in their internal organisational processes. Vendors may choose to publicise only part of their internal vulnerability disclosure process, as the policy may contain sensitive proprietary information. Vendors can develop their vulnerability reporting and resolution capacity by implementing a number of clearly defined steps, such as:

- **Developing a vulnerability disclosure policy**: This should be a brief statement aimed at presenting a company’s philosophy and approach to vulnerability disclosure. It should demonstrate the organisation’s commitment to the safety of customers and the overall market.

  - The distinction between software and hardware products is rarely relevant in the disclosure of vulnerabilities.

- **Developing a legal position for discoverers**: This entails a statement articulating an organisation’s position with regard to the prosecution of vulnerability finders and researchers who act in good faith. This statement should unambiguously clarify which vulnerability research activities would lead to legal action, and which are accepted.

- **Developing the capacity to receive and disseminate vulnerability information**: A vendor should have the requisite capacity to receive and disseminate vulnerability information. A point of contact (POC) should be appointed within a vendor organisation to action this process.

- **Receiving vulnerability reports from either an internal or external source**: Internal and external actors should be able to engage with the vulnerability POC.

  - A range of options are available for enabling the submission of vulnerability reports. Some organisations provide a secure web form, while others encourage submission via email using suitable security precautions (e.g. PGP encryption).

- **Acknowledging receipt of the report**: The POC should issue an acknowledgement of the vulnerability in the form of a report to the discoverer.
Make sure that a confirmation of receipt email is issued once a vulnerability report has been issued. This will assure discoverers that their submissions have been received and will enhance transparency of communication, as well as ensuring adherence to specified vulnerability disclosure timelines.

- **Internally verifying the vulnerability with a proof of concept**: Internal developers and engineers should liaise with the POC to verify the vulnerability in the stated system by demonstrating a proof of concept.
- **Developing a resolution**: Developers and engineers should then fix, patch and update the vulnerable system to ensure its proper functioning for users.
- **Disseminating information on vulnerabilities and advice on addressing these**: Vendors should publicly disclose the vulnerability and offer a fix, patch or update to the affected system. Depending on the vendor and products offered, they may or may not have accurate lists of users to notify of the vulnerability.
- **Engaging in post-resolution activities**: The vendor should collect feedback from users about the update, patch or fix and its ability to remediate the vulnerability.
The range of stakeholders potentially involved in vulnerability disclosures is particularly complex and characterised by stakeholder groups that may have diverging goals. In the absence of clear procedures and processes, this may result in vulnerability disclosures that are highly inconsistent and reflect the perspective of those parties that have the best ability and resources to control the process. The main stakeholder groups to be considered when focusing on vulnerabilities are:

- **Discoverers**: Less frequently, these actors are referred to as ‘reporters’. These are typically technical security researchers who investigate and identify vulnerabilities. Discoverers may also have malicious intent and seek to exploit or make profit from identified vulnerabilities.

- **Vendors**: These are the producers or suppliers of products that potentially contain vulnerabilities. Vendors may be also discoverers.
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- **Users**: These are individuals and organisations using products with vulnerabilities.
- **Mediators**: These are organisations that may help facilitate a disclosure process between the discoverer and the vendor.

In addition, other actors involved in the field of vulnerability disclosures are:

- **Government**: Governmental agencies may play a role as a discoverer, vendor, user or mediator. In addition to this, the government is also in charge of designing the national legal framework regulating disclosure issues.
- **Media**: Media outlets may report and disclose information on vulnerabilities.

While the adoption of frameworks for coordinated vulnerability disclosure pertains primarily to private sector actors, a country’s government and its agencies have a significant role to play in the field of responsible disclosure. Government departments, agencies and institutions often run their own vulnerability disclosure programmes. Governments may focus their efforts on:

- Regulating the legal landscape to encourage vulnerability reporting;
- Regulating the government’s internal decision-making process with regard to vulnerabilities discovered by governmental agencies and contractors.

When a government agency or one of its contractors discovers or purchases a so-called zero-day vulnerability (i.e. a vulnerability unknown to the general public and software developers), they are faced with a choice. The government may responsibly disclose the vulnerability and contribute to the securing of cyberspace, or it may decide to withhold this information for reasons of national security. Furthermore, governments may opt to use zero-day vulnerabilities to their advantage, for example to undertake law enforcement, intelligence or military operations.

No consensus best practice yet exists as to how a government can regulate this. The experience of the US presented below suggests that governments may wish to establish a clearly defined decision-making process accompanied by clear decision-making criteria to be used for assessing on a case-by-case basis the preferred approach to handling vulnerabilities. This process should require government-wide compliance and be subject to periodic reviews. Once such a process has been established, publicly disclosing its high-level structure and the criteria used to inform the decision-making process could enhance transparency and foster trust in the mechanisms set in place among vendors, researchers and the general public.
The US Vulnerability Equities Process

The US government has established a process to determine whether information about zero-day vulnerabilities discovered by the government and its contractors should be disclosed or withheld. The US Vulnerability Equities Process (VEP) was established across 2008 and 2009 by a working group with representatives of the US intelligence community, Attorney General, Federal Bureau of Investigation, DoD, Department of State, Department of Energy, and DHS.

According to information available in the public domain, the US VEP does not establish any hard and fast rule for determining which approach to take, but rather prescribes a high-level, interagency decision-making process. Commenting on the criteria used to inform the decision-making process, the then-White House Cybersecurity Coordinator, Michael Daniel, stated that a number of questions were investigated each time a zero-day vulnerability was being assessed. These questions focus on identifying:

- The extent to which a vulnerable system is in use in the Internet infrastructure;
- The threat associated with leaving a vulnerability unpatched;
- The extent to which the vulnerability is needed to obtain intelligence;
- The likelihood of other parties discovering the vulnerability and whether other parties may be aware of or exploiting this information;
- The extent to which the government may use the vulnerability to its advantage for a limited amount of time;
- The extent to which the vulnerability may be patched or mitigated.

In addition to the above government-specific roles, government agencies and vendors may also stimulate a controlled investigation of vulnerabilities in their systems through bug bounty programmes, vulnerability purchase programmes and vulnerability rewards programmes. Through these initiatives, vendors or governmental agencies assign financial rewards to researchers who successfully identify vulnerabilities within their systems or products.

- Encourage vendors and service providers to commit to refrain from legal action against parties disclosing vulnerabilities.

In any vulnerability disclosure framework, a statement should be included to reassure vulnerability discoverers acting in good faith that they will not face legal action. In addition to goodwill on the side of software developers and vendors, the national legal framework should also ensure adequate protection and transparency rules on this matter.

Legal frameworks may present several challenges hindering the investigation, responsible disclosure and subsequent resolution of software vulnerabilities. A 2015 study by ENISA suggests that legal frameworks across EU Member States and the US have either established or left unaddressed several grey areas concerning the legal liability of discoverers of software vulnerabilities. These grey areas may then be used by vendors against vulnerability researchers, often on the grounds of abuse of intellectual property rights.
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and breach of licensing. While no established guideline exists as to how a legal balance could be established, a solution may be found in the adoption of exemptions from laws regulating licensing and copyright for security researchers acting in good faith.

If no specific legislation on vulnerability disclosure has been adopted, case law and the interpretation of the existing legal framework will influence the practice of vulnerability disclosure within a country. To ensure transparency and provide the researcher community and general public with clarity as to how this matter is being handled by the judiciary, prosecution guidelines or jurisprudence overviews should be published. The publication of these documents could also encourage a homogeneous approach to the issue of legal prosecution for vulnerability disclosure within the country.

DMCA Research Exemptions

The United States Digital Millennium Copyright Act (DMCA) prohibits any circumvention of controls protecting copyrighted materials. This legal provision would effectively prohibit any vulnerability research activity entailing reverse engineering, access to obfuscated code, etc.

In October 2016, the Librarian of Congress authorised an exemption to the DMCA which effectively grants researchers a right to investigate vulnerabilities in consumer devices, so long as this is done within the boundaries of other laws (e.g. Computer Fraud and Abuse Act) and through a suitable setup and testing environment. The exemption currently covers all user devices ‘primarily designed for use by individual consumers’.

Ensure that technical details of vulnerabilities are published and advisory information is disseminated according to individual roles and responsibilities.

The technical details of a vulnerability and its remediation and mitigation strategies are typically published as an advisory communication. The advisory communication describes the vulnerability and includes information about the systems affected. The audience for the advisory is generally users who are affected and require sufficient information to make informed risk decisions about the product or online service, and how to remediate or mitigate the vulnerability. Advisories can also be issued more widely (e.g. to the public and other vendors).

A consistent format for an advisory issued by vendors should become a convention in order to improve understanding of the advisory. When creating an advisory, affected vendors should consider providing both human and machine-readable formats (e.g. a CSV file). These can be issued to other vendors and mediators (e.g. national CERTs). Further, the use of cryptographic verification is important for security patches and updates to software systems to enable users to validate their authenticity. Accepting a
counterfeit advisory may introduce a vulnerability into a system, compromise a product’s security measures and potentially harm users.

**Interdependency of systems**

Many vulnerable components are part of complex systems that interact with other products in some way. Online services and digital products can often share underlying source code with other products, as well as similar software libraries, and the same network protocols or file formats. This interdependency between products is essential to understanding the extent of a vulnerability which may persist in many vendors’ products. Moreover, vendors or users may be uncertain as to which products are affected.

Vendors may need to work closely with a coordinator to release the advisory to other relevant vendors. These vendors might use interdependent systems and suffer from the same underlying vulnerability. Other vendors then may undergo their own internal assessment to verify the vulnerability with a proof of concept. If the vulnerability is found to exist in their interdependent systems, then users will receive additional advisory information.

- **Continuously review responsible disclosure policies on the basis of the needs of stakeholders affected.**

Vulnerability disclosure policies should be reviewed on a regular basis. Vendors can review their internal and public-facing policies after the remediation of a vulnerability and the publication of an advisory to users and other vendors. Vendors should review current industry standards on vulnerability disclosure practices and handling techniques (e.g. ISO/IEC 29147 and ISO/IEC 30111) as well as considering any new publications on international good practices based on lessons learned and key stakeholder consultations. Reviews might consider challenges in the following areas, which are flagged in prior studies as particular areas vendors have found challenging in the past:

- **Vendor disclosure policies:** The vendor should review how it would like to be contacted (e.g. email, phone or web form), the secure communications it offers, how it sets communication expectations, valuable information to collect about a vulnerability, out-of-scope services and the tracking of reports.

- **Formalised coordinator support:** When there is a major vulnerability affecting multiple vendors, a coordinator should attempt to coordinate their release with multiple vendors. If vendors nominate more than one coordinator to be involved, then this relationship should be clarified by nominating a leader in order to reduce confusion and duplication of effort.

- **Post-resolution activities:** By engaging in post-resolution activities, vendors can seek feedback from users about remediation strategies and check whether
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these worked well, or were found to be incomplete or have unintended consequences. If this process is ineffective, vendors should formalise this process by allowing users to contact the vendor (i.e. implement an online feedback form, email template or phone contact line to evaluate a specific mitigation strategy).

- Share responsible disclosure frameworks internationally and contribute to the development of best practices in this area.

Good practices in the area of vulnerability disclosure have been outlined in the literature on the topic (e.g. ENISA’s framework and ISO/IEC standards listed above). The following good practices may assist vendors in their interactions with discoverers.

- **Use existing documentation.** To avoid having to develop capability from scratch, existing documents on good practices should be consulted by various stakeholders to implement new or existing initiatives (e.g. ISO/IEC standards).
- **Ensure good communication.** Vendors should appoint a liaison officer to act as a conduit for discoverers to report vulnerabilities.
- **Maintain a policy on vulnerability disclosure.** Vendors should have a policy in place that sets out the process for responding to and resolving vulnerability reports. The policy should indicate to reporters what information they need to provide.
- **Issue confirmation receipts.** As mentioned above, vendors should acknowledge receipt of vulnerability reports and provide the discoverer with indicative timelines for their resolution.
- **Disseminate information to users.** Users should be informed about how to best protect themselves in light of the disclosure of a vulnerability.
- **Issue timelines.** Vendors should issue an indicative timeline for resolving vulnerabilities on a case-by-case basis.
- **Allow for flexibility in reporting and disclosure.** There is no one-size-fits-all solution. It is therefore imperative to tailor the vulnerability report to specific details that pose risks.

In order to contribute to these good practice guides and disclosure frameworks, governments, large vendors and businesses should allocate funding for research and participating in the development of standards (see Dimension 5.1 – Adherence to standards). In order to share these standards internationally, they should be released to the public in order to drive adoption, increase impact and enable small businesses and start-ups with limited resources to implement good practices.
Additional resources

This section presents references to publications and resources that may be consulted or used to further knowledge and understanding of cybersecurity capacity building in a given issue area. Resources and publications are presented according to the 5 dimensions of the GCSCC CMM model upon which this guide builds:

- D1 – Strategy and resilience
- D2 – Society and culture
- D3 – Cybersecurity education, training and skills
- D4 – Law and regulation
- D5 – Standards, controls and technologies.

Factor-specific publications and resources are listed at the end of each of the factor-specific sections contained in the previous chapters of this document.
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