SUMMARY
On July 12–13, 2017, on behalf of the National Institute of Justice (NIJ) and the Priority Criminal Justice Needs Initiative, the RAND Corporation, assisted by the Police Executive Research Forum, held a workshop on video analytics and sensor fusion (VA/SF) at the NIJ offices in Washington, D.C. The panel was structured to reflect four top-level questions:

1. What are the core public safety applications for VA/SF?
2. What are the specific VA/SF tasks needed to carry out those applications?
3. What security, privacy, and civil rights protections are needed?
4. What technology, policy, and educational needs for innovation are most important to address?

The panel specified four key business cases for employing VA/SF in public safety, summarized in Figure S.1. The panelists collectively noted that the use of VA/SF to detect crimes and major incidents potentially in progress (accidents, fires) was the highest priority business case. An example comment was that “we want to stop [crime] from happening, not investigate it later.”

The panel also identified a core set of technical functions for supporting the business cases and needs for core bodies of research on recognizing objects and events in images, video, and other sensor feeds; developing computational infrastructures; and providing a range of security, privacy, and civil rights protections. The body of this report provides detailed lists of common objects and behaviors that VA/SF systems should be able to detect, along with a list of common security, privacy, and civil rights protections that should be integrated into VA/SF implementations.

The panel generated 22 high-priority needs for innovation to enhance the effectiveness and security of VA/SF for law enforcement. These 22 needs, combined with discussion about the business cases and enabling research at the workshop, inform creation of an investment roadmap that describes necessary investments and whether they are near- or long-term investments. Table S.1 summarizes the resulting investment roadmap.

In general, the panel found that VA/SF were extremely promising technologies for improving public safety. The capability to detect crimes or major incidents was seen as potentially very valuable for society. The panel also said that VA/SF could be of great benefit in investigating crimes and incidents, could provide major time-savers through automatic reporting, and could support performance moni-
itoring, protecting the health and safety of officers, and eventually even improve infrastructure control.

At the same time, the risks of VA/SF technologies are significant. The panel recognized that these technologies have great potential to be abused. The first major protection against this is to ensure that VA/SF technologies are implemented as passive sensors, sending data and results to human users only if a valid law enforcement need is present. The second is that the purposes for which these tools may and may not be used must be clearly defined by their implementing communities and consistent with applicable law and policy. Beyond these is a series of protections related to data integrity, chain of custody, access controls, use auditing, data-sharing, and community involvement and acceptance.

From an innovation perspective, the panel supported a general philosophy of “crawl, walk, run,” starting with improving capabilities to reliably detect baseline entities, activities, and events, and then adopt more sophisticated capabilities over time. Similarly, to support the development of the infrastructure, there was a desire to start with exploring basic computing architectures to support large-scale VA/SF, and from there moving to better integration of VA/SF with other data sources and agency operations, as well as researching more advanced computational capabilities. Even with nonmateriel—e.g., policy, procedures, training—the panel supported starting with basic model policy development and education and, over time, studying the use of technology to expedite policy and legal compliance. The panel recognized that while VA/SF technologies are indeed promising for supporting public safety, they have a long way to go before reaching their full potential.

**INTRODUCTION**

Recent years have seen a surge in the number of cameras in the field. Displays of internet-enabled security cameras can be readily seen walking into a technology store, as can displays of unmanned aerial vehicles (UAVs) with cameras. From a law enforcement perspective, departments have been installing and manually monitoring closed-circuit television (CCTV) cameras for decades. Examples include:

- The Detroit, Michigan, Police Department’s Project Green Light (Detroit Police Department, 2017), in which gas station owners, other businesses, and neighborhoods buy internet-enabled cameras that are monitored by an operations center.
- The Baltimore, Maryland, Police Department’s CitiWatch, which has an operations center with several analysts monitoring over 700 cameras (as of early 2016). The program also includes a partnership that allows private owners to register their cameras to be accessed in the event of a crime (LaVigne et al., 2011).
- The Chicago, Illinois, Police Department’s Police Observation Device (POD) program, in which cameras are monitored by operations centers, officers in local districts, and school safety officers (LaVigne et al., 2011).
A 2011 U.S. Department of Justice–funded study found that the use of surveillance cameras in public areas could result in statistically significant drops in crime in covered areas (specifically, for the Baltimore and Chicago programs mentioned previously); however, monitoring these cameras incurred significant costs (La Vigne et al., 2011).

In addition to CCTV, large numbers of body-worn and in-car cameras continue to be fielded, and UAVs are also entering service. Law enforcement officials will increasingly have streaming video feeds from numerous sources to help protect the safety of officers and bystanders. They may also have access to increasing numbers of privately installed cameras that stream over the internet.

### Table S.1. Investment Roadmap

<table>
<thead>
<tr>
<th>Business Case or Capability</th>
<th>Near Term</th>
<th>Farther Term (at least 1–3 years out)</th>
</tr>
</thead>
</table>
| Core research on recognition capability | • Create standard list of most-useful objects, actions, and events to recognize (as summarized in Table 2 and later in this report)  
• Create a service for sharing videos and sensor feeds suitable for training algorithms; include practices for ensuring videos on the service cover a full range of probabilities | • R&D on semantic searching of video  
• R&D on law enforcement–specific activity detection (for more complex and subtle actions not covered in near-term research)  
• R&D on algorithms to calculate location of objects in videos |
| Computational infrastructure capability | • Assess different processing models for VA/SF (e.g., contracted cloud, government cloud)  
• Assemble technical advisory groups to help agencies considering sensor networks with VA/SF  
• R&D on the “right amount” of VA/SF results to show officers to reduce information overload | • R&D on architectures and APIs to integrate VA data with RMS/CAD into unified records; should include best practices and model contracts in addition to technology  
• R&D on having dispatch and routing integrated to capitalize on VA findings  
• R&D on real-time indexing of video |
| Security, privacy, and civil rights protections capability | • Develop model data retention, access control, and audit policies | • R&D on algorithms to determine which video and sensor data to retain based on content and known context |
| Real-time monitoring business case | • R&D to identify near-term risk of crimes and events of interest in video and sensor feeds (simple decision rules—complex, predictive, and context-dependent models envisioned for later) | • R&D on returning videos similar or related to input videos  
• R&D on integrated event search to return video plus corresponding RMS/CAD and other relevant data |
| Forensics business case (auto-reporting case includes these efforts plus core research) | • Create a list of officer actions that are desired or that should trigger alerts (to be integrated into ongoing event-recognition research) | • R&D on fusing VA with wearable and environmental sensors to detect immediate risks  
• R&D on VA and sensors to measure progress on public objectives (e.g., track number of car crashes)  
• R&D on concepts for using VA for infrastructure control, including key inputs and human-in-the-loop needs (R&D on VA/SF-assisted control itself to follow) |
| Performance monitoring for personnel and agencies business case | | |

NOTE: API = application program interface; R&D = research and development; RMS/CAD = Records Management Systems/Computer-Aided Dispatch.
The proliferation of internet-enabled digital video cameras and sensor devices (also known as the Internet of Things), combined with the ongoing fielding of conventional cameras, provides public safety agencies with huge technological opportunities. However, a major challenge has been that acting on camera feeds requires a human monitoring the feeds. Operational experience has pointed to a single person being able to monitor about ten video feeds at the most, and only at a very surface level. When closely monitoring footage, a person can only focus on one feed at a time. As an example, research at the United Kingdom Police Scientific and Development Branch (Wallace et al., 1997) found that a person monitoring nine screens was only a little over 50 percent successful in detecting an individual who was carrying an umbrella. Other studies have found broadly similar limitations, with details depending on what operators were searching for and on what backgrounds. As might be expected, it has proven harder to detect subtle behaviors or objects on complex backgrounds. Similarly, operators’ vigilance in monitoring video is subject to declines over time. Donald, Donald, and Thatcher (2016) provide a review of research on capabilities to monitor cameras. In contrast, there have been estimates that a large city agency may have access to hundreds of thousands of video feeds from all over a particular city in just a few years, including both city-owned cameras and privately owned security cameras.

Beyond active monitoring of camera feeds, management of all the resulting video creates labor-intensive demands on agencies, which includes reviewing footage for clips that are of interest for various legal or political purposes, marking footage in which nothing of interest happened, redacting video, and referring to footage to write reports.

The new and emerging field of video analytics offers potential for addressing these challenges. Starting with VA, recent advances in both computer algorithms and hardware have made it possible to study having computers interpret video in ways that are meaningful for law enforcement. Being able to recognize what is in a video or photo, such as the presence of objects or faces, is increasingly common. The ability to recognize the behavior within a video is also emerging, starting with simple activities—walking versus running, for example—but potentially going through complex behaviors of high interest to criminal justice (i.e., a person committing a burglary).

Hinton, Bengio, and LeCun (2015) provide a tutorial presentation on VA technologies, techniques, and applications. They also note two recent advances that have helped make VA much more practical—the rise of fast graphical processor unit (GPU) video cards that process streams of images quickly, and the rise of large databases of images supporting the training and testing of object and event recognition models, such as ImageNet (Deng et al., 2009). For the latter, Krizhevsky, Sutskever, and Hinton (2012) describe the design and testing of a model known as a deep convolutional neural network for classifying ImageNet images into 1,000 different categories; these types of models (and similar neural network models) are commonly used in image, object, and event recognition. The details of these models are outside the scope of this report. In brief, a convolutional neural network is a large hierarchy of simpler neural network models. Models toward the bottom of this hierarchy process small, overlapping tiles of pixels in images and video to preprocess (reduce) them for further analysis and detect whether simple features or attributes are present (“square present,” “line present”). These lower-level models feed into multiple layers of higher-level models that can assess whether larger-scale features are present (“head present”) based on the presence of lower-level features, and from there whether entire objects are present (“robot present”). Figure 1 shows an example layout of a convolutional neural network to determine whether a cartoon robot is present based on presence of such features as cartoon claws and robot-like heads.

Importantly, the aforementioned GPUs are capable of processing large arrays of pixels in images simultaneously. Thus, a computer equipped with modern GPUs can run the huge numbers of calculations needed to analyze images in reasonable amounts of time.

The machine learning technologies that allow for this—multilayer neural networks—are networks of computational nodes (the “neurons”) that can collectively learn to recognize a feature of interest by being trained on many examples where the feature is present and examples where the feature is not present. The structures of these networks were inspired by the structures of biological neurons and brains (hence the name). Figure 2 shows an example of a multilayer neural network. As shown, an initial “input layer” of neurons takes in a series of inputs (for images, usually individual pixels or outputs from earlier neural nets), processes them mathematically, and sends the outputs from each neuron to a second layer of neurons (called a “hidden layer” of neurons). The neurons in this second layer each process these inputs and send outputs to a second layer, and so on, until reaching a final “output” layer of neurons. The outputs here specify whether the feature is present and with what confidence.
The details of the computations typically performed by each neuron are outside the scope of this report. The Neural Network Playground (Smilkov and Carter, undated) provides a tutorial and interactive demo on what neural networks are and how they work.

*Sensor fusion*, the analysis of multiple streams of sensor data to reduce uncertainty and make actionable inferences beyond what one could do from a single sensor stream, offers further opportunities for improving public safety. At a basic level, for example, one might combine shot detection and locating sensors with video to be able to trigger available cameras to zoom in on a shooting location. The use of license plate–reader algorithms on license plate detection on video near a shooting could similarly be used to identify potential vehicles—and hence persons—of interest. Alternately, one could envision triggering body-worn and in-car cameras whenever a sensor detects a spike in an officer’s heart rate or a sharp physical shock to the officer. The overlay of video, shot detection data, and medical telemetry data can provide a more comprehensive picture of what happened during an event than any one feed could. Elmenreich (2002) provides a tutorial on sensor fusion and basic concepts and architectures, along with certain algorithms used to fuse streams of sensor measurements mathematically.
The National Institute of Standards and Technology (NIST) sponsored an initial workshop on VA (and SF, to some extent) and public safety. The first Workshop on Video Analytics in Public Safety, also known as NISTIR 8164, was held in San Diego, California, on June 6, 2016. This workshop brought together stakeholders from multiple communities of interest to address the growing use of video in public safety and the related social considerations related to education and public trust. The NIST workshop identified priorities for the continued adoption of VA tools in public safety. Both the development of analytic tools to provide solutions to content-centric problems related to the increasing demands for video in public safety, as well as access to the most advanced technology and greater engagement with R&D communities, were two of the priorities that emerged from the workshop (Garofolo, Garfinkel, and Schwartz, 2017). Starting from the NIST effort, for the purposes of this report, we adopt the following definitions:

- NISTIR 8164 defined **video analytics** as one application of a broader capability of computer vision, or an automated understanding of the world. VA is the “application of computer vision that leverages information and knowledge from video content to address a particular applied information processing need.” In keeping with this definition, VA in this report implies capabilities to interpret physical features and activities in video streams. This includes the ability to recognize, track, enhance, and reconstruct features in video. It specifically does not include capabilities of facial recognition, license plate recognition, or other analyses that associate features with identities.

- NISTIR 8164 defined **sensor fusion** as a set of capabilities to analyze multiple sensor streams to aid in making actionable inferences from video data beyond what one can do with a single stream. References to sensor fusion focus here on using sensors to improve decisionmaking, particularly regarding the use of video data plus other sensors to do so. This may include, for example, the capability to move a video camera to focus on a place where a shot was detected. It will not be as focused on capabilities such as traditional tracking fusion (e.g., estimating aircraft positions).

**VA/SF** (at least in the public safety area) are new, and start with basic capabilities to detect a new object in a video feed, roughly classify it—person, vehicle, etc.—and track its movement on camera. Test data sets for VA of human activity, such as the Activity, Event, and Action Databases library, maintained by Rensselaer Polytechnic Institute’s Intelligent Systems Lab (undated), focus on detection of basic activities like walking, running, throwing, entering or exiting a car, carrying an object, handing off an object, and assembling and dispersing. Other research focuses on being able to reidentify and track the same person or vehicle moving across multiple cameras. Using sensor fusion to assist in law enforcement operations—for example, detecting, alerting, and recording break-ins through a combination of analyzing on-site security cameras, motion and trip sensors, and audio sensors—appears almost entirely conceptual.

Although VA/SF for public safety is new, security, privacy, and civil rights concerns are being raised by civil rights, privacy, and community advocates, building off of earlier concerns about widespread video usage, as well as the broad use of big data and analytics. There are longstanding concerns about the privacy and civil rights implications of CCTV, and concerns have recently emerged about body-worn camera video and Internet of Things devices. Joh (2015) raises questions about what it will mean, from a rights perspective, when computers use video and other sensor feeds to identify persons for subsequent criminal investigation on a potentially much larger scale than today’s limited number of human police officers possibly can. Ferguson (2017) provides a general review of both potential civil rights and privacy benefits, as well as the risks of using big data and predictive algorithms. Recent reports on China’s planned use of widespread video and sensor surveillance to track and enforce social compliance have raised substantial concerns in the U.S. policy community (see, for example, Mitchell and Diamond [2018]). Of late, even the reliability of video itself has come into question unless there are ways to prove the provenance of it, with the rise of “deepfake” technology capable of...
falsifying aspects of video, such as replacing one person in the video with a simulated version of another (Vincent, 2018).

Consequently, there is a need to develop an agenda for innovation in VA/SF for law enforcement, in two parts. First, there is a need to identify the core concepts for employing VA/SF in the provision of public safety. This includes specifying major applications for employing analytics; identifying specific questions that experts in VA/SF technologies need to answer to support those applications; and the core cybersecurity, privacy, and civil rights protections that need to be in place before such methods are broadly implemented. Second, once these core concepts have been identified, specific R&D needs should be determined.

Methodology
On July 12–13, 2017, on behalf of NIJ and the Priority Criminal Justice Needs Initiative, the RAND Corporation, assisted by the Police Executive Research Forum, held a workshop on VA/SF at the NIJ offices in Washington, D.C. This workshop was a response to funder and user needs identified in NISTIR 8164, the first workshop on VA in public safety. The workshop agenda was structured to address the following questions:

- What are the core public safety applications that we want VA/SF to support? What are core requirements for being able to carry out those applications successfully?
- Given those applications, what are specific analytic tasks that we want VA/SF to perform? As example questions:
  - What objects and features need to be recognized on VA?
  - What behaviors need to be detected on VA?
  - What types of Internet of Things sensor feeds are most useful for public safety?
- What are the core security, privacy, and civil rights protections we need to have throughout, in terms of specific activities, procedures, tools, and functions?
- Given the previous, what are the specific technology, policy, and educational needs we have for VA/SF?

Invitees to the workshop were identified from both criminal justice agencies (including current and former members) and technology-related firms and research organizations. Panelists were identified through open source searching of publications, relevant commercial firm activities, public presentations, and recommendations from knowledgeable individuals. The goal in panel selection was to convene a group with experience related to VA/SF activities, with a mix of practitioners and technologists so that discussion would reflect both technological realities and useful practical applications in policing. The participants and their affiliations are listed in the back of this report.

Before the workshop, invitees were given the opportunity to weigh in on the questions previously stated relating to how VA/SF could support crime prevention, help solve past crimes, and improve officer and civilian safety. The responses to this pre-workshop questionnaire helped to guide planning for the workshop discussion.

The participants were brought together for a two-day workshop. At the workshop itself, the terms of reference for the discussion were framed with the NISTIR 8164 definitions. The workshop then progressed to (1) development of key VA/SF business cases, (2) associated object and behavior recognition sets, (3) needed cybersecurity, privacy, and civil rights protections and (4) identification and prioritization needs for both technology and nonmateriel policy, practice, and knowledge development to define an innovation roadmap for this area. The business cases were developed during a facilitated discussion, with participants weighing in on inputs, activities, and desired outputs of analytic and fusion efforts with the cases built in real time. Needs—defined as problems or opportunities coupled with solutions (such as a potential innovation in technology, governmental processes, policy, or business models)—were identified in structured brainstorming to identify technological and other needs. The goal while framing needs was to be tangible and actionable, to inform research and other activities to meet the needs by NIJ, practitioner organizations, and technology providers. A total of 48 needs were identified during the session. The process drew on methods utilized previously in this project and discussed in greater detail elsewhere (Hollywood et al., 2015, 2016; Jackson et al., 2015, 2016).

To provide structure to the identified needs, we used a variant of the Delphi Method (RAND Corporation, undated). With this approach, members of the group provide rankings and written comments on needs individually, are exposed to all of the results, and then have the opportunity to re-rank the needs individually if their assessment changes as a result of the group results. Needs were ranked separately on their importance (defined as how much meeting the need could positively impact law enforcement) and likelihood of success (combining both issues of technical feasibility—how difficult it would be technologically to do what was described—and operational feasibility, or how likely it would be that a corresponding solution would be broadly deployed). The group was explicitly primed to consider issues of technical risk, human factors, cost and
funding, policy, and community reaction in assessing likelihood of success. The two ratings were multiplied to generate an expected value (EV) score, reflecting the value of meeting the need weighted by the likelihood of doing so successfully. As both ratings are on a scale of 1 to 9, value scores ranged from 1 (low) to 81 (high). These scores were used to group the needs into three tiers from the highest (1) to the lowest (3).

The clustering algorithm identified the best splits between the three groups of needs, mathematically seeking natural break points among subgroups of rated needs. The result was a set of grouped needs to inform consideration of a research agenda for development efforts in this area.

It is important to recognize that the needs identified and the way that they were prioritized (as is the case with all subjective assessments drawing on a finite number of participants) reflect the views and priorities of the members of the panel. Although the project sought to assemble a panel with expertise across both the technologies and their application, it is likely that a different group would produce a different set of needs and ranking. This effort was designed to identify and rank needs based on the assessments of practitioners with experience in the field.

**Business Cases for Video Analytics and Sensor Fusion in Law Enforcement**

To provide an initial answer to the question of what the public safety applications VA/SF should support, the panel developed the four principal business cases shown in Figure 3.

**Business Case 1: Real-Time Monitoring**

The panelists collectively noted that the use of VA/SF to detect crimes and major incidents potentially in progress (accidents, fires) was the highest priority use case. One comment was that “we want to stop [crime] from happening, not investigate it later.”

Figure 4 shows an example process flow diagram for this case. Video data are routinely monitored for alerts related to potential crimes and precursors, incident response, homeland security, and officer health and wellness. When an alert is initiated, it is sent to a human monitor who will either clear the alert; use the toolset to acquire more information on the scene in real time and send incident data to temporary storage; or take action on the alert with a response appropriate to the situation, which may vary from sending personnel to the scene to initiating a full-scale response. Data will also routinely flow into temporary storage, where it will either feed models described in other business cases (if there is a validated law enforcement need) or be deleted after a specified time. The controls for which video data are entered into longer-term stor-
age or passed on to other users help preclude the systems from being abused for unjustified persistent surveillance.

The panel anticipated that alerting models will vary in sophistication over time. At the start, decision rules for alerting will be based on object and behavior recognition and will be linked to facial and license plate recognition for wanted persons. The models will progress toward using simple predictive capabilities with features as inputs, and eventually proceed to more complex, black box predictions of future crimes or other incidents of concern.

This business case will require careful explanation of alerts, including why objects or behaviors were flagged and any remaining uncertainties. These explanations must be available to the monitors, officers on scene, court officers, and possibly the public. They must include explicit recognition and display of the uncertainties involved in an artificial intelligence judgment. Such explanations would use narratives to explain an alert in order to show pathways for seeing different assemblies of activity that collectively lead to a crime rather than normal, benign activity. They would incorporate reasonable definitions of suspicious behavior and treat uncertainties in ways that best inform decisionmakers.

Alerting models must also be dynamic and allow adaptations over time and in different contexts. What characterizes suspicious behavior warranting alerts in real-time monitor-

Figure 4. Real-Time Monitoring Business Case

- Monitoring for alerts (routine)
  - Potential crimes and precursors; links to ID wanted persons
  - Safety and incident response
  - Homeland security
  - Officer health and wellness

- Review alert
  - Get more info in real time–scene detail (zoom, etc.) and context
  - Decide on response
  - Ranges from “send someone over” to full-scale response

- Alert cleared

Data storage

- Store video and sensor data (temporary)
- Validated LE need for data
- Data controls make video a passive sensor rather than conventional surveillance
- Data not needed

Event and incident data

- Routine data flow from video and sensors
- Data to other business cases

Alerting and response

- Alert needed
- Alert cleared

Figure 4. Real-Time Monitoring Business Case

Data

Alert cleared

Alert needed

Act on alert and supporting info

Ranges from “send someone over” to full-scale response

Data controls make video a passive sensor rather than conventional surveillance

Data storage

Store video and sensor data (temporary)

Validated LE need for data

Data not needed

Data to other business cases

Event and incident data

Routine data flow from video and sensors

Alerting and response

Alert needed

Alert cleared

Act on alert and supporting info

Ranges from “send someone over” to full-scale response

Data controls make video a passive sensor rather than conventional surveillance
Lastly, it must be emphasized that alerts must be tailored to support later review and decisionmaking. This could be accomplished at a basic level by employing pan-tilt-zoom (PTZ) in response to sensor hits, such as gunshot detection, anomalies in health telemetry, motion sensors, and so forth. A more advanced functionality could include PTZ based on human behavior, such as a camera turning and recording in the direction where humans in the video are looking. Alerts could also be generated with a priority (e.g., low, medium, high) to differentiate an urgent need to send someone to investigate from a need to engage immediately in other ways. Alerts could also assist dispatch with such information as likely direction or likely path of travel for active shooters or criminals on the run. To better monitor communication, tools could hear the scene, translate speech to text if voices are present, or recognize sign language.

All these would provide support to a human monitor in determining how to respond. The panelists’ strong consensus was that a VA/SF computer should not make response decisions by itself, and that humans needed to look at the actual video of the scene (or sensor hits, as appropriate) and use their own judgment in deciding on formal law enforcement responses.

**Business Case 2: Forensics**

Figure 5 shows the process flow for the forensics business case. From temporary storage, video and sensor data will be either sent for redaction or sent for further indexing and de-anonymization, depending on whether the data are case-related. Non-case-related video will be anonymized and redacted, including automatic redaction of faces and license plates, and redacted video will be distributed to appropriate entities in accordance with local requirements, where it will enter permanent storage.

Case-related data, however, will first be sent for further processing. This will begin with auto-indexing the video data for a case, including sorting out that video and sensor data that are pertinent to specific cases, labeling clips by case, labeling the objects and activities in this video, and integrating personally identifiable information (PII) labels. Where de-anonymization is needed for work on the case, tools will prepare the data by first detecting things like faces and license plates in the video, then performing facial and plate recognition and identification on them. These identifications will then also be automatically indexed in the clips. These labeling, identification, and indexing tools will be used to facilitate later review of all files relevant to a case during the investigation, and they will
help prepare the data for later distribution to court officers as case files available on a secure portal.

This business case relates primarily to crime-solving activities following prior monitoring. It is expected that most of these activities will be completed automatically to focus on “interesting” events in large streams of data, and to allow in-progress labeling of those events. The ability to track and link these and other details across several crime or precursor scenes is important, in addition to the recognition, reconstruction, and auto-zooming on faces and license plates. This would involve a capability for the automatic fusion of data with time-stamp labels from multiple cameras, photographs, texts, and other information gathered on a crime or incident scene. This could potentially be accomplished via scene-matching characteristics, audio clip matching, location or grid labels, or multiple such formats. Ultimately, this would allow tracking the same person or vehicle across multiple camera views. The resulting data set could be easily searched at a later time, where an investigator could bring up all related data feeds like call records, call audio, and camera feeds, with notes on entity tracking and location; and could then facilitate legal review and challenge of the data feeds.

Such a capability will inevitably require computationally handling significant video data streams. As a result, the capability must have scalability for handling major incidents beyond the needs for routine operations, such as the 2013 Boston Marathon bombings. Scalability of this type could be enabled through computing clouds that would be able to provide additional computing resources as needed. This business case also requires significant speed improvements over current abilities. At most, such analytics can only currently run a bit faster than real time per video feed. Ultra–high-definition cameras currently require four GPU cores to review each video feed, and that is only for processing the video in real time, although some other analytics can be done more quickly.

Once each video has been analyzed and marked up with structured metadata such as key objects and events found, location, and case number (if applicable), searching the structured metadata would also be much faster. However, this implies the need for a standardized dictionary describing how key data about the video, and what was found on it, are to be coded.

**Business Case 3: Auto-Reporting**

Figure 6 shows the process flow for the auto-reporting business case. Video and other sensor data entered into temporary storage will be initially examined for relevance to cases with various potential search tools, such as spatiotemporal queries, human review of automatically generated alerts, or manual search. Similar to the forensics business case, data will undergo automatic indexing and speech-to-text conversion. Data from

---
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these searching and indexing activities will be used to automatically prepare incident reports that will then be available over secure portals. Appropriate investigative data will be moved to more permanent storage, and de-anonymization tools will be used in the cases where identification services are needed.

The panel noted that data from body-worn cameras pose a challenge to this business case, as the video feeds will frequently move or jitter because of the wearer’s movements.

The panel also commented on various automatic reporting features. Tracking and location for all features shown on the video would be helpful, and tools will need to account for the camera location, camera direction, and location of objects in the camera view. Automatic reporting should also include additional sensors beyond video, including infrared, shot acoustics, CBRN (chemical, biological, radiological, and nuclear), weather and seasonality, or sources of light on the scene. This could also include proximity sensors, such as other law enforcement assets, people, or equipment at the scene, using blue force-tracking sensors from law enforcement, first responders, and other agencies.

The panel emphasized that this capability was intended to supplement reporting, not presume that a computer would be able to write reports automatically. Officers’ input on their own interpretation of actions in the sensor feeds will also be necessary, starting with the type of incident, history of what was observed, and ability to assign speech to people and accurately transcribe it. This should ultimately take the form of narrative descriptions of the observed events. Finally, automatic reporting will also need to incorporate privacy and exclusion controls. This would involve automatic filtering in cases in which officers need to stop reporting such as, for example, bathroom trips or interviews with restricted subjects.

**Business Case 4: Performance Monitoring**

Figures 7 and 8 show the process flows for the business cases involving assessing performance, for both individuals (Figure 7) and agencies (Figure 8). Many of the components of these business cases are identical to the previous two cases, with activities related to data searching, automatic indexing, and redaction. The key differences in these business cases relate to the purposes of the automatic indexing activities. Automatic indexing and labeling activities for personnel performance and compliance monitoring are related to individual law enforcement interactions, offering labels such as “compliant,” “noncompliant,” or “de-escalation” to describe them. The finished files will then be presented to specific internal reviews of personnel performance.

In the agency performance business case, the automatic indexing activity would label events of interest for later diagnosis and evaluation. These could be given labels such as disorder, accident, crime, and so forth. These labeled events could then further be used for generation of agency metrics, tracking num-
bers of events of interest, and preparing performance reports on trends supported by the video and sensor data.

Panelists noted that personnel performance records would pertain to detecting good performance in addition to noncompliance or problematic behavior. This would support identifying best practices and contribute to training scenario development. Objective measures of performance based on this data could then be used for individualized training and improvement. Similarly, agency performance reports from video and sensor data could be used to evaluate, develop, and test policing strategies. There is a need for models to recognize delayed reinforcement and to test whether outcomes improve over time. Such models could also provide an experimental capability to recognize actions that create favorable outcome statistics.

**Envisioning Future VA/SF Networks**

Looking across all the business cases, Figure 9 shows a conceptual VA/SF processing network that incorporates the key features needed to support the business cases described previously. The functions on the left side of the conceptual network support the real-time analysis of video data, primarily in support of the real-time monitoring business case. These include capabilities to monitor video data streams in real time for certain objects or behaviors, and then alert a viewer when an object or behavior requires attention. The viewer then requires tools for quickly reviewing alerts and obtaining additional information on those behaviors or objects. There also need to be tools to help viewers quickly act on the observation when necessary and pass along any supporting information from the video to the appropriate party.

The panel made several observations about alerts in general. First, alerts passed to a viewer in real time require explanations and traceability. That is, the alert needs to show to the user why the object or behavior in question was flagged for further review, along with readily understandable measures of uncertainty in that judgment. Second, alerts must be context-specific and must adapt over time. The context of a behavior will often be critical in determining whether that behavior is benign or suspicious, and what is defined to constitute criminal precursor activity today may change tomorrow. The tools for recognizing objects and behaviors must similarly be able to recognize important context and be adaptable over time. The context of a behavior will often be critical in determining whether that behavior is benign or suspicious, and what is defined to constitute criminal precursor activity today may change tomorrow. The tools for recognizing objects and behaviors must similarly be able to recognize important context and be adaptable over time.
include presenting the decisionmaker with prioritization of alert output, fusion of different sensors, or cueing of additional sensors that could also provide useful information.

The functions on the right side of the figure support post-event investigation and reporting, principally in support of forensics, auto-reporting, and performance monitoring. This would include functionality that reviews video in storage and automatically indexes events for later searching and review, as well as speech-to-text functionality and preparation of video for de-anonymization. Video in storage may need to be anonymized or redacted, which may require tools to automatically generate reports from events or metrics associated with the video before it is ultimately distributed to appropriate entities.

The panel made observations about investigative capabilities, as well. First, any initial collection of video data that is intended for more than simple real-time monitoring should set up the downstream analysis. As data are captured, analytical tools should act to improve value for an investigation. This could include such tools as automatic focusing on important events, enhancement of faces, or capture of written data as text. Second, fast auto-indexing of events in video data will likely be of high value to later investigations. Analytical tools should support searches and reporting for entities and events across multiple video files, but current speed and scalability of such tools are currently major challenges. Investigators will need the tools to scale up analyses substantially when major events occur. Third, tools should be able to detect both “good” and “bad” events in recorded video. Post-event assessment of video is not limited to detecting bad behavior, whether by a citizen or a police officer during the course of their duties; it should also be able to identify events demonstrating particularly good examples of policing for purposes of training or assessing potential changes in agency-level strategy or tactics. Finally, the purpose of tools for post-event investigation is to improve outcomes for the agencies using them. Thus, there is a need for models used to track and recognize whether desired outcomes improve over time.

Security, Privacy, and Civil Rights Protections

As useful as VA/SF capabilities would be for law enforcement, the panel noted that they present security, privacy, and civil rights risks. Public acceptance of VA/SF tools is critical to their successful use by law enforcement. As a result, workshop participants engaged in discussion on what core security, privacy, and civil rights protections would need to be associated with any new VA/SF toolset deployment.
**Restrictions on Use**

Participants commented on the need for multiple *a priori* restrictions on the potential uses of this toolset to maintain necessary privacy and civil rights protections. The first is that these tools should collectively be used as passive sensors that trigger alerts or are consulted in response to other events, rather than persistent surveillance systems that are constantly monitored and spur immediate action. The distinction is a fine but important one, as it enables managing the effects of the technology by tuning the nature and frequency of the alerts. Implementing this approach requires “locking away” video that has not generated alerts or is not involved in an ongoing investigation. This means any use of recorded video or sensor data will require a law enforcement predicate, such as a suspected crime or threat to public safety or homeland security. Measures need to be put in place to ensure an investigator cannot use VA/SF tools without such a predicate in place. Time limits would be imposed on retention of video not marked as relevant to an investigation, followed by automatic deletion upon expiration of the time limit.

The panel noted deployment of VA/SF tools must be restricted to public places, and within those spaces there must be restrictions on the recording or de-anonymization of persons participating in any activities protected by the First Amendment. Tools will need safeguards to prevent the tracking of innocent persons without unacceptably diminishing the ability to recognize wanted persons. Tools should focus on identifying and describing activity, with identification of persons in video not being done until necessary. As such, any policy developed will need to address how accurate an identification of suspicious activity must be in order to be actionable.

Finally, participants noted the criticality of defining the uses for which these tools may and may not be used. In addition to the earlier business-case descriptions of necessary and acceptable end uses, certain uses for these tools were off limits. The data must not be provocative, humiliating, or exploitative. These tools should also not be used to instruct an officer to, for example, draw a gun, escalate, de-escalate, or in any other way make critical decisions for an officer in the field.

**Data Integrity and Access Controls**

Participants discussed providing data integrity and access controls for recorded data. Any data collected would need to comply with evidentiary requirements for data integrity as with other data. There must be a capability to show a valid law enforcement purpose both for collecting the video or sensor data and for making subsequent decisions based upon that data. There will also be a need to ensure chain of custody of the data and validate any claims made with it. Participants suggested blockchain technology as one potential approach to ensure chain of custody. There is a particular need for safeguards against falsifying video and voice data, given the rise of tools for faking video and voice and concerns about those tools. Safeguards are being developed; for example, the U.S. Department of Defense is funding tools to detect falsified video (Knight, 2018).

Related to access control, participants noted that there must be controls and policies in place to ensure proper usage of video or sensor data. Any data must have policy and technological access controls and audit logs. Enhanced controls are needed when de-anonymizing people or assets in video. Policies must specify who may see video, when they may see it, and when they may make a statement about it. Most faces, plates, and other personally identifying features should be automatically redacted if during storage unless part of an active investigation. Health and biometrics data are subject to special privacy controls, under the Health Insurance and Portability and Accountability Act (HIPAA) and other policy and legislation. At the same time, these controls must permit all parties to actions in court to be able to access and legally review and challenge any data that is used.

**Data-Sharing and Policy**

The participants discussed data-sharing and policy requirements. There would be institutional benefit to analyzing and learning from data on use of VA/SF tools from multiple agencies, but any common repository used for training and analysis purposes must be tightly protected. Any data leaks from such a repository would put private citizens at risk and potentially be very useful for criminals and terrorists. Such sharing would also need to address conflicts between federal standards like Criminal Justice Information Services (CJIS) policies (U.S. Department of Justice, Federal Bureau of Investigation, 2018) and state and local laws and policies. There may be issues with interfaces between CJIS-compliant and non–CJIS-compliant agencies and systems that would need to be worked out. Other similar issues might arise related to interfaces or exchanges between police assets and city or jurisdiction assets, as well as with training, awareness, and resources of any partnering agencies.
Community Partnership and Acceptance

Finally, the panel discussed necessary procedures to partner with the community to gain acceptance for using these technologies. Panelists noted a need to consult with the public before, during, and after implementation, including issuing public reports in the process of those consultations.

Officers will also require protection for the use of body-worn cameras, biometric sensors, and so on. The panel noted that updates to states’ Law Enforcement Officers’ Bills of Rights and other statutes establishing procedural protections for officers may be needed.

Finally, the panel discussed that any law enforcement organization that uses these tools, as well as law enforcement associations, need to prepare for the first cases of VA/SF “going wrong.” This means the mass media may cover one or a few agencies using VA/SF technologies in ways that are reported to be creating mass violations of privacy, violating civil rights, or violating federal law. Responding effectively will require most VA/SF-using agencies to have an established history of accurate reporting and demonstration of public trust when it comes to the use of these technologies.

Core Research on Object and Event Recognition

Underlying most business-case functions is an ability for VA tools to recognize objects and behaviors in video data. To both support technology development and discussion about the implications of analytic usage, both the workshop participants and NISTIR 8164 called for the development of lists of objects, events, and behaviors to recognize. These would allow for the development of supporting training-video libraries, which would make it possible to better understand the technical performance of analytics and to compare analytics across different techniques. The panel developed an initial preliminary list of different classes of events, objects, and activities to recognize.

General Needs for Recognition Technologies

The panel identified the following general needs for recognition, applicable to most entities, activities, and events to be detected:

- Tools should be able to detect activity in progress and known precursor activities of interest.
- Persons, vehicles, and other objects involved in monitored activities need to be labeled and have their precise locations identified. Tools should be able to capture faces, license plates, and other identifying information in the near term.
- There is a general requirement to recognize and track the same entities across multiple camera feeds.
- As the technology advances, models to predict activity and events of interest by detecting known precursor activity will be beneficial.
- There is a general need to identify and reduce false positives over time.
- There is a general need to identify, categorize, and filter out events (e.g., lengthy stretches of video and sensor feeds) that are not of interest to law enforcement.
- Training of VA algorithms needs to involve a sufficiently large and diverse set of videos to help avoid bias problems.

Potential Crimes

The panel’s list of crimes in progress to be recognized include:

- homicides, shootings, and aggravated assaults (i.e., homicide precursors)
- sexual assault
- kidnapping
- vehicular homicide and hit-and-runs
- robbery and burglary
- aggravated assault
- arson
- drug trafficking and sales
- driving under the influence
- trespassing
- simple assault
- theft
- other crimes (e.g., illegal dirt-bike riding).

Tools should also be able to identify the criminal precursors and assist dispatch and investigations. To do so, these tools should be able to recognize precursors or objects associated with various types of crime described in the previous list. Precursors associated with shootings and armed assaults would include:

- recognition of shots, such as “acoustic bang”
- visually displayed weapons (e.g., guns, bladed weapons, blunt weapons)
- objects and behavior indicative of carrying a weapon, such as bulges in clothing or patting oneself down.

Precursors and objects associated with robberies or other assaults would include:
Finally, participants discussed objects and behaviors related to assessing performance monitoring that VA/SF toolsets should be able to identify. For personnel monitoring, these included examples of both policy violation as well as exemplary behavior, including:

- general characterization of key law enforcement steps, such as interaction with specific individuals, arrest, handcuffing, or asking specified questions
- policy and procedure violations
- exemplars of good performance like de-escalation and examples of providing procedural justice
- indicators of officer health, including stressful incidents and detection of personal fatigue or stress; these would be identifiable by analysis of video, analysis of voice stress, or analysis of telematics like hydration, heart rate, or sensors measuring sudden impacts
- indicators of agency performance, done by converting detections of crimes, accidents, and other outcomes of interest into metrics for both diagnosis of problems and evaluation of the performance of implemented solutions.

**Needs for Innovation**

Building from the business cases discussed by the panel, the panel identified needs for innovation, and ranked them using the Delphi methodology described previously. Because the prioritization process separated ratings for importance and feasibility, it could be used to identify two major types of priority need. The first type of priority need includes those with the highest EV scores. These Tier 1 needs are in a cluster with the highest EV and include 11 needs—23 percent of the total needs identified by the group.

The second type of priority need had a median importance score of 9, the highest possible rating. These are high-value (HV) needs. They correspond to being a high-risk, high-reward need. This group included 12 needs, or 25 percent of the total. These two types combined created a final set of 22 priority needs (one Tier 1 need was also HV, and therefore is not counted twice in the total). We align the priority needs with one of seven categories, consistent with the previous discussion:

- supporting core research on recognizing objects, activities, and events, which enables all business cases
- supporting the development of core computational infrastructure, enabling the fielding of VA/SF networks (for all business cases)
- supporting security, privacy, and civil rights protections
- supporting one of the four specific business cases.

Precursors and objects associated with burglaries and thefts would include the identification of casing behavior (i.e., looking in windows, jiggling vehicle door handles and looking inside of the vehicle).

Tools should be able to assist dispatch in responding to these crimes or potential crimes. The tools must be able to identify the specific location of an incident, as well as the likely direction then path of travel of active shooters or criminals on the run.

Objects and behaviors associated with public safety and (noncriminal) incident response are also important for tools to be able to identify. Such objects and behaviors would include the following:

- traffic congestion
- traffic accidents
- falls into water or other falls
- fires
- explosions
- signs of intoxication or mental illness
- overcrowding or risk of trampling.

Objects and behaviors associated with homeland security and counterterrorism concerns will be a critical piece of the VA toolset. Some of these objects and behaviors overlap with prior categories, such as shootings, trespassing, burglary and theft, as well as such precursors as weapon-carrying or stalking behavior. This category should also include:

- bombing-related objects and behaviors, such as an individual deliberately leaving packages behind or identification of explosions
- driving toward crowds at high speeds or in pedestrian areas
- surveillance-related activities, such as “out of place” photography, trespassing, and observation.

The participants also brought up that the Nationwide Suspicious Activity Reporting (SAR) Initiative has previously identified 16 criminal and suspicious potential indicators of terrorism (Nationwide SAR Initiative, 2016).

Finally, participants discussed objects and behaviors related to assessing performance monitoring that VA/SF toolsets should be able to identify. For personnel monitoring, these included examples of both policy violation as well as exemplary behavior, including:

- general characterization of key law enforcement steps, such as interaction with specific individuals, arrest, handcuffing, or asking specified questions
- policy and procedure violations
- exemplars of good performance like de-escalation and examples of providing procedural justice
- indicators of officer health, including stressful incidents and detection of personal fatigue or stress; these would be identifiable by analysis of video, analysis of voice stress, or analysis of telematics like hydration, heart rate, or sensors measuring sudden impacts
- indicators of agency performance, done by converting detections of crimes, accidents, and other outcomes of interest into metrics for both diagnosis of problems and evaluation of the performance of implemented solutions.
The needs are presented in Table 1. Within categories, priority needs are presented in order of their expected value scores, with higher-scoring needs presented first. For each need, we present the text description, the need’s expected value score tier (1–high, 2–medium), and whether the need was high-value (had a median importance score of 9). Also note that some of the needs listed in Table 1 represent different ways ahead to address the same problem, explaining why some needs have identical “issue” descriptions.

Priority Needs Supporting Core Research on Recognizing Objects and Events

These needs for innovation relate to a core research program for recognizing objects, events, and behaviors. Many of the needs call for research on varying types of recognition; the preliminary list of objects, events, and behaviors to be recognized through these research efforts was discussed previously. This category also includes infrastructure needed to carry out recognition research, notably the creation of a common repository for training VA/SF algorithms and best practices for ensuring that the repository and model training include suitably broad samples of training and testing videos.

<table>
<thead>
<tr>
<th>Issue or Current Limitation</th>
<th>Need</th>
<th>Tier–Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current video searches are limited to metadata-based searches that return results from tags already indexed and created.</td>
<td>Conduct R&amp;D on the technologies that would allow semantic searching of video (e.g., “show me all instances where a person with a pink shirt is walking down main street”).</td>
<td>1—Medium Value</td>
</tr>
<tr>
<td>Video archives and real-time feeds are difficult to search for operationally relevant data.</td>
<td>Create a standardized list of objects and actions that would be most useful for law enforcement.</td>
<td>1</td>
</tr>
<tr>
<td>Video detection of objects and activities is not currently occurring at the pace and with the accuracy required to support law enforcement operations.</td>
<td>Conduct R&amp;D on law enforcement-specific activity-detection models (e.g., traffic stops, make or model, or other identifying factors for vehicles).</td>
<td>1</td>
</tr>
<tr>
<td>It would be operationally useful to know the location of objects and people in videos.</td>
<td>Develop algorithms to calculate location coordinates of objects in videos given camera location and orientation.</td>
<td>1</td>
</tr>
<tr>
<td>Existing annotated training videos and algorithmic models for law enforcement applications are often closely held for proprietary purposes, or relatively quickly disposed of for privacy and civil rights purposes.</td>
<td>Facilitate the creation of a (continuously refreshed) service for cataloging and sharing data sources that can be used for training algorithms (e.g., a public library, Github.com, code.gov).</td>
<td>2—High Value</td>
</tr>
<tr>
<td>Existing real-world inputs are not sufficient to cover all of the edge cases that VA algorithms will eventually encounter (e.g., regional differences, cultural differences, trends, events with crowds).</td>
<td>Develop best practices to ensure that the data that algorithms are trained on sufficiently cover the continuum of possibilities.</td>
<td>2</td>
</tr>
<tr>
<td>Agencies would like systems that can predict whether an event of interest (e.g., accident, robbery) is much more likely to occur.</td>
<td>Conduct R&amp;D on the building and testing of these models.</td>
<td>2</td>
</tr>
</tbody>
</table>

Priority Needs Supporting Computational Infrastructure

These needs for innovation relate to developing the computational infrastructure required to field VA/SF networks as envisioned. The needs in Table 2 cover hardware instantiations, including cloud models for conducting analytics and systems capable of real-time indexing; software development, especially
on user interfaces; and data interoperability and integration necessary to retrieve the data required to improve analyses and share the results with systems and parties needing them. This category includes an additional nonmateriel need that would nonetheless be an important part of the infrastructure—creating a technical advisory group to help agencies with considering and implementing VA/SF networks.

**Priority Needs Supporting Security, Privacy, and Civil Rights Protections**

The panelists identified three priority needs (in Table 3) for innovation to support furthering the core types of protections discussed earlier. Two concerned data retention (one to develop standard policies, one to develop software tools). One concerned tools to support auditing of information involved in a case.

Also of note was one Tier 2 need that barely missed being in Tier 1: a call for creation of an online portal for training agencies about key legal provisions that would affect agencies’ use of VA/SF networks. These would include coverage of the Criminal Intelligence Systems Operating Policies (28 Code of Federal Regulations [C.F.R.] Part 23), and key civil rights and civil liberties laws.

**Priority Needs for Innovation Supporting Individual Business Cases**

Finally, there were six priority needs supporting specific business cases. Four of these related to performance monitoring, either in support of monitoring personnel (notably tracking personnel health and safety) or in support of agency operations and objectives (tracking public events and using them to inform infrastructure control). Two related to the forensics business case, making it easier to search for videos relevant to specific cases and link to related case data. The relevant business case is marked for each need in Table 4.

**Toward a Roadmap for Video Analytics and Sensor Fusion Research**

The discussion from the workshop was intended to inform a future science and technology roadmap that describes necessary investments and the time frames over which investments

---

**Table 2. Needs for Innovation Related to Computing Infrastructure**

<table>
<thead>
<tr>
<th>Issue or Current Limitation</th>
<th>Need</th>
<th>Tier–Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Existing data sources (e.g., LE databases) should be integrated with VA systems to improve the recognition and prediction processes.</td>
<td>Develop best practices and model contracts that consider architectures and APIs that would facilitate system integration.</td>
<td>1</td>
</tr>
<tr>
<td>It is increasingly challenging to process, fuse, and analyze the rapidly increasing volume of VA data in both a timely and cost-effective fashion.</td>
<td>Assess the benefits, costs, and risks of different processing models (e.g., on-premises, government cloud, public cloud).</td>
<td>1</td>
</tr>
<tr>
<td>CAD, RMS, mobile data, and VA systems are generally not interoperable with each other.</td>
<td>Integrate dispatch and routing with what is already known from VA systems.</td>
<td>1</td>
</tr>
<tr>
<td>There are limited skill sets within agencies to operate and manage VA technologies.</td>
<td>Assemble a group of technical advisers to help agencies and cities considering surveillance networks with analytics.</td>
<td>1</td>
</tr>
<tr>
<td>The systems that are ultimately deployed to end users (e.g., law enforcement) need to present the right amount of information in a highly accessible way (UX/UI).</td>
<td>Conduct research to identify what the right amount of data or information is in particular law enforcement situations or contexts.</td>
<td>2</td>
</tr>
<tr>
<td>Video archives and real-time feeds are difficult to search for operationally relevant data.</td>
<td>Develop systems capable of real-time indexing as video is collected or archived.</td>
<td>2</td>
</tr>
</tbody>
</table>

NOTE: UX/UI = user experience or user interface.
### Table 3. Needs for Innovation Related to Security, Privacy, and Civil Rights

<table>
<thead>
<tr>
<th>Issue or Current Limitation</th>
<th>Need</th>
<th>Tier–Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Officials must consider data retention practices for video data, metadata, and training data.</td>
<td>Develop draft policies.</td>
<td>1</td>
</tr>
<tr>
<td>Analytic product outputs are not truly available or accessible for justice purposes (e.g., by LE, prosecution, defense counsel).</td>
<td>Develop standards to define what should be retained in an audit trail, which documents what has been presented to or viewed by an officer, as well as why that particular information was presented to the officer (e.g., an explanation of the algorithm’s actions).</td>
<td>1</td>
</tr>
<tr>
<td>A large volume of collected or stored video is unobserved.</td>
<td>Conduct research into flexible (or dynamic) retention policies that are algorithmically determined based on the video’s content.</td>
<td>2</td>
</tr>
</tbody>
</table>

### Table 4. Needs for Innovation Supporting Specific Business Cases

<table>
<thead>
<tr>
<th>Issue</th>
<th>Need</th>
<th>Tier–Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monitoring—agencies: VA systems could be used to assess progress toward desirable public objectives (e.g., fewer pedestrian-car accidents, less crime).</td>
<td>Conduct R&amp;D on the VA potential for measuring and assessing progress toward public objectives.</td>
<td>1</td>
</tr>
<tr>
<td>Monitoring—personnel: VA could be used to monitor environmental cues (e.g., problematic noises, officer health, voice stress).</td>
<td>Conduct research into the potential beneficial uses and other environmental monitoring opportunities for wearable sensors that many officers are already carrying.</td>
<td>2</td>
</tr>
<tr>
<td>Forensics: Video archives and real-time feeds are difficult to search for operationally relevant data.</td>
<td>Video archive searches should be coordinated with related data (e.g., CAD, weather.)</td>
<td>2</td>
</tr>
<tr>
<td>Monitoring—agencies: VA systems could be used to trigger changes in municipal infrastructure (e.g., change traffic light timings, redirect traffic, improve road signs).</td>
<td>Conduct R&amp;D on the critical impacts to public safety (e.g., desirable outputs to monitor on video) and the appropriate level of human-in-the-loop presence for monitoring and improving changes.</td>
<td>2</td>
</tr>
<tr>
<td>Forensics: Current video search system requires the investigator to conduct multiple searches to identify relevant evidence for the same event.</td>
<td>Conduct research into video search methods that would allow similar or related videos to also be returned (or immediately available).</td>
<td>2</td>
</tr>
<tr>
<td>Monitoring—personnel: VA systems have great potential to improve officer accountability and performance improvement for simpler policies (e.g., compliance with policy, early warning system), but are not yet mature enough to handle more complex situations.</td>
<td>Develop a dictionary of officer actions, both desired and alert or warning.</td>
<td>2</td>
</tr>
</tbody>
</table>
will be needed. The panel found that R&D is needed to drive innovations in core object, event, and behavior recognition, computing infrastructure, security and rights protections, and in support of four specific business cases.

A timeline of innovations needed in each of these areas was discussed, with needed innovations mapped according to near-, medium-, and far-term applications. Near-term innovations can likely be created now. Far-term developments are at least 1–3 years out, with specific timing depending on the results of the earlier, near-term observations. The suggested timing reflects the panel’s discussion on what sorts of products logically need to come before others.

Table 5 shows the proposed innovation roadmap. It closely reflects the needs for innovation represented in prior discussions; in some cases, closely related needs have been combined into single roadmap items, for the sake of simplicity.

The roadmap contains several pathways of innovations covering different areas of VA/SF capabilities, as described later in this report.

### Table 5. Investment Roadmap

<table>
<thead>
<tr>
<th>Business Case or Capability</th>
<th>Near Term</th>
<th>Farther Term (at least 1–3 years out)</th>
</tr>
</thead>
</table>
| Core research on recognition | • Create standard list of most-useful objects, actions, and events to recognize (as summarized earlier in this report).  
• Create a service for sharing videos and sensor feeds suitable for training algorithms; include practices for ensuring videos on the service cover a full range of probabilities. | • Conduct R&D on semantic searching of video.  
• R&D on LE-specific activity detection (for more complex and subtle actions not covered in near-term research).  
• Conduct R&D on algorithms to calculate location of objects in videos. |
| Computational infrastructure | • Assess different processing models for VA/SF (e.g., contracted cloud, government cloud).  
• Assemble technical advisory groups to help agencies considering sensor networks with VA/SF.  
• Conduct R&D on the right amount of VA/SF results to show to officers to reduce information overload. | • Conduct R&D on architectures and APIs to integrate VA data with RMS or CAD into unified records; should include best practices and model contracts in addition to technology.  
• Conduct R&D on having dispatch and routing integrated to capitalize on VA findings.  
• Conduct R&D on real-time indexing of video. |
| Security, privacy, and civil rights protections | • Develop model data retention, access control, and audit policies. | • Conduct R&D on algorithms to determine which video and sensor data to retain based on content and known context. |
| Real-time monitoring business case | • Conduct R&D to ID near-term risk of crimes and events of interest in video and sensor feeds (simple decision rules here—complex, predictive, and context-dependent models envisioned for later). | |
| Forensics business case (Auto-reporting case includes these efforts plus core research) | | • Conduct R&D on returning videos similar or related to input videos.  
• Conduct R&D on integrated event search to return video plus corresponding CAD or RMS and other relevant data. |
| Performance monitoring for personnel and agencies business case | • Create a list of officer actions that are both desired or that should trigger alerts (to be integrated into ongoing event recognition research). | • Conduct R&D on fusing VA with wearable and environmental sensors to detect immediate risks.  
• Conduct R&D on VA/SF to measure progress on public objectives (e.g., tracking number of car crashes).  
• Conduct R&D on concepts for using VA for infrastructure control, including key inputs and human-in-the-loop needs (R&D on VA/SF-assisted control itself to follow). |
Innovation Pathways for Analysis
As discussed, the panel recognized a general need for expanded and improved object, event, and activity recognition. Doing so requires the creation of infrastructure for training VA/SF algorithms. The panel presumed that from improved recognition, event prediction capabilities would become possible, starting with simple rules-based or regression models and moving to more sophisticated models over time. This prediction capability must have defensible inputs.

In the medium- and long-term, the panel discussed needs for more fine-grained recognitions, as well as the linking of associated data into unified event records. The algorithms employed should gain the capability for simple dynamic control rules, with human-involved treatment of nuance, complexity, and change related to video data.

Long-term research should see the development of VA/SF models incorporating the complex treatment of nuance, along with automatic detection and adjustment for changes in behaviors over time. VA/SF networks should also incorporate semantic search and automatic infrastructure control, with the control-rule algorithms learning over time what responses were associated with better outcomes.

Innovation Pathways for Infrastructure
There is a short-term need for human factors research, to assess what types of VA/SF results to display and how to display them. There is a specific need to make effective trade-offs between providing users with an understanding of the meaning, uncertainties, and derivation of results, and making those results readily usable, avoiding information overload.

There is also a near-term need for research into improvements in the speed of searching video data and the scalability of the needed tools. One likely option is the migration of VA data to a cloud storage and computing environment; as noted, the panel requested studying such infrastructure strategies as cloud computing to figure out the most promising approaches.

Farther out, the ability to integrate event-related data from VA/SF networks with RMS/CAD and other related data into unified event records (such as case records pointing to relevant video clips) will be valuable. There will also be a need for R&D to support expanded searches by queries related to such factors as time, location, or names. There is also a need for R&D on real-time indexing of video, including labeling of "nonrelevant" video, providing scene descriptions (for automatic reporting), and providing a baseline ability to count on-camera events for use in performance metrics.

Innovation Pathways for Policy, Process, and Training
Panelists made clear that agencies will need substantial assistance to educate them about how to use VA/SF technologies effectively, safely, and in a manner consistent with civil and privacy rights. In the near term, panelists called for creating model policies and training materials on key security, privacy, and civil rights provisions and requirements. They also called for creating a technical assistance group to help agencies with questions and issues regarding VA/SF networks.

In the longer term, the panel explored using technology to assist with policy and legal compliance. The panel had a specific interest in using analytical models to better identify which video and sensor feeds to retain in response to varying cues and clues from the environment, and which should be filtered out.

Conclusions
In general, the panel found that VA/SF were extremely promising technologies for improving public safety. Detecting crimes or major incidents in progress (e.g., fires, accidents), identifying and tracking those responsible (if applicable), and eventually detecting the lead-ups to crimes or disasters before they occur was seen as the highest-priority use case for these technologies, potentially offering major benefits to society. The panel also felt that VA/SF technologies could be of great benefit in investigating crimes and major incidents, could provide major time-savers through automatic reporting, and could help make personnel and agencies much more effective through performance monitoring and eventual support to infrastructure control. The technologies, especially the fusion of video combined and biometrics sensors, could substantially improve the safety and health of officers.

At the same time, the risks of VA/SF technologies are significant. The panel recognized that, combined with the growth of video cameras and sensors of all types, these technologies have a great potential for being abused. There are two major bulwarks against this. The first is to ensure that VA/SF technologies are implemented as passive sensors, sending data and results to human users only if a valid law enforcement need is detected. They cannot be implemented as general purpose social surveillance tools. The second is that the purposes for which these tools may and may not be used must be clearly
defined by implementing communities, consistent with applicable law and policy. Beyond these two are a series of protections related to data integrity, chain of custody, access controls, use auditing, data-sharing, and community involvement and acceptance that will help ensure that these tools are beneficial rather than harmful.

From an innovation perspective, the panel supported a general philosophy of “crawl, walk, run,” starting with improving capabilities to reliably detect baseline entities, activities, and events; and then adopting more sophisticated capabilities over time. Similarly, to support the development of the infrastructure, there was a desire to start with exploring basic computing architectures to support large-scale VA/SF, and from there move to better integrating VA/SF with other data sources and agency operations, as well as researching more advanced computational capabilities. Even with the nonmateriel—policy, procedures, and training—the panel supported starting with basic model policy development and education, and studying the use of technology over time to expedite policy and legal compliance. The panel recognized that while VA/SF technologies are indeed promising, they are just emerging. They have a long way to go before fulfilling their promise in improving public safety.

**APPENDIX**

After generating the needs in the workshop, participants rated each on two measures: potential importance to law enforcement if we could address the need successfully, and the general likelihood of success. Each panelist rated each need on scales from 1 to 9 (1 is low, 9 is high). Importance was bracketed as 1 equaling virtually no benefit to law enforcement, and 9 was bracketed as equaling the same benefit of prior “game changing” technologies such as body armor and crime hotspot analysis. Likelihood of success was bracketed as 1 equaling about a 10 percent chance of success and 9 equaling about a 90-percent chance of success.

To combine the two scores, we took an EV approach, multiplying the two scores from each participant together to come up with a single EV score that reflects, in words, the average amount of benefit law enforcement could expect to see from investing in addressing a given need. We then took the median of the EV scores from all panelists to get an EV score for each need. The median score is used because it is both robust to outliers and does not presume any underlying probability distributions for the panelists’ ratings. EV approaches are fundamental in assessing choices under uncertainty (deNeufville, 1990). This approach has been used in prior RAND research on criminal justice technology needs, including the first and second Law Enforcement Advisory Panels, which were broad-based surveys of needs for law enforcement (Hollywood et al., 2015 and 2017). It has also been used on prior broad-based studies of corrections and court needs (Jackson et al., 2015; Jackson et al., 2016), as well as broadband communications needs for law enforcement (Hollywood et al., 2016).

We divided the needs into three priority tiers by median EV score using a clustering algorithm. We used a hierarchical clustering algorithm employing Ward’s spherical clustering rule (Ward, 1963; Murtagh, 1985) to divide the needs into tiers, via the “hclust” package in the R statistical environment, using both native R code and the Wessa statistical web portal (Wessa, 2012). Figure A.1 plots the needs’ median EV scores by priority tier. Hierarchical clustering generates a dendrogram, which graphically shows which data points are mathematically closest together. Points (in this case, needs’ EV scores) that are very close tend to be on the same low-level twig. Larger groups of points that are also broadly similar are on larger “branches.” One can divide points into a set number of clusters by taking the points on each of the highest-level branches (“limbs”) to be a cluster. Figure A.1 shows the dendrogram and resulting clusters (“top limbs”) resulting from applying hierarchical clustering to the needs’ EV scores. The 11 needs with the top EV values are highlighted in green on the dendrogram.

Needs that the panel rated as being of very high importance to law enforcement also constitute priority needs, even if they were rated as being of lower feasibility (i.e., higher risk) and thus had EV scores outside of Tier 1. This expert panel rated 12 needs as having the highest importance (median score of 9—equivalent to being a game changer for law enforcement if it could be met), of which 11 were in Tier 2 due to being rated as higher risk. These high-value needs are all marked with “HV” on the dendrogram. This approach also allows identification of low hanging fruit (LHF): needs that were rated very high in terms of probability of success, even if they are lower in payoff. Because the needs in this effort were viewed as comparatively difficult for technical and feasibility reasons, only one need was identified as such (tagged LHF in the table) and so that component of the approach was not further used in this effort. The 11 Tier 1 needs and 11 HV needs in Tier 2 collectively formed the set of priority needs for innovation highlighted in this report. Table A.1 presents the complete listing and ranking of the needs.
Figure A.1. Hierarchical Clustering Chart (Dendrogram) of Needs
## Table A.1. Complete List of Identified and Ranked Needs

<table>
<thead>
<tr>
<th>Tier</th>
<th>HV</th>
<th>LHF</th>
<th>Issue and Need:</th>
</tr>
</thead>
</table>
| 1    | LHF | LHF | **Issue**: Data retention practices are important to consider for video data, metadata, and training data.  
**Need**: Develop draft policies. |
| 1    |     |     | **Issue**: Current video searches are limited to metadata based searches that return results from tags that have already been indexed and created.  
**Need**: Conduct R&D on the technologies that will allow semantic searching of video (e.g., “show me all instances where a person with a pink shirt is walking down main street”). |
| 1    |     |     | **Issue**: Existing data sources (e.g., LE databases) should be integrated with VA systems to improve the recognition and prediction processes.  
**Need**: Develop best practices and model contracts that consider architectures and APIs that would facilitate system integration. |
| 1    |     |     | **Issue**: Video archives and real-time feeds are difficult to search for operationally relevant data (1 of 2).  
**Need**: Create a standardized list of objects and actions that would be most useful for law enforcement. |
| 1    |     |     | **Issue**: VA system could be used to assess progress toward desirable public objectives (e.g., fewer pedestrian-car accidents, less crime).  
**Need**: Conduct R&D on the VA potential for measuring and assessing progress toward public objectives. |
| 1    | HV  |     | **Issue**: It is increasingly challenging to process, fuse, and analyze the rapidly increasing volume of VA data in both a timely and cost-effective fashion (1 of 2).  
**Need**: Assess the benefits, costs, and risks of different processing models (on premises, government cloud, public cloud). |
| 1    |     |     | **Issue**: Analytic product outputs are not truly available or accessible for justice purposes (e.g., LE, prosecution, defense counsel).  
**Need**: Develop standards to define what should be retained in an audit trail, which documents have been presented to and viewed by an officer, as well as why that particular information was presented to the officer (e.g., an explanation of the algorithm’s actions). |
| 1    |     |     | **Issue**: CAD, RMS, mobile data, and VA systems are generally not interoperable with each other.  
**Need**: Integrate dispatch and routing with what is already known from VA systems. |
<table>
<thead>
<tr>
<th></th>
<th>Issue:</th>
<th>Need:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>There are limited skill sets within agencies to operate and manage VA technologies.</td>
<td>Assemble a group of technical advisers to help agencies and cities considering surveillance networks with analytics.</td>
</tr>
<tr>
<td>1</td>
<td>Video object and activity detection is not currently occurring at the pace and accuracy required to support law enforcement operations.</td>
<td>Conduct R&amp;D on law enforcement-specific activity detection models (e.g., traffic stops, make and model, or other identifying factors for vehicles).</td>
</tr>
<tr>
<td>1</td>
<td>It would be operationally useful to know the location of objects and people in videos.</td>
<td>Develop algorithms to calculate location coordinates of objects in videos given camera location and orientation.</td>
</tr>
<tr>
<td>2</td>
<td>Existing annotated training videos and algorithmic models for LE applications are often closely held for proprietary purposes or relatively quickly disposed of for privacy and civil rights purposes.</td>
<td>Facilitate the creation of a (continuously refreshed) service for cataloging and sharing data sources that can be used for training algorithms (e.g., a public library, Github.com, code.gov).</td>
</tr>
<tr>
<td>2</td>
<td>There is a lack of training and materials on the appropriate use of VA systems (to include coverage of 28 C.F.R. Part 23 and applicable civil rights and civil liberties law)</td>
<td>Develop a VA “toolkit” (similar to the BJA Body Worn Camera toolkit).</td>
</tr>
<tr>
<td>2</td>
<td>The systems that are ultimately deployed to end users (e.g., law enforcement) need to present the right amount of information in a highly accessible way (UX or UI).</td>
<td>Conduct research to identify what the right amount of data and information is in particular law enforcement situations or contexts.</td>
</tr>
<tr>
<td>2</td>
<td>VA could be used to monitor environmental cues (e.g., problematic noises, officer health, voice stress).</td>
<td>Conduct research into the potential beneficial uses and other environmental monitoring opportunities for wearable sensors that many officers are already carrying.</td>
</tr>
</tbody>
</table>
| 2 | HV | **Issue:** Video archives and real-time feeds are difficult to search for operationally relevant data.  
**Need:** Video archive searches should be coordinated with related data (e.g. CAD, weather). |
|---|---|---|
| 2 | HV | **Issue:** VA systems could trigger changes in municipal infrastructure (e.g., change traffic light timings, redirect traffic, improve road signs)  
**Need:** Conduct R&D on the critical effects on public safety (e.g., desirable outputs to monitor on video) and the appropriate level of human-in-the-loop involvement for monitoring and improving changes. |
| 2 | HV | **Issue:** Current video search systems require the investigator to conduct multiple searches to identify relevant evidence for the same event.  
**Need:** Conduct research into video search methods that would allow similar or related videos are also returned (or immediately available). |
| 2 | HV | **Issue:** A large volume of collected and stored video is unobserved.  
**Need:** Conduct research into flexible (or dynamic) retention policies that are algorithmically determined based on the video’s content. |
| 2 |     | **Issue:** The policies for retaining and reusing a sufficient amount of real-world training data are not sufficiently mature.  
**Need:** Conduct research and professional exchanges with institutional review boards (IRB) and IRB leadership to develop VA-specific policies and best practices. |
| 2 |     | **Issue:** There is a lack of training and materials on the appropriate use of VA systems (to include coverage of 28 C.F.R. Part 23 and applicable civil rights and civil liberties law) (1 of 2).  
**Need:** Adapt and update existing training (even from other technologies or domains) on responsible use of VA systems. |
| 2 |     | **Issue:** There is a lack of gold-standard business processes and policies for using and securing VA/SF systems.  
**Need:** Begin conversations with experts (e.g., industry, academia, practitioners) to collect best practices on the use and security of VA systems. |
| 2 |     | **Issue:** Agencies have difficulty determining which systems to purchase.  
**Need:** Conduct research into the current offerings and publish a buyers guide. |
| 2 | HV | **Issue:** VA systems have great potential to improve officer accountability and performance improvement for simpler policies (e.g., compliance with policy, early warning system), but are not yet mature enough to more complex situations.  
**Need:** Develop a dictionary of potential officer actions, both desired actions and alert or warning actions. |
| 2 | HV | **Issue:** VA could help officers improve their own performance if they were able to tag and identify useful indicators (e.g., voice stress, empathy).  
**Need:** Develop best practices that help agencies and officers understand the opportunities and benefits of self-improvement systems. |
| 2 | HV | **Issue:** Video archives and real-time feeds are difficult to search for operationally relevant data (2 of 2).  
**Need:** Develop systems capable of real-time indexing as video is collected or archived. |
| 2 | HV | **Issue:** Existing real-world inputs are not sufficient to cover all of the edge cases that VA algorithms will eventually encounter (e.g., regional differences, cultural differences, trends, events with crowds).  
**Need:** Develop best practices to ensure that the data that algorithms are trained on sufficiently covers the “space” of possibilities. |
| 2 | | **Issue:** It is difficult to know whether video and VA systems will actually provide value in each agency’s situation (also, to know how many areas should be covered).  
**Need:** Conduct research and cost-benefit analysis for the return on investment for these systems (assess the business case). |
| 2 | | **Issue:** When algorithmic learning occurs, organizations need a way to ensure that additional learning is coevolutionary with the learning occurring within organizations and among practitioners.  
**Need:** Develop best practices for continuous learning for algorithms that are operating on real-world data (add “be on the lookout” or “watch list” functionality to existing algorithms). |
### Issue: Current video-collection systems enjoy a high degree of public trust for their veracity because they are costly to modify so that the modifications are believable. However, there are a number of services that are making video manipulation much easier to accomplish.

**Need:** Develop best practices and standards for validating, verifying, and authenticating the provenance of collected video evidence.

| 2 | HV | **Issue:** Agencies would like systems that can predict whether an event of interest (e.g., accident, robbery) is much more likely to occur.  
**Need:** Conduct R&D on the building and testing of these models. |
|---|---|---|

| 2 | | **Issue:** Real-world and body camera video often has a constantly changing point of view, is often jittery, is frequently collected at different resolutions and lighting conditions, and captured with different lens types (e.g., fish eye) by different models of camera. These issues present new and difficult challenges for VA.  
**Need:** Conduct R&D into hardening the algorithms for typical law enforcement video quality. |
|---|---|---|

| 3 | | **Issue:** Humans perceive probabilities in different ways, which may lead to varying outcomes in respond to the same information.  
**Need:** Conduct research to identify how best to communicate uncertainty in particular law enforcement situations or contexts. |
|---|---|---|

| 3 | | **Issue:** Culture, context, and horseplay add nuances that are complicate the classification process.  
**Need:** Assess or construct existing or new training data libraries or services. |
|---|---|---|

| 3 | | **Issue:** Human attention has a varying threshold for false alerts, and existing systems are often not designed with this in mind.  
**Need:** Assess the applicability of existing social science research for this domain. |
|---|---|---|

| 3 | | **Issue:** Privacy and civil rights experts are concerned about implications of “predicting adverse behavior” without underlying causality or justification.  
**Need:** Conduct research into developing a generally acceptable criteria for scientific evidence and its associated certainty. |
<table>
<thead>
<tr>
<th></th>
<th>Issue</th>
<th>Need</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Risk management considerations and liability are important in agencies considering adopting video collection and analytic technologies.</td>
<td>Capture and disseminate best practices on risk management and liability.</td>
</tr>
<tr>
<td>3</td>
<td>End-user interaction with machine learning tends to incorporate human biases into the machine’s pattern-recognition and prediction processes.</td>
<td>Conduct R&amp;D on using more robust tagging systems to reduce bias and improve auditability (e.g., use descriptive tags and include narratives as to why a tag was assigned).</td>
</tr>
<tr>
<td>2</td>
<td>There is a lack of understanding of how artificial intelligence can and should be applied to law enforcement.</td>
<td>Conduct research to identify areas where automation and artificial intelligence have become force multipliers for law enforcement.</td>
</tr>
<tr>
<td>2</td>
<td>The public is not generally aware of the capabilities of video analytic systems (especially as those systems improve).</td>
<td>Develop best practices for when to reengage with the community as new features and systems are put in place.</td>
</tr>
<tr>
<td>3</td>
<td>In order to perform effective redaction, the analytic systems need to be highly effective at recognizing personally identifiable information (PII).</td>
<td>Develop a standard or best practice for the types of PII that need to be redacted (e.g., faces, tattoos, addresses, spoken information like phone numbers, driver’s licenses).</td>
</tr>
<tr>
<td>3</td>
<td>There is a potential for lack of public confidence that video analytic systems will be used legally, responsibly, and ethically.</td>
<td>Could use a community or citizen review board type process for implementing and operating these systems.</td>
</tr>
<tr>
<td>3</td>
<td>Some analytic services are available on noncompliant storage systems (e.g., CJIS, FedRAMP), which makes it difficult to put them to use on data stored within the compliant system.</td>
<td>Assess the operational effect of information-sharing restrictions between compliant and noncompliant systems.</td>
</tr>
</tbody>
</table>
3

**Issue:** Ideally, SF would occur mechanically based on matching existing metadata (e.g., time stamps). However, real-world data are often “dirty.”

**Need:** Develop automated systems for using the “inside” of the video to perform fusion (e.g., audio streams, lighting, post-hoc editing of time stamps).

3

**Issue:** It is difficult for municipal and public safety organizations with different objectives to collaborate and agree on an approach that facilitates hardware (camera) installation.

**Need:** Conduct research to highlight the shared civil benefits (and risks) of video surveillance.

3

**Issue:** It is increasingly challenging to process, fuse, and analyze the rapidly increasing volume of VA data in both a timely and cost-effective fashion (2 of 2).

**Need:** Examine the costs, benefits, and risks of outsourcing VA to lower-income humans (instead of algorithms or machines).

3

**Issue:** Video analytic systems lack automated screening for privacy and civil liberties considerations.

**Need:** Conduct R&D on how departmental recording policies can be directly implemented on recording devices (e.g., in the bathroom, sexual abuse cases).

3

**Issue:** It is often unclear when video and VA products can be shared with stakeholders, such as clergy and social welfare advocates.

**Need:** Conduct research into best practices.
ENDNOTES

1 Here, we use the term business case rather than the term use case, as the latter typically means a detailed list of interactions between a user and a system to achieve some objective. Use cases are typically captured using Unified Modeling Language diagrams (see Adolph, Cockburn, and Bramble [2002] for an introduction). The term business case reflects that these are descriptions of operational applications needed to “do business” in support of a given law enforcement function.

2 While the specific calculations involved in, say, a convolutional neural network model are typically intractable to a human (and often proprietary), the model should be able to generate lists of what the major inputs were that led to a decision, how important each of those inputs were, and how much uncertainty there was in generating the alert. There should also be instructional materials or tutorials that explain, in general, how the algorithm works. In image and video processing, tools have been developed that show the successively larger features that each layer of a neural network “sees” when making an object or event recognition decision (Yosinski et al., 2015).

3 A related technology, facial recognition, has come under criticism for having much higher error rates for persons of color and women than for white men (Lohr, 2018). A standard driver of these differences is using many more photos of whites than persons of color when training algorithms. The panel noted the importance of using sufficiently wide ranges of videos to avoid such examples of bias.

4 Blockchain technology provides public electronic ledgers that record data operations and transactions in order that are then replicated and distributed across many different computing servers. The technology makes it difficult to alter or falsify data operations. The technology was initially developed to support cryptocurrency exchanges, but is being adopted for a variety of other purposes. It also supports making the parties to transactions anonymous, although that feature would not be used in law enforcement contexts (for auditing purposes, the parties accessing or processing law enforcement data need to be known). For an introduction, see “What is Blockchain Technology?” (2018)

5 This panel explicitly did not cover facial recognition (i.e., identifying people from images of their faces) or automated license plate readers, as these topics have been covered in other forums; for example, the Bureau of Justice Assistance (2017) has prepared a guide for developing policy for facial recognition and Roberts and Casanova (2012) provide a guide on agency use of license plate readers. However, the panel did address recognizing the existence of faces and license plates in images and enhancing them for downstream facial recognition and license plate reading.
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