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Preface

This report documents research and analysis conducted as part of a project entitled *Combatting Russian Social Media Information Operations in the United States*. The purpose of this project was to formulate specific and actionable approaches and policies for countering Russian disinformation on social media inside the United States.

RAND Ventures

RAND is a research organization that develops solutions to public policy challenges to help make communities throughout the world safer and more secure, healthier and more prosperous. RAND is non-profit, nonpartisan, and committed to the public interest.

RAND Ventures is a vehicle for investing in policy solutions. Philanthropic contributions support our ability to take the long view, tackle tough and often controversial topics, and share our findings in innovative and compelling ways. RAND’s research findings and recommendations are based on data and evidence, and therefore do not necessarily reflect the policy preferences or interests of its clients, donors, or supporters.

Funding for this venture was made possible by the independent research and development provisions of RAND’s contracts for the operation of its U.S. Department of Defense federally funded research and development centers.
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Summary

In January 2017, the U.S. intelligence community released a public report detailing a Russian influence campaign, ordered by Russian President Vladimir Putin, “aimed at the U.S. presidential election.”¹ Part of a larger multifaceted approach, this campaign included social media–based disinformation spread by both automated bots and paid trolls. Russia’s strategy was to push several conflicting narratives simultaneously, deepening existing divisions within American society and degrading trust in Western institutions and the democratic process.² While it is unknown what impact the campaign might have had on the 2016 presidential election, or on individual opinions, it is clear that Russia’s efforts reached many Americans through a variety of social media platforms, including Twitter and Facebook.³

This report analyzes different approaches and policy options to respond to the specific threat of Russian influence on social media in the United States. To do this, we surveyed relevant literature to under-

---


² Unless otherwise noted, we use “Russia” as shorthand for the Russian Federation, its institutions, and its proxies.

³ We note that Russia has achieved at least one objective through these efforts: increased perception that Russia is skilled at influence operations. As our colleague Dr. Rand Weitzman noted, the numbers of (1) hearings held on this subject, (2) lines of print media, (3) online lines of text and discussions on social media, (4) minutes of airtime on news and other talk shows, and (5) workshops and meetings devoted to this subject (including this project) clearly indicate that the perception of Russia as a “master of the art of influence operations,” and the power of such efforts, has increased. See Alexis C. Madrigal, “15 Things We Learned from the Tech Giants at the Senate Hearings,” *Atlantic*, November 2, 2017.
stand what solutions have already been proposed through academic articles, think tank reports, the news media, legal journals, or other sources. From this survey, we developed a broad framework—a *disinformation chain*—to analyze the threat posed by Russian disinformation operations on social media and an initial set of solutions. We then convened over 50 subject-matter experts (SMEs) from both the public and private sectors at a workshop hosted at the RAND Corporation office in Washington, D.C., on May 29, 2018, to discuss approaches to address each link of the Russian disinformation chain.

**The Russian Disinformation Chain**

To lay out the various options and match them to the threat of Russian disinformation operations on social media, we proposed a framework illustrating the chain of Russia influence operations, from Russian leadership, to Russian organs and proxies, through amplification channels, and finally to consumers—a stylized model of a complex dynamic process. Figure S.1 illustrates the four links in the chain, and who—and what—is in those links.

**Current Efforts and Proposed Solutions**

Current efforts to combat Russian disinformation operations on social media are fragmented and incomplete. Most focus on increasing transparency of political ads, which, while a significant part of the problem, addresses only one facet of the issue. Efforts to increase cooperation and information-sharing are nascent and lack the necessary resources and authorities to make much of a difference. Solutions are independently proposed (and sometimes implemented) by different stakeholders, but rarely are such stakeholders aware of what others are doing, to say nothing of paths of cooperation. Therefore, these solutions cannot be truly effective. Additionally, efforts and potential solutions are complicated by the interpretations of applicable laws and current policies relating to privacy, and the ability of the U.S. government to message
its own citizens. U.S. legal authorities make it difficult for military and intelligence organizations to monitor, collect, or analyze social media information.4 Moreover, government entities are often explicitly banned from collecting or analyzing social media content produced by private companies. As it currently stands, there does not appear to be a strategy that delineates tasks and responsibilities for an organized response to Russian disinformation operations in the United States—as one official explained during the SME workshop, the U.S. lacks “a real policy mission to counter Russian disinformation.”5

Proposed Solutions

We focused our discussion of solutions to address the different links in the Russian disinformation chain, from shaping Moscow’s lead-

---

4 For an overview of some of these difficulties, see William Marcellino, Meagan L. Smith, Christopher Paul, and Lauren Skrabala, Monitoring Social Media: Lessons for Future Department of Defense Social Media Analysis in Support of Information Operations, Santa Monica, Calif.: RAND Corporation, RR-1742-OSD, 2017.

5 Unless otherwise noted, quotes within this report are taken from the SME workshop that took place at the RAND Corporation’s Washington, D.C., offices on May 29, 2018.
ership to limiting Russian proxies, reducing amplification channels, and finally improving consumer knowledge and judgment. Table S.1 summarizes the proposed approaches by links in the disinformation chain. We note that no single approach is likely to be completely effective; rather, a comprehensive and complementary suite of strategies is needed to address all the links in the disinformation chain.

Table S.1
Potential Approaches by Link in the Disinformation Chain

<table>
<thead>
<tr>
<th>Link in Disinformation Chain</th>
<th>Potential Approaches</th>
</tr>
</thead>
</table>
| Russian leadership           | • Make it more difficult for Russia's social media operations to succeed, effectively making it harder or more expensive for Russia to launch a successful influence campaign.  
• Punish Russia as a whole or sanction various actors within Russia.  
• Shape Russia's future political development by promoting democracy within Russia.  
• Set clear norms of behavior and undertake various sanctions when they are crossed.  
• Come to a shared agreement with Russia to limit its aggressive activities. |
| Organs and proxies           | • Better detect and identify Russian proxies.  
• Publicize entities identified as Russian proxies.  
• Deter or curtail activities of known Russian proxies.  
• Define and monitor norms of behavior relevant to media outlets, social media behaviors, and social media platforms to reduce proxies’ credibility. |
| Amplification channels       | • Develop and share tools to detect and combat disinformation.  
• Coordinate detection of disinformation.  
• Limit spread of disinformation within social media platforms. |
| Consumers                    | • Improve consumer judgment through media literacy campaigns.  
• Work with social media influencers to help inform key audiences.  
• Study and publicize the impact of social media disinformation. |
Recommendations
Because no single approach to countering Russian influence is likely to produce a conclusive victory over the threat, it is prudent to adopt approaches that target multiple links in the chain. Weighing the advantages and disadvantages of the proposed solutions, we see the emergence of several potential approaches that cut across multiple links:

- Establish clear and enforceable norms for acceptable behavior for states and media entities’ behavior on social media platforms.
- Coordinate U.S. executive and legislative branch activities.
- Institute a formal organization for information-sharing that includes key players from the U.S. government and private social media companies.
- Increase the transparency of social media platform policies and algorithms for detecting and removing disinformation and malicious behavior.
- Encourage and fund academia to develop better tools for identifying and attributing disinformation on social media.
- Prioritize defensive activities over punishments to shape Moscow’s decisionmaking.
- Continuously assess the cost and impact of proposed solutions, relative to the effectiveness of Russia’s activities.

We emphasize that, for these approaches and associated policies to have the best chance of producing the desired effect, the U.S. government, nongovernmental organizations, large and small social media companies, media outlets, and academia will need to enthusiastically participate in and support them. Without cooperation and coordination, efforts will remain piecemeal and inadequate, and the United States will remain vulnerable to influence campaigns by Russia and other adversaries.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMWG</td>
<td>Active Measures Working Group</td>
</tr>
<tr>
<td>CAATSA</td>
<td>Countering America’s Adversaries Through Sanctions Act</td>
</tr>
<tr>
<td>DHS</td>
<td>U.S. Department of Homeland Security</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>DoJ</td>
<td>U.S. Department of Justice</td>
</tr>
<tr>
<td>DoS</td>
<td>U.S. Department of State</td>
</tr>
<tr>
<td>FARA</td>
<td>Foreign Agent Registration Act</td>
</tr>
<tr>
<td>FBI</td>
<td>Federal Bureau of Investigation</td>
</tr>
<tr>
<td>GRU</td>
<td>Main Intelligence Unit (Russia)</td>
</tr>
<tr>
<td>IRA</td>
<td>Internet Research Agency</td>
</tr>
<tr>
<td>NDAA</td>
<td>National Defense Authorization Act</td>
</tr>
<tr>
<td>NGO</td>
<td>nongovernmental organization</td>
</tr>
<tr>
<td>ODNI</td>
<td>Office of the Director of National Intelligence (U.S.)</td>
</tr>
<tr>
<td>RFE/RL</td>
<td>Radio Free Europe/Radio Liberty</td>
</tr>
<tr>
<td>RT</td>
<td>(previously) Russia Today</td>
</tr>
<tr>
<td>SME</td>
<td>subject-matter expert</td>
</tr>
</tbody>
</table>
Russia actively uses propaganda to promote its interests worldwide.¹ Evidence suggests that Russia has deliberately sowed disinformation through a variety of channels to influence populations abroad and in the United States, including a number of detailed accounts of Russian social media activities and cyberattacks on particular U.S. or European organizations.² In January 2017, the U.S. intelligence community released a public report that detailed a Russian influence campaign, ordered by Russian President Vladimir Putin, “aimed at the US presidential election.”³ Part of a larger, multifaceted approach, this campaign included social media–based disinformation spread by automated bots and paid trolls.⁴ The St. Petersburg–based Internet Research Agency (IRA), which was later named in an indictment that emerged from Special Counsel Robert Mueller’s investigation on February 16, 2018,

¹ Unless otherwise noted, we use “Russia” as shorthand for the Russian Federation, its institutions, and its proxies.

² We note that Russia has achieved at least one objective through these efforts: increased perception that Russia is skilled at influence operations. As one reviewer noted, the numbers of (1) hearings held on this subject, (2) lines of print media, (3) online lines of text and discussions on social media, (4) minutes of airtime on news and other talk shows, and (5) workshops and meetings devoted to this subject (including this project) clearly indicate that the perception of Russia as a “master of the art of influence operations,” and the power of such efforts, has increased. See Alexis C. Madrigal, “15 Things We Learned from the Tech Giants at the Senate Hearings,” Atlantic, November 2, 2017.


⁴ ODNI, 2017, p. ii.
appears to have played a substantial role in the influence campaign, although other Russian organizations might have had active roles as well.5

Russia’s coordinated social media–based disinformation operations and its continued efforts in this area present a significant challenge to policymakers. Russian information operations’ interference in U.S. elections poses an immediate and real threat to U.S. democracy. However, how exactly to respond to Russia’s campaign is unclear, for several reasons.

First, Russia’s strategy is diffuse. In many cases, as detailed in the RAND Corporation’s Firehose of Falsehood publication, Russia’s strategy is to question all narratives and obfuscate facts, rather than push a particular narrative, with the ultimate goal of degrading trust in Western institutions and the democratic process.6 In other cases, a Russian campaign might have a specific and clear objective, such as avoiding blame for the shootdown of Malaysia Airlines Flight 17 or the poisoning of its former intelligence agent Sergei Skripal and his daughter. Russia also uses a wide range of tools to achieve its goals—including cyberattacks, public messaging, and state-backed media—but the connection between these tools is not always clear. Formulating a specific response to this range of strategies and behaviors can be difficult.

Furthermore, how effective past or future influence campaigns have been or will be, and to what extent it is worth paying costs or accepting risk to respond to Russian campaigns, is also undetermined. It is clear that Russia’s effort reached many Americans. Twitter alone has identified 677,000 users who engaged with Kremlin-linked accounts, and some individual IRA-linked accounts, such as @TEN_GOP, had as many as 100,000 followers.7

---


Unfortunately, there are few obvious or ready responses to effectively combat this threat. One suggested response, of more-intrusive government regulation of social media, might not necessarily be effective, could harm the economic prospects of social media companies, and is out of line with U.S. law and traditions.

The potential threat of Russian influence operations, however, is here to stay. This calls for a sustained public conversation about potential policy solutions. Since the 2016 election, a number of individual analysts and organizations have generated a menu of options to combat various dimensions of Russian influence operations, including the spread of disinformation through social media. This report seeks to advance that conversation by drawing on the insights of a diverse, cross-sectoral pool of experts to synthesize the more promising of the approaches, as well as to understand their drawbacks and limitations.

Objectives and Approach

This report categorizes and analyzes different approaches and policy options to respond to the specific threat of Russian influence via disinformation spread on social media in the United States. We gathered, evaluated, and synthesized different proposals to make recommendations about the best way for different U.S. actors to respond to this threat. We note that our focus was exclusively on social media, which is important, but is only one part of the larger Russian influence campaign. Social media does not exist in a vacuum, and it will be important to ensure that these approaches take into account the real-world context in which it is embedded.

---

Given the goal of characterizing and assessing the range of possible solutions to counter the threat of Russian disinformation on social media in the United States, we took the approach of first surveying relevant literature to understand what solutions have already been proposed in academic articles, the news media, legal journals, or other sources. From this survey, we developed a broad framework—a disinformation chain—to analyze the threat posed by Russian disinformation on social media and an initial set of solutions.

We then convened over 50 subject-matter experts (SMEs) from both the public and private sectors at a workshop hosted at the RAND office in Washington, D.C., on May 29, 2018.9 The participants represented academia, the U.S. Department of Defense (DoD), the U.S. Department of State (DoS), media organizations, a variety of think tanks, and private social media companies with a broad range of expertise, including public diplomacy, information operations, media strategy, Russia, and technology. Through a series of large- and small-group moderated sessions, we discussed four categories of approaches, each corresponding to a different link in the disinformation chain: shaping Moscow’s decisionmaking, limiting Russian proxies, reducing the impact of amplification channels, and improving consumer knowledge and judgment.

With respect to each approach proposed (within a particular category in smaller group sessions), we asked participants to consider the following questions:

1. Can a given approach be implemented in time to have an impact in the short term (before 2018 electoral cycle)?
2. What does the approach look like?
3. What would count as success for the approach?
4. What are the costs, drawbacks, and/or obstacles of the approach?
5. In view of costs, drawbacks, and obstacles, is the approach feasible?

9 Unless otherwise noted, quotes within this report are taken from the subject-matter experts (SME) workshop that took place at the RAND Corporation’s Washington, D.C., offices on May 29, 2018.
6. If the approach is implemented, what is the likelihood of success?

In the remainder of this report, we first discuss the framework—a disinformation chain—before turning to the assessment of possible solutions related to the specific links of the disinformation chain. We note that few of the approaches we describe here are novel; rather, we categorize and compare different approaches that have been proposed, weighing their relative merits and drawbacks.

This report is meant to educate and inform U.S. government officials considering policies for combating Russian disinformation; social media companies undertaking efforts to reduce the spread of disinformation on their platforms; nongovernmental organizations (NGOs), think tanks, and academics developing new approaches to address the threat of disinformation; and the American public.
CHAPTER TWO
Disinformation Chain

To analyze the threat posed by Russian disinformation on social media, we developed a framework illustrating the chain of Russian influence operations—going from Vladimir Putin to an ordinary “Joe” or “Jane” in America—from Russian leadership, to organs and proxies of the Russian government, to amplification channels, to consumers, as shown in Figure 2.1. We note that this is a very simplified picture of a dynamic, nonlinear process that involves multiple nodes, feedback loops, and other complexities. However, by simplifying the framework to these four basic components, we can illustrate where current and

Figure 2.1
Russian Disinformation Chain

- Putin and the Kremlin
- Military
- Other high-level officials and Putin associates
- Attributed media
  - Russia Today (RT), Sputnik
  - Russian domestic media
- Unattributed groups
  - Internet Research Agency (IRA)
- Social media platforms
- Accounts (fake and real)
- Bots
- U.S. news media
- Unaffiliated websites
- U.S. citizens
- U.S. decisionmakers
- U.S. allies and partners
proposed policies to address Russian influence are concentrated, and where gaps might exist.

**Russian Leadership**

The first step in the chain is the Russian state itself—namely, Russian leadership and the Kremlin. As the Intelligence Community Assessment notes, President Putin “ordered” the influence campaign in the United States.¹ There are questions about how much Russian actors undertaking social media activities are controlled by or coordinated from the top of the Russian government, but it is clear that the influence campaign would not have happened without a high-level decision within Russia’s government. Thus, shaping Moscow’s decisionmaking offers a key approach to addressing Russian disinformation efforts.²

**Organs and Proxies of Russia**

The diverse organizations that actually implement Russia’s influence campaign compose the second link in the disinformation chain. Mark Galeotti observed that “Russia’s is a broad-based campaign in which the majority of ventures come from the initiative of individuals within and without the government apparatus, guided by their sense of the Kremlin’s desires rather than any detailed master plan.”³ Thus, in addition to shaping Moscow’s decisionmaking, changing the behaviors of these proxies is also critical.

---

¹ See, for example, ODNI, 2017, p. 1.

² We note that policies will need to address the full scope of Russia’s leadership, not just Putin. James P. Farwell notes, “Given Putin’s unpredictable, distrustful nature, attacking him personally could escalate matters. Characterizing Russia’s actions as Kremlin activity makes the point with fewer downsides,” from “Countering Russian Meddling in U.S. Political Processes,” *Parameters*, Vol. 48, No. 1, Spring 2018.

Because these entities are so diverse and operate with varying levels of independence from the Russian government, we organize them into three, potentially four, categories. The first category includes actors who are part of the Russian state, such as the Main Intelligence Unit (GRU) or Sputnik online media. A second category, including entities such as the RT news network, are not formally part of the Russian state but are transparently supported by it. It bears noting that this category includes Americans such as Larry King and Jesse Ventura, both of whom have programs on RT. A third category involves entities that knowingly act on behalf of the Russian government, but whose connections to the state are concealed, such as the IRA (also known as the “St. Petersburg troll factory”), or webpages that do not have clear Russian attribution, but whose funding connects them to the Russian state. A potential fourth category includes entities that, in effect, act to further the purposes of the Russian government but who are not directly connected to the Russian state. We call those in this category potential proxies, because it is debatable whether such actors are proxies in a meaningful sense, and whether direct action to counter them would be feasible or desirable. This includes witting and unwitting participants who are motivated to spread messages convenient to Russia’s goals for their own reasons—including those simply holding views the Russian government seeks to promote—and therefore provide an additional channel to achieve Russian goals, such as creating or expanding divisions in American society. This category


6 According to Andrew Weisburd, Clint Watts, and J. M. Berger,

Data dump websites, such as Wikileaks and DC Leaks, overtly claim to be exposing corruption and promoting transparency by uploading private information stolen during hacks. But the timing and targets of their efforts help guide pro-Russian themes and shape messages by publishing compromising information on selected adversaries. The people who run these sites do not necessarily know they are participants in Russian agit-
also includes patriotic Russian hackers and networks run by criminal oligarchs. Different approaches to address the influence of different categories could be needed, given the legal status and position of these actors—some of whom are in Russia and others of whom are based in the United States and Western countries.

Amplification Channels

The third link in the chain comprises the various channels (actors and platforms) through which Russian disinformation is intentionally or unintentionally amplified. Social media platforms, such as Facebook and Twitter, play a key amplification role through their policies, algorithms, and advertising—a role that can be manipulated, subverted, or taken advantage of by Russian actors trying to spread disinformation. The accounts that are active on these channels are also particularly important; many play a role in amplifying disinformation, whether they are real or fake, bots, trolls, or regular users. Russian and other foreign contractors who openly offer a variety of social media services for a fee, such as increasing follower counts or posting messages or prop, or at least it is very difficult to prove conclusively that they do. Some sites likely receive direct financial or operational backing, while others may be paid only with juicy information. (Andrew Weisburd, Clint Watts, and J. M. Berger, “Trolling for Trump: How Russia Is Trying to Destroy Our Democracy,” War on the Rocks, November 6, 2016)

7 We differentiate between bots and trolls in the following manner: Bots are accounts that automatically post or retweet, with human direction but without human operation and are often used to make it appear as if a topic is trending when it is not; trolls are accounts that are operated by humans and generally engage in rude conversation or behavior. Fake accounts could be bots or trolls or appear to be innocuous regular users. We note that not all bot accounts have nefarious purposes (for example, news and other aggregator accounts are often useful).

Additionally, users who unknowingly spread propaganda are sometimes referred to as “useful idiots” and sometimes overlap with the potential fourth category of Russian proxies mentioned previously. The key characteristic of this group is that members do not intentionally serve Russia’s purpose; rather, they spread information that originates from a Russian proxy for their own purposes, because it aligns with their point of view, for financial gain, for entertainment, or for some other reason.
comments, add an interesting dimension to this link in the chain. Given the variety of openly available Russian social media services, a plausible explanation for social media influence campaigns that benefit American interests and that can be traced to Russian accounts is that these campaigns are paid for by U.S. interests and carried out by Russian contractors. An interesting potential example of this kind of social media “service” is when numerous bogus messages appeared on the Federal Communications Commission comment website on the issue of disbanding net neutrality, and the messages turned out to come from Russian sources. As a result, it can be very difficult to link such amplifying channels directly to the Russian state. Finally, U.S. media channels fall into this category, in that they can pick up and spread disinformation.

**Consumers**

The final link in the chain is the set of targets for a given influence campaign. In our case, the targets are U.S. citizens and decisionmakers. In other cases, the link might include leaders of North Atlantic Treaty Organization (NATO) allies or other governments, or the populations in NATO countries. This link also overlaps with the amplification channels, in that, in many cases, consumers contribute to the spread of disinformation by posting, retweeting, or otherwise promoting such content. Consumers are particularly important to highlight, as any effort to lessen the impact of disinformation at this point in the chain must address human nature—changing algorithms or platforms may reduce the visibility of some disinformation, but, in the end, it is up to the user to believe or not believe a particular piece of content.

In the next chapter, we examine current efforts to address the threat of Russian disinformation and then present proposed solutions and their benefits, drawbacks, effectiveness, and timeliness, based on both the literature review and workshop.

---

Several government and nongovernmental organizations currently play a role in responding to Russian disinformation. However, despite some coordination through regular meetings and by developing activities within the U.S. National Security Council, there does not appear to be a strategy that delineates tasks and responsibilities for an organized response to Russian disinformation in the United States; as one official at the workshop explained, the United States lacks “a real policy mission to counter Russian disinformation.”

In this chapter, we summarize current and ongoing efforts by government organizations and private social media companies based on a literature review and discussion with SMEs, delineating where efforts are concentrated in terms of the disinformation chain discussed in Chapter Two and noting any gaps.\(^1\) We then analyze a variety of proposed policies, examining potential costs, benefits, timeliness, and effectiveness, and suggest where and how such policies could be implemented to reduce the impact of Russian disinformation on social media in the United States.

---

\(^1\) This statement is valid as of the time of writing. Policies in this area are rapidly changing, and newer ones may not be captured in this report.
Current Efforts

Efforts by U.S. Government Organizations

While some U.S. government organizations have specified lead roles for certain tasks related to Russian disinformation on social media, the list of responsibilities below indicates the absence of a clear overall lead agency to coordinate U.S. government activities to respond to Russian disinformation and nefarious actors on social media (or channels).²

The U.S. Department of Homeland Security’s (DHS’s) official role in countering Russian disinformation operations began in January 2018.³ The department took the lead for risk management relating to elections and other critical infrastructure. Specifically, according to DHS officials, the department is attempting to coordinate information-sharing and partnerships between state and local governments, private sector companies, and federal departments and agencies.⁴ The newly formed DHS Countering Foreign Influence Task Force is charged with helping DHS leadership understand the scope and scale of this risk and is working with social media companies, academia, and international partners and across the executive branch on a variety of projects to build national resilience against foreign interference operations.⁵ While all these coordination activities could, in theory, help state and local governments act more effectively, they indicate that DHS does not have a direct role in publicly countering Rus-

---

² Importantly, U.S. legal authorities make it difficult for military and intelligence organizations to monitor, collect, or analyze social media information. For an overview of some of these difficulties, see William Marcellino, Meagan L. Smith, Christopher Paul, and Lauren Skrabala, Monitoring Social Media: Lessons for Future Department of Defense Social Media Analysis in Support of Information Operations, Santa Monica, Calif.: RAND Corporation, RR-1742-OSD, 2017.

³ DHS defines foreign influence operations as malign actions taken by foreign governments or foreign actors designed to sow discord, manipulate public discourse, bias the development of policy, or disrupt markets for the purpose of undermining the interests of the United States and its allies.

⁴ According to an official, “DHS’s primary role comes from the domestic partnership capabilities aspect. [The Critical Infrastructure Partnership Advisory Council] construct allows [DHS] to share things that are non-[Freedom of Information Act]-able.”

sian social media disinformation, nor is it taking the lead in organizing an interagency response.

In July 2018, as part of its Cyber Digital Task Force, the U.S. Department of Justice (DoJ) issued a report proposing an increased role in both investigating threats and informing the public and victims of foreign influence operations. The Cyber Digital Task Force report notes the challenge of cyber threats, as well as covert and overt influence threats, and describes DoJ actions to respond to them, such as briefing potential targets. The Federal Bureau of Investigation (FBI), which is under DoJ, plays an investigative role, including through its Foreign Influence Task Force (FITF), which was created in November 2017. The FBI’s role appears focused on cases where there is a clear violation of U.S. law, such as the investigation into the activities of the IRA.

DoS’s Global Engagement Center, established in 2016 to counter violent extremist propaganda, is mandated to “lead, synchronize, and coordinate efforts of the Federal Government to recognize, understand, expose, and counter foreign state and non-state propaganda and disinformation efforts aimed at undermining United States national security interests.” For a variety of reasons, including funding limitations, these efforts are still in their infancy; also, given DoS’s role, these efforts focus on international engagement rather than addressing challenges within the United States.

DoD has a role in combating adversary disinformation in Europe and abroad, but it is limited domestically. However, DoD might be able to provide support to government, private organizations, or both in terms of expertise, intelligence, data, tools, or other resources. We note that the 2018 National Defense Authorization Act (NDAA) directed the Secretary of Defense and Secretary of State to jointly develop a


comprehensive strategy to counter the threat of malign influence by Russia, including an approach to counter the use of “misinformation, disinformation, and propaganda in social and traditional media”; but at the time of writing, such a strategy has not yet been published.9 Nor has any concrete action been taken following the Portman-Murphy Counter-Propaganda Bill that was signed into law as part of the 2017 NDAA and expanded on in the 2018 NDAA.

**U.S. Legislation**

Current legislative efforts take several approaches. First, as part of a larger policy to respond to hostile Russian actions since 2014, there is an ongoing effort to increase sanctions against Russia, including through the 2017 Countering America’s Adversaries Through Sanctions Act (CAATSA) and proposed new legislation.10 A second approach focuses on improving the transparency of foreign influence and political ads on social media, such as the Honest Ads Act. This approach would require ads on social media to adhere to similar regulations to those that appear on television and radio by disclosing the funding source of the advertisement. Blackwill and Gordon suggest updating campaign finance laws to cover a broader range of online activity, enhance transparency requirements, and prevent political spending by foreign nationals.11 These proposals share a single approach: taking an existing legislative tool and applying it to the social media space.

Another ongoing effort proposes applying existing cybersecurity policy and legislation to foreign influence operations, in particular, establishing and enhancing information-sharing between relevant organizations.12 In cybersecurity, the goal is to detect adversary activi-

---


ties and coordinate countermeasures; a similar goal applies to information operations. Legislation encouraging public-private collaboration to develop best practices for risk reduction and share information to protect customers would require modification to apply to information operations on social media, but the structure and precedent already exist in U.S. legislation.

Private Social Media Companies
In response to the revelations about Russian “meddling” in the 2016 election, social media companies have pledged to clean their platforms of the accounts that spread disinformation and of the content itself. Facebook has removed 470 inauthentic accounts that were likely operated out of Russia and has recently hired more human curators and partnered with fact-check organizations to keep misinformation out of people’s News Feed. In general, Facebook’s advertised policy is to follow a “remove, reduce, inform” approach. Content that clearly violates its community standards is removed. Content that is “false or misleading” is reduced, and users are informed about it. All links to news stories are processed through a machine-learning classifier that flags stories as potential misinformation based on a variety of signals, including reactions, comments indicating disbelief, and sources. Potential misinformation is then routed to third-party fact-checkers (to avoid making Facebook the arbiter of truth), and anything rated as a “mixture” or misleading is demoted in News Feed. An article from a verified news source supplied by the fact-checker will also appear beneath the disputed content. This current effort is focused on links to


15 Facebook recently expanded the scope of misinformation that could be removed from the platform to include posts that could lead to imminent violence in particular geographic areas. See Hamza Shaban, “Facebook Says It Will Start Removing Posts That May Lead to Violence,” Washington Post, July 19, 2018.

news stories and continues to be refined, but Facebook plans to expand it to verify images and video.\textsuperscript{17} Such efforts are likely to continue, but these efforts cannot address the full scope of Russian information operations and the disinformation chain.

In response to calls for more transparency of political ads, Google, Facebook, and Twitter have all implemented changes in how political ads are displayed. During Ireland’s recent abortion referendum, Google banned all political ads that showed a stance on abortion, while Facebook created a transparency tool to see all the ads for a single advertiser and eliminated foreign ads or those originating from an unknown location.\textsuperscript{18} In planning for the 2018 U.S. midterm elections, Facebook has stated that it will create a “paid for” link to place at the top of any political ads in the United States.\textsuperscript{19} Users clicking the label will be taken to a page where they can see the cost of the ad and the demographic breakdown of the viewing audience.\textsuperscript{20} Facebook also plans to keep an archive of political ads for the next seven years or through a full congressional election cycle; these ads will be available to Facebook users.\textsuperscript{21} Twitter is pursuing a potentially more aggressive approach, planning to restrict who can run political ads on its service and requiring those running ads for federal elections to identify themselves and certify that they are in the United States, with the goal of preventing foreign nationals from targeting political ads to people in the United States.\textsuperscript{22}

\textsuperscript{17} Tessa Lyons, “Hard Questions: How Is Facebook’s Fact-Checking Program Working?” Facebook Newsroom, June 14, 2018.


\textsuperscript{19} This approach does not address the challenge of individual users expressing political opinions (who might in reality be paid to do so), such as the estimated 2 million Chinese “internet commentators” paid by the Chinese government. It remains unclear as to how “political accounts” are to be defined.


\textsuperscript{21} Bowles and Frenkel, 2018.

\textsuperscript{22} Bowles and Frenkel, 2018.
start giving prominent visual cues, such as a badge with a particular logo and disclaimer, to campaign ads. Accounts that are used for political campaigning will be required to have a profile photo and other markers consistent with their campaign.23 Finally, these accounts and those for any of their advertisers must include in their biography a website with valid contact information.24

We note that, without any outside verification, it is difficult to ascertain whether any private company is actually doing what it says it will do, how such changes are implemented, or whether such changes actually work. Most research comes from within the companies themselves, and most outside researchers with access to inside information must sign nondisclosure agreements, limiting the ability for others to validate their work.

Gaps in Current Efforts
Current efforts to combat the dissemination of Russian disinformation on social media are fragmented and incomplete. Most focus on increasing the transparency of political ads; while the lack of transparency is a significant part of the problem, increasing such transparency only addresses one facet of the issue. Efforts to increase cooperation and information-sharing are nascent and lack the necessary resources and authority to make much of a difference.25 Solutions are independently proposed (and sometimes implemented) by different organizations, but rarely are these organizations aware of what others are doing, much less how to cooperate; therefore, the solutions cannot be truly effective. Additionally, while it may be controversial, something as straightforward as U.S. military or intelligence organizations monitoring and col-

---

23 However, we note that this approach would only apply to accounts that are openly advertised as affiliated with a particular political campaign and does not address the unattributed campaigning issue.


25 Facebook recently convened a meeting with other tech companies, the FBI, and DHS to discuss strategies to combat malicious actors, but specific outcomes of the meeting have not been specified. This information is based on Elizabeth Dwoskin and Ellen Nakashima, “Tech Didn’t Spot Russian Interference During the Last Election: Now It’s Asking Law Enforcement for Help,” Washington Post, June 26, 2018.
lecting publicly available social media information is not seen as being possible under Title 10 or Title 50 authorities, and government entities are often explicitly banned from such activities by private companies’ terms of service agreements.26

The goal of the next section is to lay out the various strategies that could be implemented by various organizations and show how these strategies together address the entire disinformation chain, feeding into each other and comprehensively combating the threat. Some are already in progress, as noted above, but could use additional resources, expertise, or coordination.

Proposed Solutions

In this section, we detail proposed approaches and associated policies to combat each aspect of the disinformation chain, from shaping Moscow’s decisionmaking to limiting Russian proxies, reducing amplification channels, and improving consumer knowledge and judgment. No single approach will be completely effective; rather, a comprehensive and complementary suite of approaches and policies are needed to address all the links in the disinformation chain. We note that the majority of these suggestions come from the SME workshop held at RAND on May 29, 2018. When possible, we cite where specific suggestions are also present in the literature.

Shaping Moscow’s Decisionmaking

The first set of proposed approaches and policies we examine focus on deterring the front end of the disinformation chain—disinformation planners or the Russian decisionmakers who pursue influence campaigns to extend Russia’s influence and reach and reduce the stature of the United States and its allies. We identified promising or plausible

---

26 Title 10 of the United States Code defines the role of the armed forces, military services, and the United States Department of Defense. Title 50, “War and National Defense,” is often used as shorthand to refer to the role of the intelligence community, though it covers far more than just intelligence.
approaches and policies that fit into five categories, which are aimed at the following:

- defense or deterrence by denial
- punishment
- democracy promotion
- norm-setting
- negotiated agreement.

**Defend and Deter by Denial**

This first approach—referred to as defense or deterrence by denial—attempts to make it more difficult for Russia’s social media operations to succeed. This approach would effectively make it harder or more expensive for Russia to launch a successful influence campaign through a variety of means, including increasing the resilience of the U.S. population to influence or making it harder to spread disinformation on social media platforms. In discussions of deterrence, a distinction is sometimes made between *deterrence by denial*, which entails conducting activities prior to an attack to make the adversary believe an attack is less likely to succeed, and *defense*, which involves conducting activities that would take place once an attack occurs. Since Russia’s disinformation operations on social media are ongoing, the distinction between these deterrence actions is blurry; actions to make ongoing Russian activities less likely to be effective could also make Russia less likely to pursue future offensives.27 All (or nearly all) of the policies discussed under the next three phases of the disinformation chain fall under the defense or deterrence by denial approach. For example, the policy of publicizing the activities of Russian proxies makes it harder for these proxies to operate, and hence less likely that Russia might use these proxies in the future. Similarly, improving consumer knowledge, such as by integrating media literacy into high school curricula, as proposed below, may make Russian campaigns less successful, and hence less worthwhile for Russia to pursue in the future. These policies could

be taken by a range of different actors, including the U.S. government, companies, and NGOs. To fall under the approach of defense or deterrence by denial, such policies would need to have the explicit purpose of making Russian social media operations less successful.

The defense or deterrence by denial approach has many advantages and few disadvantages, although, ultimately, its overall effectiveness may be limited. Workshop participants quickly focused on defense or deterrence by denial as their fundamental approach to shape Russia’s decisionmaking, partly because improving defense can shape the behavior of nearly all Russian actors in the disinformation chain. Defense activities have the advantage that they may also resolve problems associated with a wider range of U.S. societal problems beyond Russian influence, such as online bullying. Another advantage is that defensive activities carry little risk of an escalating Russian response, because they focus on entities operating within the United States, rather than targeting actors in Russia. Russia could, of course, retaliate against U.S. organizations if the activities of its proxies are curtailed, but there is less risk of Russia striking out because it feels threatened at home.

In terms of disadvantages, defense or deterrence by denial may be costly, and it may not actually change Russia’s decisionmaking. No matter how much is done to strengthen defenses, vulnerabilities will likely remain. Even if defensive measures raise the costs for Russia to the point where Russian operations are unlikely to succeed, Russia may nevertheless continue to pursue influence campaigns for domestic political reasons. Different actors within Russia may also have variable perspectives on the cost and benefit of social media–based disinformation, meaning that there is a high barrier for improving defenses to convince Russia not to pursue disinformation campaigns in the future.

**Punish Russian Actors**

The second strategy is to punish Russia as a whole, or to sanction various actors within Russia. In theory, increasing the costs to the Russian government in general, and Putin in particular, could deter the Russian government from undertaking similar operations in the future. The U.S. government has already initiated several measures to punish
Russia for its role in the 2016 influence campaign, including expelling diplomats, creating new authorities to respond to cyberattacks, maintaining and expanding sanctions, and exploring and in some cases implementing new sanctions on oligarchs and other individuals with close links to the Russian government.\(^{28}\)

Workshop participants identified a range of alternative policies for punishment. One approach involves “naming and shaming,” meaning publicizing bad behavior by Russian actors, whether through an official study (similar to the report of the 9/11 Commission) or a broader diplomatic initiative. Other participants at the workshop urged expanding U.S. in-kind responses to Russian operations, such as cyberattacks or information operations. A third suggested approach was to target Russian economic interests; examples of this might include stopping the Nord Stream 2 natural gas pipeline from Russia to Germany or targeting the Russian financial system. Other analysts have suggested additional ideas for more precisely targeting Putin and his associates, such as releasing information about corrupt activities in Russia.\(^{29}\)

The advantage of punishment is that it may cause sufficient harm to Putin to convince him not to undertake subsequent efforts. But the actual likelihood of these punishment activities succeeding is difficult to assess. It is impossible to know whether the Russian government would have undertaken additional activities against the United States without the existing punishment or whether greater punishment would have led to greater Russian restraint. Some options for punishment include democracy promotion activities (described in more detail in a later section) or otherwise weakening Putin’s hold on power, echoing Soviet-era U.S. tactics of political warfare.\(^{30}\) One participant recommended a U.S. policy of putting “Russia back to where it belongs,

---


\(^{29}\) Blackwill and Gordon, 2018.

\(^{30}\) Robinson et al., 2018, Chapter Two; see also Michael Kimmage’s account of Michael McFaul’s tenure as ambassador in Moscow as a form of “take that, Putin” policy in “Russian Elegies: Candide Goes to Moscow,” *War on the Rocks*, June 13, 2018.
a nation with minimal economic footprint and appropriate with its post–Cold War position. Russia is trying to hit above its weight right now.”

Punishment has several disadvantages and risks. First, as one participant noted, sanctions may not be effective because, from his perspective, the impact of sanctions is small, relative to other incentives shaping Russia’s decisions. By his account, the Ukraine sanctions, which have been in place for years, were a “blunt, ineffective tool,” and the “the prices have to be very high” to convince Russia to change its policy. Another participant similarly observed that sanctions have affected the Russian economy, but not necessarily its policies.

Second, punishment requires attribution, which is currently quite difficult and time-intensive and likely to grow more difficult. Obfuscation techniques continually evolve and improve, and a nation-state with sufficient motivation and expertise, such as Russia, is likely to avidly pursue such technologies.

A third disadvantage of punishment is that it could lead Russia to escalate its activities against the United States. Accounts of Russian foreign policy highlight how Russia is motivated to undertake aggressive actions toward the West because of the perceived threat of Western actions. Any additional Western punishments, especially actions targeted toward weakening Putin’s hold on power, are likely to be taken as a direct threat to the regime and lead to escalation. Further, Russia may not distinguish between actions intended as a response to its specific activities on social media and actions intended as a larger Western intent to weaken or cause harm to Russian interests. One workshop participant suggested that the United States could make the linkage clear through informal communications. But many participants observed that the current lack of clear coordination among U.S. government bodies could undermine the impact of deterrence by punishment. Mutual distrust between Russia and the United States could similarly undermine the clarity of message associated with punishment.

A final disadvantage is that U.S. allies may not support punishing Russia, especially European countries who seek to maintain a positive relationship with Russia and who may perceive U.S. actions against Russia as unnecessarily aggressive.
**Promote Democracy to Punish Russia and Shape Its Future Behavior**

In addition to serving as a means of punishing Russian misbehavior, efforts to spread democratic messages or otherwise promote democracy in Russia could also shape Russia’s political development so that the government is less likely to pursue social media disinformation operations, among other influence campaigns, in the future. One participant argued that it was important to “get the truth to the Russian people,” as part of an effort to “squeeze Russia from many sides.” While there are existing U.S.-led efforts to reach the Russian public, such as Radio Free Europe/Radio Liberty (RFE/RL), current U.S. democracy promotion activities in Russia are perceived to be quite minimal.\(^3\) In general, it is theoretically possible to enlarge the U.S. effort to reach the Russian population by further investing in the Broadcasting Board of Governors or other organizations that communicate directly with the Russian public. In the extreme, Western actions could lead to a new government emerging in Russia that would adopt a less aggressive approach to the West. However, even workshop participants who were generally enthusiastic about expanding democracy promotion activities in eastern Europe and Russia from their current low base—especially because of the human rights abuses of the Russian government—admitted that such actions were unlikely to succeed in changing Russia’s political direction. The largest and most obvious downside of this approach is that, from a Russian perspective, “democracy promotion” is equivalent to the kind of internal meddling that Russia is accused of having performed during the 2016 U.S. election. Increased democracy promotion could therefore lead to significant Russian escalation and could work at cross-purposes to other efforts to convince Russia that the United States does not pose a threat.

**Define and Set Norms for Nation-State Behavior**

One workshop participant proposed a corollary approach to deterrence by punishment, by setting clear norms of behavior and undertaking various sanctions when those norms are violated. Such norm-setting seeks

---

\(^3\) RFE/RL is a U.S. government–funded media outlet that reports news in countries where free press is either restricted by the government or not fully established.
to shape Russia’s behavior in two steps: (1) the United States, working with its allies and partners, would articulate what types of behavior are acceptable and which are not and (2) when unacceptable activities take place, the United States and its allies would then take actions against Russia (or any norm violator) accordingly. Norms of state behavior would be accompanied by the establishment of norms of behavior for state-controlled organizations, as noted below. To some degree, U.S. policy to date has been based on this norm-setting approach, but the norms for social media influence operations have not necessarily been fully articulated. Nor are the existing punishments cleanly linked with one specific Russian misbehavior; for example, the 2017 CAATSA legislation that outlined new sanctions against Russia highlighted Russia’s actions in Ukraine, preelection influence campaign hacking, and the elements of the broader influence campaign.

Instituting a more thoroughly defined norm-setting approach would involve the U.S. government more clearly articulating norms for nation-state behavior with regards to social media. One possible norm that the U.S. government could adopt would be to oppose covert or deceptive behavior, but accept overt activities. The U.S. government would need to publicly state that overt Russian media organizations, such as RT and Sputnik, were welcome to operate so long as they were properly attributed, and would also need to expand actions to sanction or filter out Russian actors (such as by working with technology companies) who pretend to speak as Americans, such as the IRA. Identifying a specific norm, and sanctioning associated actions made illegitimate by this norm, would hopefully lead Russia to positively reciprocate—it might, for example, convince Russia to allow a U.S.-sponsored network greater access to Russian TV distribution. Workshop participants, including those from technology companies, emphasized that their efforts with regard to Russian actors on social media have been focused on reducing deceptive activities, based partly on the idea that overt Russian campaigns are less likely to be influen-

32 Requiring both detection and attribution, as mentioned previously, can be quite difficult.
tial. Any findings that Moscow authorized activities that violate such norms could justify a range of different, ideally prespecified, punishments, which would complement punishments for Russian proxies, which we discuss later in this report. Aside from the norm to oppose covert or deceptive behavior, there may be alternative norms that the U.S. government could articulate and enforce to limit Russian social media behavior.

A major advantage that this norm-based approach would have over the more general punishment approach is that, in all likelihood, it would receive greater support from U.S. allies, at least if the United States adopted a norm against covert or deceptive behavior. Strengthening this norm could also significantly reduce Russia’s belief that punishments undertaken by the United States are arbitrary or capricious, and thereby potentially shift Russia’s behavior toward activities that may be perceived as more acceptable. However, the disadvantage to a norm-based approach is that there is no guarantee that Russia would abide by whatever norms the United States and its allies try to establish, and it may be difficult to determine to what extent Russia is in fact abiding by such norms, at least in a timely fashion. Furthermore, the United States would also need to tolerate activities below the established threshold and would be limited from pursuing activities above the stated threshold. Should the United States or its allies fail to abide by the established norms, it would risk justified claims of hypocrisy.

**Negotiate an Agreement with Russia**

The final approach to shaping Russia’s decisionmaking would be coming to a shared agreement with Russia to limit its aggressive activities. One participant recommended that the United States “deal diplomatically with the Russians and try to resolve the issues that push them to pursue these campaigns”—e.g., the Ukraine crisis, the conflict in Syria, and other areas of contention between the United States and Russia. This type of comment reflects a perspective expressed by several participants that Russia’s motivation for undertaking aggressive actions on social media reflects its dissatisfaction with a wider range of U.S. policy. One participant suggested that punishment and diplomacy could be combined—economic sanctions could be used as a lever
to “nudge Russia to become a bit more economically unstable, which could foster a pressing concern in the Kremlin and bring them to the table.” In some respects, an agreement represents a bilateral, formalized version of the previous norm-setting approach, because it would involve a mutually agreed-upon policy to prohibit some activities and legitimize others.

Russia has already proposed two diplomatic efforts that would limit its interference. BuzzFeed reported that, in July 2017, Russia proposed “a sweeping noninterference agreement between Moscow and Washington that would prohibit both governments from meddling in the other’s domestic politics.” This proposal was built, in part, on the history of the U.S.-Soviet relationship: Specifically, in 1933, the United States agreed to recognize the Soviet Union, in exchange for a pledge by the Soviet Union not to interfere in U.S. politics. However, U.S. officials reportedly responded to the July proposal with “thank you very much, but now is not the time for this”; this response was likely in part because of domestic political challenges in the United States and the high cost to U.S. activities abroad. One U.S. official explained that the agreement would involve “[giving] up democracy promotion in Russia, which we’re not willing to do.”34 By April 2018, Russian officials had declined to “give any unilateral statements or assurances” that they would not interfere in the 2018 midterm elections in the United States.35 Russia has previously explored diplomatic solutions to information activities in the form of the Russian- and Chinese-backed International Code of Conduct for Information Security, which sought to regulate the flow of information across borders in a way that Western countries found to be a “threat to fundamental human rights.”36

34 John Hudson, “No Deal: How Secret Talks with Russia to Prevent Election Meddling Collapsed,” *BuzzFeed News*, December 8, 2017. We note that, from an impartial perspective, democracy promotion in Russia is in many ways equivalent to the meddling that Russia is accused of in the United States.


The potential advantage of an agreement limiting future information operations is that it might indeed reduce Russia’s activities. Protecting against social media influence could be a foreign policy for which there is no easy defense, so mutual agreement might be a desirable outcome. However, there are at least three potential disadvantages and risks of a diplomatic policy. First, from a domestic political point of view, an agreement with Russia might be impractical, given the widely held view that Russia was the aggressor in the 2016 disinformation campaign. An agreement would also create a degree of moral equivalence with U.S. activities in Russia and Russian activities in the United States, which many Americans would find inappropriate. Second, an agreement with Russia would, most likely, involve cutting back desirable U.S. foreign policy activities, especially democracy promotion. However, the impact of cutting back democracy promotion could be minimal: There are few such activities, some of those activities might not be suspended, and ongoing activities are not perceived to be particularly effective at accomplishing major changes in Russian policy. Third, Russia might not abide by such an agreement, and verification could be difficult. Even though it could be difficult to verify that Russia is not interfering in U.S. elections in real time, there may be telltale signs of Russian influence that can be observed in retrospect and responded to, which may alleviate some of the verification challenges.37

Participants highlighted the need to improve U.S. government coordination to make any and all of these policies more effective. Any of these policies, but especially the punishment one, require clear communication across the U.S. government about what particular activities mean and which actors undertake them. To this end, one participant argued for “an NSC [National Security Council]–level directorate that focuses on strategy coordination.” Closer coordination with allies was also cited as important, although the precise impact of coordinated allied behavior, rather than just U.S. activities, remains uncertain.37

Countering Russian Social Media Influence

Limiting Russian Proxies

There are multiple approaches for countering, limiting, or otherwise hindering the ability of Russian proxies to operate and inject disinformation into the social media stream—the second link in the disinformation chain. Recall from the discussion in Chapter One that we identified four categories of Russian proxies; we identified promising or plausible measures that fit into those categories:

- better detecting and identifying Russian proxies
- publicizing entities identified as Russian proxies
- deterring or curtailing activities of known Russian proxies
- reducing proxies’ credibility by defining and monitoring norms of behavior relevant to media outlets, social media content, and social media platforms.

Better Detecting and Identifying Russian Proxies

The first step to countering Russian proxies is finding out who they are. While some are currently known, the universe of actors and entities functioning as proxies for Russian influence operations is, by all indications, quite sizable, and identifying them requires considerable investigative efforts.\(^{38}\) Such identification includes research (particularly using big data tools), focused investigative efforts, and intelligence collection and analysis. Big data research into the operations of Russian information manipulation has been expanding.\(^{39}\) These efforts typi-

---

\(^{38}\) Among other examples, PropOrNot claimed it found “over 200 distinct websites, YouTube channels, and Facebook groups which qualify as Russian propaganda outlets” that have “regular U.S. audiences,” including “at least 15 million Americans” (Is It Propaganda or Not, 2016). According to an assessment by a European official, the Kremlin “appears to finance a number of less-visible news outlets around the world,” citing one survey that had mapped thousands of Russia-linked channels in dozens of countries. This information is based on Garrett M. Graff, “A Guide to Russia’s High Tech Tool Box for Subverting US Democracy,” Wired, August 13, 2017.

\(^{39}\) See, for example, Todd C. Helmus, Elizabeth Bodine-Baron, Andrew Radin, Madeline Magnuson, Joshua Mendelsohn, William Marcellino, Andriy Bega, and Zev Winkelman, Russian Social Media Influence: Understanding Russian Propaganda in Eastern Europe, Santa Monica, Calif.: RAND Corporation, RR-2237-OSD, 2018; Javier Lesaca, “Why Did Russian Social Media Swarm the Digital Conversation About Catalan Independence?” Wash-
cally reveal individual social media accounts (bots, trolls, or unwitting disseminators) and their networks, which are used to amplify the message originated by the proxies. But the same research can also help identify proxies and their agents; these include organizations or websites whose links to the Russian state are hidden, other “troll factories,” and individual content producers and distributors.

Identifying Russian state proxies will have to be a foundational, ongoing component of both government and nongovernment response to Russian influence-peddling on social media. Many voices, both at the RAND workshop and in our literature review, noted that information-sharing between the U.S. government and technology companies is crucial to successfully identifying malign actors. Social media companies will be better positioned to identify their platforms’ vulnerabilities if they are better informed about how the platforms have been abused. Governmental and private sector support for independent research efforts in this space are likewise important.\textsuperscript{40} We further highlight the need for coordination in the following section on amplification channels.

But there are several challenges that complicate the identification of Russian proxies, including the attribution problem, adversary adaptations, and restrictions on intelligence-sharing. Tracing opaque organizations to the Russian state, and tying individual social media accounts to an organized effort acting on behalf of the Russian state, remains a challenge. The adversary is a moving target, because Russian actors will adapt to countermeasures, create or co-opt new willing proxies, or migrate to more-permissive platforms. Given these challenges, intelligence-gathering would thus need to be forward-looking and focused on identifying these adaptions or new entities as they emerge. Nongovernmental research efforts are limited in their ability to detect new actors without a firm footprint in digital data or traceable information about those actors’ provenance. Classification and restrict-


\textsuperscript{40} For another proposal regarding support “for bipartisan nongovernmental-organization efforts,” see Blackwill and Gordon, 2018.
tions on sharing information also limit the extent to which the government can cooperate with technology companies to identify threats. Indeed, at present, reliable information about Russian operations more often than not becomes public only after the fact.

Despite these challenges, the age-old prescription of knowing one’s enemies still applies. And none of these challenges represents an argument against measures to identify Russian proxies. But these challenges do suggest that U.S. efforts are unlikely to be completely successful and fully keep pace with Russian proxies.

Publicizing Entities Identified as Russian Proxies

After identifying Russian proxies, the U.S. government or other actors could adopt an approach of disseminating or publicizing those identified as proxies for the Russian state. Workshop participants describe this approach as “naming and shaming,” which resonates with the often-made prescription to name and denounce Russian actors.41 But discussion and analysis with our participants suggested that the important aspect of this approach is the transparency that comes from naming these proxies, rather than shaming them into changing their behavior, an endeavor that is unlikely to succeed.42 Publicly revealing proxies provides the information that the American audience needs to appraise information given its source, without shutting down the proxies.43 Identifying Russian actors also allows legitimate media outfits to avoid picking up Russian propaganda, and social media companies to monitor and take corrective action if warranted.44 This kind

41 See, for example, Keir Giles, Countering Russian Information Operations in the Age of Social Media, New York: Council on Foreign Relations, November 21, 2017.
42 As Jack Goldsmith recalls President Barack Obama’s 2016 observation, “[t]he idea that somehow public shaming is going to be effective . . . doesn’t read the thought process in Russia very well” (Goldsmith, 2018).
43 See, for example, Giles, 2017.
44 For example, as NBC News reports, “Wake Up America” was revealed as the newest, lower-quality outfit backed by Russia, which immediately ran into difficulties with finding an audience: Facebook removed its page, and Twitter has reportedly imposed restrictions on its account. Ben Collins and Brandy Zadrozny, “This Man Is Running Russia’s Newest Propaganda Effort in the U.S.—or at Least He’s Trying To,” NBC News, June 15, 2018.
of transparency was the hallmark of the historical U.S. approach: As a recent review of U.S. efforts to counter Soviet propaganda notes, the United States has met with success “when it took the time to publicize what Soviet propagandists were doing and why,” such that people were informed about “attempts to deceive them.”

Publicizing Russian proxies can be accomplished through a variety of complementary policies. The Foreign Agent Registration Act (FARA) is one obvious vehicle for labeling proxies as such. FARA requires entities that meet the definition of foreign agent to register, report their foreign funding and their U.S. contacts, and label materials they distribute with “a conspicuous statement that the information is disseminated by the agents on behalf of the foreign principal.” Indeed, the purpose of FARA is “to insure that the U.S. Government and the people of the United States are informed of the source of information (propaganda) and the identity of persons attempting to influence U.S. public opinion, policy, and laws.”

Workshop participants saw the potential utility of a FARA label, but many noted that the current FARA regime has shortcomings. One shortcoming is that FARA appears to be underenforced and is perceived to be selectively applied. FARA enforcement actions have been rare in the contemporary era, and if violations—such as failure to appropriately label materials—are not being investigated or sanctioned, then the law loses much of its effect. Moreover, workshop participants noted that the current FARA regime has shortcomings.

---


46 Public Law 75-583, Foreign Agents Registration Act, 1938.


participants argued that FARA has been selectively applied: If RT and Sputnik remain the only foreign “news” media on the roster, the label may lose some of its force. Thus, to the extent workshop participants supported FARA, they also supported improvements to it, such as the ones contained in the currently proposed bills in Congress, which strengthen DoJ’s investigative and enforcement arsenal.\footnote{For more information on such proposals, see American Bar Association, 2018, discussing Senate Bill 1679 (2017), the Foreign Agent Lobbying Transparency Enforcement Act, which seeks “to impose graduated civil fines for multiple offenses under FARA,” and Senate Bill 625 (2017), the Foreign Agents Registration Modernization and Enforcement Act, which seeks “to provide the Attorney General with the investigative tools to identify and prosecute foreign agents who seek to circumvent Federal registration requirements and unlawfully influence the political process.”}

There are also proposals to introduce legislation or enact policies to identify the sources of particular kinds of content. Examples of such include the proposed Honest Ads Act, which would require social media companies to disclose the identities of those paying for political ads on their platforms, and unilateral policies by social media companies to identify content as originating from or paid for by Russian proxies.\footnote{Senate Bill 115-1989, “Honest Ads Act,” introduced October 19, 2017.} Criminal prosecutions, where possible, can also serve a transparency function: For example, the IRA indictment publicly explained to the American people, with a new level of detail, how exactly this Russian proxy was able to take advantage of American vulnerabilities.\footnote{See Collins and Zadrozny, 2018.} Efforts by social media companies to inform users targeted by known Russian proxies have similar effects.

But public naming and other transparency approaches do have considerable drawbacks. While there are fewer implementation challenges than there are for identifying Russian proxies, workshop participants and participants in the broader debate have pointed to Russia’s retaliation and uncertain effectiveness as significant drawbacks. For example, Russia responded to the mandate to register RT and Sputnik under FARA by forcing Voice of America, RFE/RL, and seven other outlets backed by the U.S. government to register as foreign agents, which apparently had a powerful chilling effect on Russian outlets,
which ceased rebroadcasting Voice of America and RFE/RL material.\textsuperscript{54} Thus, the cost of continuing to call out Russian actors as foreign agents may well be the demise of the dissemination of independent media voices within Russia.\textsuperscript{55}

Moreover, the effects of transparency are not unambiguous. For U.S. audiences with whom Russian content resonates, revelation of its source may well have no effects on its consumption, spread, and stated beliefs.\textsuperscript{56} Indeed, even knowing that RT and Sputnik are serving the Kremlin’s purposes does not deter Americans from participating in or watching its shows.\textsuperscript{57} Calling out Russian propaganda may generate even more attention to it, thus paradoxically amplifying the proxies’ message. Some have argued against public attribution, on the grounds that it “may enhance the impact of the Russian information operation” by giving Russia credit for successfully waging information warfare.\textsuperscript{58} Further still, naming names without a further response that imposes serious consequences reveals weakness.\textsuperscript{59} Informing the population about the details of proxies’ activities identified through intelligence “runs the risk of exposing one’s own information gathering tactics and

\textsuperscript{54} Emily Bell, “Russian Voices in Western Media Leave Regulators with New Type of Headache,” \textit{Guardian}, March 18, 2018.

\textsuperscript{55} As one workshop participant pointed out, Russia may well proceed to “attack the few remaining independent media groups within Russia, such as Novaya Gazeta or Dozhd.”

\textsuperscript{56} The tendency to seek out and believe information that reinforces existing beliefs is well established in psychological literature. As one workshop participant noted, “People often choose to ignore publicly available information, like nutrition labels or information regarding the safety of vaccines, which directly affects their health or safety. There’s no reason to believe that this won’t be the case for information labeled as Russian in origin.”

\textsuperscript{57} See, for example, Johnny Kauffman, “Conservative and Liberal Activists Continue to Take to Russian-Backed Media,” National Public Radio, June 20, 2018.

\textsuperscript{58} Goldsmith, 2018.

\textsuperscript{59} See Goldsmith, 2018; similar considerations lead to the argument that cyberattacks should not be attributed under some conditions. See Benjamin Edwards, Alexander Furnas, Stephanie Forrest, and Robert Axelrod, “Strategic Aspects of Cyberattack, Attribution, and Blame,” \textit{PNAS}, Vol. 114, No. 11, February 2017, pp. 2825–2830.
techniques to the adversary.\textsuperscript{60} Finally, we note that the American population is far from homogeneous. To be effective, attempts to discredit particular sources must be done in a subtle and nuanced way and tailored to the interests or concerns of each community affected. Most importantly, exposure of a disinformation source within a particular community needs to include a discussion of the immediate harm that trusting that source would cause for that particular community.

Taken together, these considerations counsel caution in deploying policies to achieve transparency. It appears prudent to weigh the benefits of informing the public in particular cases or in particular ways against the likely impact of retaliation, inadvertent amplification of the proxies’ message, the appearance of weakness, and the benefits to Russia from attribution and greater understanding of U.S. intelligence-gathering processes. It is unlikely that complete transparency—or transparency by any and every means—would emerge as the best response to every influence campaign waged by Russian proxies.

**Deterring or Curtailing Activities of Known Proxies**

The next approach seeks to deter identified Russian proxies from future bad behavior or limit their ability to engage in bad behavior. This includes sanctions on the relevant entities and individuals, as well as asset seizures, visa bans, and criminal prosecutions where evidence of crimes exists.\textsuperscript{61} In theory, this approach could deter future bad conduct, but it also makes it more difficult for the targeted actors to engage in information operations through social media in the United States. Sanctions, for example, will complicate the targets’ purchase of ads on social media, among other things.\textsuperscript{62} Criminal prosecutions, while highly unlikely to end in convictions, limit defendants’ ability


\textsuperscript{61} See Blackwill and Gordon, 2018.

\textsuperscript{62} See Fried and Polyakova, 2018, p. 8.
to travel, because they risk arrest and extradition, and their ability to operate undetected is also limited.\textsuperscript{63}

Another tactic for thwarting Russian proxy activity is, of course, to simply ban known proxies from certain activities. For example, the proposed DISCLOSE Act of 2017, Senate Bill 1585, would ban campaign contributions and expenditures by corporations that are controlled, influenced, or owned by foreign nationals. Acting on its own initiative, Twitter has decided to ban RT and Sputnik from buying any advertising on its platform. The extreme incarnation of this approach is to ban known proxies from social media platforms altogether. Among workshop participants, outright bans were a less-favored tactic, because bans raise the specter of censorship (especially when done by the government) and were deemed likely to cause a backlash effect.\textsuperscript{64} Furthermore, even when not done by a government actor, such approaches are at odds with America’s free speech values.\textsuperscript{65}

Sanctions and similar targeted measures may also draw Russian retaliation. Criminal prosecutions may “reveal something about U.S. intelligence collection methods that will make it easier for the Russians to hide their tracks in the future.”\textsuperscript{66} And, as already noted, indictments without a real chance at obtaining jurisdiction over the defendants could, above all, telegraph weakness. At the same time, there is uncertainty about how effective such policies are in preventing future operations by Russia’s proxies. Policies such as sanctions, prosecutions, or selective bans are likely to be effective at curtailing activities of the targeted proxies—to some extent. But they are unlikely to be effective as a deterrent that reduces the overall level of proxy activity. For


\textsuperscript{64} As one workshop participant noted, nothing reinforces RT’s message that it offers news the U.S. government does not want you to hear as much as a government ban that communicates “we don’t want you to hear this news.”

\textsuperscript{65} Hybrid approaches, such as identifying foreign contributors and suspect content with labels or warnings and requiring a confirmation step before sharing, could achieve the same objectives without explicitly banning information.

\textsuperscript{66} See Goldsmith, 2018.
instance, sanctions could make it difficult for the targeted actors to operate, but other, nonsanctioned actors are likely to emerge to take their place. The same may be true of selective bans: Banned advertisements by RT and Sputnik, for instance, could be easily replaced by ads bought by as-yet-undiscovered proxies. That said, the uncertainty about ultimate effectiveness is not a decisive argument against opting for these policies; it does, however, suggest the need to moderate expectations when choosing these policies, and counsels against overreliance on these policies alone.

Reducing Proxies’ Credibility by Defining and Monitoring Norms of Behavior

Echoing the establishment of norms for state behavior, a final approach described by workshop participants involved defining norms for acceptable and unacceptable behaviors and establishing mechanisms for monitoring compliance. These norms would pertain to professional news organizations (i.e., norms of professional and responsible journalism) and to behavior on social media platforms by groups and individuals (e.g., norms against impersonation and fraudulent identities). Being able to connect Russian proxies to clear violations of norms helps to devalue or demote their credibility relative to norm-adhering entities. Making clear which norms are being violated by openly operating media outfits—as well as entities such as the IRA operating covertly on social media—is also important to the success of policies such as sanctions. If sanctions seek to change behavior, it is helpful to identify which behaviors are at stake. This clarity is likewise important to transparency policies that entail publicizing the identities of Russian proxies, insofar as the goal of publicity is to communicate why and how these actors violate the norms of acceptable behavior in a democratic society. Simply naming and publicizing proxies—such as through FARA registration—does not adequately communicate which norms foreign agents are violating, because being a foreign agent in and of itself is not a norm violation.67

67 The stigma from the mere fact of being on the FARA registry is diluted by the fact that the list features many prominent and respected U.S. law firms, who represent foreign principals.
The chief challenge of defining norms for acceptable and unacceptable behaviors, and establishing mechanisms for monitoring compliance, is identifying—or creating—institutions that are sufficiently trusted to articulate norms and serve as arbiters of compliance. In some European countries, a dedicated government agency serves the norm-monitoring function. For instance, in the United Kingdom, Ofcom—the country’s communications regulator—has jurisdiction that authorizes it to decide when a media entity has run afoul of discrete norms pertaining to news media and to pursue enforcement against that entity. Ofcom has, in fact, imposed various legal penalties on Russian news providers for spreading information that is “materially misleading” and “not duly impartial,” among other violations.68

In the United States, First Amendment laws and the country’s legal culture pose obstacles to government regulation of content, when compared with the United Kingdom or countries with a similar regulator. If feasible at all, an institution with the capacity to define norms and monitor violations would require an independent, nongovernmental effort. Social media companies themselves have been rolling out programs to identify some kinds of “fake news,” which is a form of norm definition and monitoring.69 Demands for social media companies to take actions to police their platforms in the United States are legion.70 But social media efforts alone are insufficient. This is, in part, because of “the extent to which [existing] initiatives capture

---


69 See, for example, Helmus et al., 2018:

Facebook, for example, has developed a “disputed tag” that warns users that online fact-checkers or Facebook’s own algorithms have identified the content as suspect. Google offers a Fact Check tag that it applies to suspect content displayed on the Google News portal. Neither Facebook nor Google labels the stories as true or false. Twitter, alternatively, offers its verified account system. Essentially, an account that has been vetted to ensure that it represents whom it says it does receives a blue check mark next to the account name.

70 See, for example, Giles, 2017.
Russian-promulgated content remains to be seen,” as a recent RAND report points out.\textsuperscript{71} It is also because social media companies are profit-seeking entities, and thus it may be difficult for them to establish the requisite level of public trust and credibility. Given this, proposals like Clint Watts’s suggestion of setting up an “information consumer reports agency,” which would have to “reside outside the social media companies, have no contact with the government and should be a non-profit entity.”\textsuperscript{72} Such an agency could, for example, rate information outlets on the basis of their fact to fiction and reporting to opinion ratios. Moreover, one important function of a norm-monitoring agency could be monitoring social media companies’ efforts and processes to police their own platforms. In view of the degree of dissatisfaction with social media companies’ handling of Russian information operations to date, as evidenced by the numerous congressional hearings held on the matter, an independent and trusted institution that can assess whether social media companies themselves are living up to appropriate norms may be well advised.

Creating a credible norm-monitoring institution is worth considering as a longer-term measure. A key challenge in this task is identifying—or creating—institutions that are sufficiently trusted to be the articulators of norms and arbiters of compliance. Trusted institutions cannot be created overnight. And a truly independent institution would require collaboration between government and nongovernmental entities, and currently, an obvious candidate for an organization to take the lead in the creation of such institutions does not exist. Another challenge is that even a nongovernmental institution would need to navigate the challenge of defining meaningful norms without excessively infringing on the robust norms of free speech in the United States. As one of the workshop participants observed, “a lot of Americans would be horrified with what Ofcom does.”

\textsuperscript{71} See, for example, Helmus et al., 2018.

\textsuperscript{72} Watts, 2017.
Reducing the Effect of Amplification Channels

The third set of solutions we consider focuses on reducing the effect of amplification channels, both of platforms and individuals, that serve to spread disinformation. We identified promising or plausible approaches that fit into three categories, which are aimed at the following:

- developing and sharing tools to detect and combat disinformation
- coordinating detection of disinformation
- limiting the spread of disinformation on social media platforms.

Developing and Sharing Tools to Detect and Combat Disinformation

During our workshop, participants identified the need to design and share tools between private companies, government, and academia—specifically, algorithms, data, and software that can identify disinformation, verify credible sources, counter disinformation, and promote credible sources.73 Machine-learning–based classifiers are already being used to detect potential disinformation on Facebook and other platforms. Research teams at private companies and in academia could work to improve the algorithms that detect bots and fake accounts, or even correlate them across platforms. Tools that enhance verification of accounts and improve attribution of the sources of both accounts and advertisements could give consumers more information. Changes to algorithms for promoting or demoting certain stories would also fall under this heading, but platforms must be transparent about their design and implementation. A successful suite of tools would result in more-empowered consumers and increased transparency of how platforms operate, leading to the ultimate goal of spreading less disinformation.

This approach relies primarily on social media platforms designing, implementing, and making such tools transparent, which may decrease the platforms’ competitiveness in a challenging market.\textsuperscript{74} It also raises the issue that adversaries will take advantage of the increased transparency and change their behavior to evade detection, thus resulting in a similar arms race that has already occurred in efforts to combat spam. All in all, the approach of developing and sharing tools is promising, but the ability to make them transparent (and thus verifiable) may be challenging.

**Coordinating Detection of Disinformation**

The issue of detecting actors spreading disinformation and distinguishing disinformation from valid content is similar to the problem of identifying and detecting Russian proxies. Without first knowing who or what is the problem, social media companies and other organizations cannot create solutions to reduce the impact of disinformation. Increasing cooperation and information-sharing between the private sector, academia, and the government is key to solving this problem. In particular, sharing known characteristics of bots and troll accounts seems to be low-hanging fruit that would not impose too large of a burden on the private sector. Such accounts would most likely behave similarly across platforms, whether in terms of disseminating content at particular times or in mirroring account information. Specifically, social media companies could clarify the extent and impact of Russia’s manipulation to the best of their ability, rather than the current approach of closing off their platforms and limiting the historical data available to researchers. Collecting and comparing that information would enable the social media industry at large to improve its ability to detect such accounts. Academics also play a role here, in that they could and should publicize research aimed at making such identification more accurate and efficient.

Workshop participants strongly agreed that it is the responsibility of the U.S. government to collect and analyze information to help

\textsuperscript{74} We note that it is possible that private companies could simply create the impression that they are making such changes rather than genuinely doing so, in order to avoid the threat of regulation.
identify malign actors, because it not only has well-established paths for critical input from the intelligence community (in contrast to the private sector) but also has the responsibility to work for the public interest. To this end, Facebook convened a meeting in June 2018 with officials from the FBI, DHS, and other tech companies, including Google, Twitter, Apple, Snap, and others, to develop closer ties with law enforcement to prevent abuse of their platforms. To the extent possible allowed by classification requirements, the U.S. government should share information on adversary accounts, Russian strategy, tactics, and intent with both private companies, academics, and the American public. Despite difficulties that may exist and the perception that government organizations have abrogated their responsibilities, we emphasize that the U.S. government could and should lead efforts in this area, and should not leave the initiative to social media platforms alone.

To coordinate and track these efforts, it might be necessary to establish an independent monitoring organization. Such a working group could be based on similar organizations that promote increasing cybersecurity, or even prior efforts like the Active Measures Working Group (AMWG), established in the 1980s to monitor and expose Soviet disinformation campaigns. A new AMWG-like working group, including participants from government, academia, and, most importantly, the private sector, would coordinate policy and platform solutions with major technology companies, review and propose legislative solutions, and educate the press and the public. Such a government organization could also perform independent research to monitor social media adherence to best practices when it comes to identifying the spreaders of disinformation, providing information, and calling out abuse. We note that this idea is not novel; Rand Waltzman called for a “center for information environment security” in 2015 to leverage the technologies developed by the Defense Advanced Research Proj-

75 See Dwoskin and Nakashima, 2018.
76 We note that the Portman-Murphy Bill (the Countering Information Warfare Act) included in the 2017 NDAA essentially called for the reconstitution of the AMWG but did not use that name; Deeks et al., 2017.
jects Agency’s Social Media in Strategic Communications program to defend U.S. interests in the information environment from all adversaries, including Russia.77

For this approach to work effectively, big players (e.g., the FBI and the intelligence community on the government side, and Twitter and Facebook on the private sector side) would need to join and actively participate. The information-sharing must also go both ways. Classification of intelligence is clearly an issue with this approach, and we anticipate some pushback from private companies against the idea of cooperation with the government, especially in terms of sharing proprietary data, private data, or both. Nevertheless, it should be feasible to structure the information-sharing in such a way that it does not require massive data collection or transfer. Massive data collection is unlikely to be effective, let alone amenable to partners. The focus of the information-sharing would be on the Russian threat; adversary tactics, techniques, and procedures; and potential platform and policy solutions. Building and restoring trust between different players will be key to this effort, and successful implementation of such an information-sharing organization would result in greater cooperation between industry and the U.S. government, thus overcoming the gaps with current efforts.

Limiting Spread of Disinformation on Social Media Platforms

One promising approach is for the platforms themselves to take actions to limit the spread of disinformation. Workshop participants suggested that it was particularly important to change the algorithms that promote certain posts above others, thus making things like Facebook’s News Feed or Twitter’s Trending Topics less susceptible to gaming by various mechanisms, like artificial retweets. Algorithms that identify and de-emphasize content promoted by bots would also be useful. Each platform could tailor the tools developed and shared through the approach in the previous section to their specific needs. Platforms

could also focus on promoting reliable and vetted news, based on a professional code of conduct that content providers agree to abide by, or use some other tool that measures the veracity of information.

The major disadvantage of this approach is the potential for reduced freedom of speech on these platforms. Relying on algorithms, people, or some combination of the two will introduce bias into the process of deciding what should be kept versus removed or promoted versus demoted. There is no good way around this challenge, because no process or algorithm is perfect, and because inevitably mistakes will be made. It also raises the issue that platforms could become arbiters of truth—a clearly undesirable outcome. The key will be transparency, a willingness to adapt and refine the process based on feedback from users, and partnership with trusted third-party fact-checkers. Based on the difficulties that ongoing efforts are facing, such as Facebook’s “remove, reduce, and inform” method, transparency is likely to be the most challenging aspect of this approach; this is highlighted by the confusion and controversy surrounding the implementation of Facebook’s current policy. Nevertheless, successful implementation of this approach will result in healthier and more-constructive discussions on a variety of topics on social media platforms.

Another approach is for platforms to limit the ability of advertisers to microtarget users, specifically the ability of political advertisers to target certain groups, which would reduce the ability for Russian proxies and organs to reach specific audiences. Doing this, however, has an obvious downside, given that social media companies rely on this ability for their advertising revenue, which drives most, if not all, of their profits. A potential compromise based on the European General Data Protection Regulation would be for companies to treat political and philosophical data about users as sensitive information, requir-

ing express permission from users for data collection and targeting of political advertising.\textsuperscript{79}

All these policies raise the issue of enforcement. The government does not own social media companies and cannot force them to implement any of these potential solutions. Thus, under the status quo, such solutions must originate with social media companies on their own terms, and the tension between the companies’ interests and the public interest in combating disinformation simply cannot be wished away. It is possible that the threat of government regulation could incentivize companies to act expeditiously to preempt that possibility. At the same time, there are discrete opportunities for Congress to legislate with regard to some dimension of the problem, with the Honest Ads Act being a prime example.

**Improving Consumer Knowledge and Judgment**

There are multiple avenues for improving the ability of consumers to identify and reject Russian disinformation. We identified three promising approaches:

- improving consumer judgment through media literacy campaigns
- working with influencers to help inform key audiences
- studying the impact of social media disinformation.

**Improving Consumer Judgment Through Media Literacy Campaigns**

Breakout groups in this workshop session spent the largest share of their time discussing media literacy. During the 2016 election, the public witnessed what seemed to be a meteoric rise in the prevalence of fake news. A number of fake stories went viral on Facebook, Twitter, and other social media platforms, including, for example, the blatantly false story that a secret society of pedophiles operated out of a Washington, D.C.–based pizzeria.\textsuperscript{80} Social sciences research confirms


the significance of this problem; several recently conducted studies of American youth showed that many individuals struggle to discriminate between fake and accurate online content.\textsuperscript{81} It is within this environment that Russia launched its influence campaign.

Thus, it is not surprising that the idea of media literacy training has taken hold. Such training seeks to improve an audience’s ability to access, analyze, evaluate, and even create various forms of media.\textsuperscript{82} At a minimum, such training would help recipients better evaluate sources and their potential biases, separate opinion from fact, evaluate and potentially validate the truthfulness of content. If trainees can do this effectively, it could significantly limit the ability of an adversary to effectively use fake news and other disinformation tactics.

Media literacy training is growing on an international scale, with countries like Canada, Australia, and Sweden incorporating media literacy training into their youth education systems.\textsuperscript{83} The nonprofit organization IREX, as part of its Learn to Discern program, administered half-day trainings to over 450 adults in Ukraine to help citizens “recognize and resist disinformation, propaganda and hate speech.”\textsuperscript{84} Several other civil society organizations are pursuing similar approaches, such as the News Literacy Project.\textsuperscript{85} Facebook has also launched an advertising campaign to raise awareness of media literacy. One ad in the British press, for example, offered an article titled “Tips for Spotting False News” and identified ten features of fake news to look out for.\textsuperscript{86}

Media literacy training programs are also growing, albeit slowly, in the United States. First, a growing number of states have either


\textsuperscript{82} Center for Media Justice, “Resource Library,” website, undated.


\textsuperscript{84} Lisa Guernsey, “A New Program Has Helped Bring Better Media Literacy to Ukraine,” Slate, May 9, 2018.

\textsuperscript{85} The News Literacy Project, website, 2018.

passed or are considering passing laws to support media literacy in the education system. In 2015, Connecticut passed a law requiring education in public schools on safe social media use starting the following year, and the state recently required the formation of the Digital Citizenship, Internet Safety and Media Literacy Advisory Council that will advise the U.S. Department of Education on media literacy training best practices.\textsuperscript{87} Other bills to promote media literacy have been passed in Washington, California, New Mexico, and Rhode Island, and legislation is in progress and pending in many other states.\textsuperscript{88}

Other initiatives are more focused. Facebook, for example, has launched a campaign that uses both Facebook posts and newspaper ads to provide consumers tips on how to identify fake news.\textsuperscript{89} It is intended to reach 170 million people.\textsuperscript{90} In addition, IREX is currently working to extend its Learn to Discern program from Ukraine to the United States. And there are many other such programs that range from single-session academic supplement programs to specialized online and offline courses for academics, journalists, and the general public.\textsuperscript{91}

There are several obvious drawbacks and challenges to a strategy of social media literacy training. First, the efficacy of the training remains unclear. Some initial research suggests that training can be effective. One study showed that youth who had been exposed to media literacy training could better assess message accuracy compared with

\begin{footnotes}
\item[89] See Facebook Help Center, “Tips to Spot False News,” 2018.
\item[91] The Newseum, for example, provides a searchable tool that can identify numerous such training opportunities (NewseumED, “Browse 1,000s of Lesson Plans, Classes, Digital Artifacts, Historical Events, and other NewseumED tools,” undated). In addition, the Center for Media Literacy, the Poynter Institute, and the University of Rhode Island Media Lab—to name a few—all provide an assortment of training and educational resources for media literacy training.
\end{footnotes}
those without such training. IREX, in a 16-month follow-up survey of participants from its Ukrainian media literacy training, showed that these students experienced a slight improvement in their disinformation analytic skills compared with a similarly aged control group. Such results are promising, but limited. We note that most large-scale efforts to educate populations (such as improving literacy rates or mathematical ability) are fraught with difficulty and have questionable efficacy; media literacy is a much more demanding task. Furthermore, as one reviewer noted, media literacy efforts do not account for the fact that most people do not have the time, energy, or desire to put forth the kind of effort that media literacy demands. Most people are susceptible to emotional manipulation that plays on their existing prejudices and biases. While media literacy campaigns will certainly work for some people, it is possible that they will not work for those masses of people who are actually most vulnerable to emotional manipulation, raising doubt that media literacy training will work on large enough numbers of people to seriously address the disinformation dissemination problem. We note that this disadvantage, while significant, does not argue against doing media literacy training—rather, we argue that expectations should be more realistic.

However, more research is clearly needed to assess the short- and long-term impacts of different types of training regimens. It will also be important to understand the relative benefits of different types of training.

Second, media literacy training, at least the substantive type of training that can be introduced into education systems, will no doubt take time to produce its intended effect. As one academic participant of our workshop noted, “Media literacy is a very long-term objective.”

Third, the size of the United States can pose a significant financial and logistical burden to implementing a media literacy campaign. While social media companies may be able to leverage their platforms to educate their customers, any other public education or media cam-

---

92 Kahne and Bowyer, 2017.

93 See Al-Heeti, 2018.
campaign to inculcate media literacy skills in a broad populace will cost significant amounts of money.

Despite the potential drawbacks and costs, introducing some form of media literacy training into middle and high schools has obvious value. Teaching students to access information from different sources, evaluate a source’s bias, and consider whether it is necessary to confirm the truthfulness of the source all seem to be inherently good lessons and, if nothing else, provide an opportunity for critical thinking exercises. And if the training works as intended, then it should theoretically provide a critical bulwark against fake news in general and Russian disinformation in particular. However, this approach is clearly a long-term solution, and one that is not likely to bear fruit for a number of years.

This leaves open the question of whether any short-term solutions exist that can raise awareness and education in the broad population. Any effort to provide substantive instruction, such as the half-day training provided by IREX’s Learn to Discern program, will face an immediate hurdle of scale. It would train too few people to make a substantive difference in the short term. Other efforts, such as Facebook’s media literacy advertising campaign, can operate at scale, but can a campaign premised on newspaper or Facebook ads be effective? Ultimately, this is an empirical question, and as with educational media literacy programing, it will be critical to systematically study the short- and long-term effectiveness of different types of training to help government and private sector policymakers make the best choices.

**Working with Influencers to Help Inform Key Audiences**

A second major approach discussed by the breakout groups focused on working with key influencers. As one participant noted, “We need to amplify third-party voices because the government isn’t always considered to be a trusted source. . . . We don’t want to categorize any initiatives as ‘institutionalization,’ because that automatically reduces public trust.” Another participant likewise noted, “We need to fund and empower partners and key influencers”—ensuring that disinformation does not go through trusted members of a community.
In RAND’s recent publication, *Russian Social Media Influence*, the authors also proposed working with influencers. This recommended solution was focused on Eastern Europe, including the Baltic countries (Estonia, Latvia, and Lithuania) and Ukraine. A fundamental challenge in this region is the strong influence of Russian media. Russian television, news, and websites serve as predominant information sources for many native Russian speakers in the region. One remedy proposed for this issue was to find ways to increase local access to Russian-language, Western-oriented content. We recommended training for local journalists, increasing access to Russian-language television, and working with key influencers. For key influencers, our focus was social media. Specifically, we recommended identifying key and influential Russian-speaking, Western-friendly social media stars. Once identified, local organizations could provide training to improve the influencers’ social media and other communication skills, which might, in turn, increase the size of their audience.

This particular angle for working with influencers does not appear applicable to the U.S. landscape. Although there is no lack of content, it could be inappropriate for the U.S. government to identify and train influences—co-ideologues—on social media. So, how might it be possible to strengthen influencers to counter Russian disinformation at home, and which actors should be involved?

First, it may be valuable for local government or NGOs to work with key influencers in local communities to help disseminate critical news and information. For example, if a Russian disinformation story were to gain heavy traction in rural west Texas or a New York City borough, then in addition to relying on traditional top-down communication channels to correct the story, it makes sense for local government or civil society members who have both credibility and a built-in audience to correct the story. This approach is similar to the “countermessaging” or “alternative narrative” strategy often used to counter violent extremist narratives, with the key addition that the refutation of false information is coming from trusted sources within the community.
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94 Helmus et al., 2018.
95 Helmus et al., 2018.
Second, it could be possible for government organizations or NGOs to provide certain key influencers with media literacy and other training so that they could both identify fake news content within their own social media networks and actively intervene to educate the network and effectively police the disinformation story. For this approach to be effective, either a government or NGO would identify key leaders among online communities, such as from a university’s Young Democrats of America club or a neighborhood listserv. In this way, limited funds for media literacy training would be expended on the most influential audiences.

Finally, as noted earlier, it also could be possible for researchers to identify the influential actors through whom disinformation is wittingly—or unwittingly—flowing. Assuming no laws are broken, the key issue is what can be done with such individuals once they are identified. If such individuals violate a social media platform’s terms of service, then the platforms may be able to terminate their accounts. For actions that do not meet this threshold, there also could be value in outreach that helps these individuals recognize the negative impact of their actions and reduce the likelihood that they will unwittingly spread disinformation.

The advantage of this solution lies in the ability of modern social media analytics to identify key influencers. Data from Twitter, for example, can be analyzed to identify communities of closely connected Twitter users and rank-order key influencers for those communities.\textsuperscript{96} In addition, the commercial marketing industry provides lessons for influencer outreach and recruitment, skills training, and relationship management. RAND, for example, recently published a report that distills lessons from influencer marketing for identifying and working with influencers to counter the Islamic State of Iraq and the Sham, commonly known as ISIS.\textsuperscript{97}

\textsuperscript{96} Helmus et al., 2018.

\textsuperscript{97} Elizabeth Bodine-Baron, Todd C. Helmus, Madeline Magnuson, and Zev Winkelman, \textit{Examining ISIS Support and Opposition: Networks on Twitter}, Santa Monica, Calif.: RAND Corporation, RR-1328-RC, 2016.
The biggest drawback and challenge to the strategy of working with influencers is that influencers, by their very nature, are independent. In fact, most influencers gain their credibility through their independence. There is no guarantee that the influencer will follow a party line, respond to government interlocutors as requested, or use any trained skills as intended.

While influencer engagement campaigns can be complicated to execute, there are established policies and practices that can help improve their effectiveness. We thus recommend that the U.S. government, as well as engaged civil society organizations and the technology sector, consider several of the options we have described.

**Studying the Impact of Social Media Disinformation**

A third major recommended approach is to better understand the drivers and impact of social media disinformation. This approach recognizes that there is a dearth of scientific information that can answer a number of basic questions about vulnerability to disinformation attacks, mechanisms to guard against such attacks, and ways to mitigate the impact of attacks. Specific questions posed by the workshop participants include the following:

- Who is the most susceptible to Russian influence and content?
- What was the impact of Russia’s influence campaign?
- How susceptible is the United States to future Russian disinformation attacks?
- Who are the specific targets (demographics) of Russia’s influence campaigns?

Facebook also recognizes the need for research; it plans to fund researchers to investigate the volume and effects of disinformation on its platform.98 RAND’s Jennifer Kavanagh and Michael D. Rich, in their recently published *Truth Decay*, dedicated an entire chapter on

---

98 See Al-Heeti, 2018.
identifying a research agenda that can help guide the debate about Truth Decay and help shape policy responses.99

The strengths and weaknesses of such an approach are fairly self-evident. Developing answers to these and many other questions will prove critical if policymakers, civil society, and the technology sector are to craft effective policy solutions. Such an endeavor will require at least some public funding and certainly time for the research to be initiated, completed, and made publicly available.

Better understanding the impact and process of disinformation is a necessary prerequisite to formulating and, ultimately, improving policies that can prevent its amplification and protect American citizens from its ill effects. To specifically combat the Russian approach to disinformation, the tactics discussed in RAND’s Firehose of Falsehood report are a useful starting point.100 Therefore, despite the long-term nature of any research program, it will be critical for the United States, various nonprofit foundations, and the technology sector to fund basic and applied research. To do this effectively, the various potential funding organizations will need to work together to first identify a key research agenda and then coordinate to ensure that the agenda is funded as efficiently as possible and without unnecessary duplication. Recognizing this requirement, the breakout groups agreed that the National Science Foundation will need to play a key and synchronizing role.


100 Paul and Matthews, 2016.
Because no single approach to countering Russian social media influence is likely to produce a conclusive victory over the threat, it is prudent to adopt approaches and associated policies that target multiple links in the chain. Taking a step back and reviewing the various approaches we described, we see several themes emerge that cut across multiple links.

Establish clear and enforceable norms for acceptable behavior for states’ and media entities’ behavior on social media platforms. Establishing clearer norms for behavior appears to be an important foundational strategy for both shaping Russian decisionmaking and limiting Russia’s proxies. Attribution and clarity as to the norms violated and by whom, determined by a credible entity, is vital—regardless of any other approaches chosen to confront these links in the chain, such as punishment or “naming and shaming.” If punishments are to be imposed on the Russian government, it is essential that punishments are proportionate to the norm-violating behavior, are sufficiently costly to change the government’s approach, and can be discontinued or limited when this behavior ceases. Without proportionality, the chosen punishments risk being too weak to be compelling—or, on the contrary, excessive and therefore producing a backlash effect. Without a clear linkage between the norm-violating behavior and the punishment, the Russian state or its proxies may well see no benefit from changing behaviors. If the goal is simply to name and shame, or expose wrongdoing by Russian proxies, clarity as to the nature of the shameful behavior (that is, the norm) is likewise crucial. The establishment of norms may also be beneficial for broader U.S. foreign policy goals in
Russia and former Soviet countries. In particular, a clear articulation of norms should allow the United States to distinguish its own public and attributed outreach to foreign audiences from the deceptive practices in which Russia and its proxies have engaged, thereby reducing the risk of being seen as hypocritical, and building more-fertile ground for its own public campaigns abroad.

**Coordinate U.S. executive and legislative branch activities.** Our assessment of current U.S. government approaches identified significant gaps in interagency coordination in the executive branch, as well as a divergence between the activities of the executive and the legislative branch. While there are relevant task forces within several U.S. government agencies, including DHS and DoJ, it is critical to assign overall leadership of the effort to counter Russian social media disinformation (on its own or in combination with other Russian influence activities) to a single department or agency. Given its domestic mandate, this could be the DHS, but also could be another organization, depending on the evolution of other types of regulatory activities over social media companies.

**Institute a formal mechanism for information-sharing that includes key players from the U.S. government and private social media companies.** While social media companies have control over their platforms, with an ability to filter out or identify suspect accounts and content, the U.S. government often has superior information about Russian strategies, tactics, and adaptations. A formal mechanism for information-sharing would enable social media companies to implement measures earlier, rather than after the execution of a particular influence operation, facilitating both the detection and curtailing of Russian proxies and the reduction of potential amplification channels. Such an institution could be modeled on the AMWG, which enjoyed a measure of success by communicating the characteristics of Soviet disinformation to news media, enabling those outlets to better identify and stop the spread of such material. In the modern version, information would flow both ways: Anonymized social media data would enable government organizations to connect trends to specific disinformation tactics, techniques, procedures, and adversary groups, while tips from those same organizations could help social media com-
panies detect and remove disinformation early. The specific mechanism could take different forms, but at minimum should consist of a standing committee with participants from social media companies, government organizations, the intelligence community, NGOs, and academia. Several ad hoc efforts along these lines have already begun, indicating the willingness of the necessary organizations to share at least some information and the feasibility of creating something more formal.

**Increase the transparency of social media platform policies and algorithms for detecting and removing disinformation and malicious behavior.** Encourage and fund academia to develop better tools for identifying and attributing disinformation on social media. Social media companies are currently facing pushback from both consumers and government organizations for the role their platforms have played in the spread of disinformation. Increasing the transparency of their algorithms and policies for what content constitutes disinformation, what behaviors violate terms of service agreements, and how content and accounts are demoted or removed will increase consumer confidence in these platforms and potentially preempt the passage of more heavy-handed legislative or regulatory efforts to combat the Russian disinformation threat. A key aspect of transparency is enabling outside observers to verify and validate the approaches technology companies are taking to reduce disinformation—without this increased insight, it would be impossible to know whether private companies are making any difference. Increased transparency of algorithms and data will also enable academic researchers to develop better tools for the identification—and, most importantly, attribution—of disinformation and malicious actors on social media. Together with increased funding from foundations and government organizations like the National Science Foundation, this approach can improve the ability of individuals and platforms to identify disinformation, reducing the appeal of such campaigns for Moscow’s decisionmakers, enabling naming and shaming approaches, reducing amplification effects, and better educating consumers.

**Prioritize defensive activities over punishments to shape Moscow’s decisionmaking.** We note that the recommendations high-
lighted here all focus on defensive, rather than offensive, approaches. While the U.S. government could adopt more-offensive approaches—including through well-developed punishment, elements of democracy promotion, and the development of a negotiated agreement—these approaches all have significant disadvantages and are unlikely to convince Russia to cease its influence campaigns. Improving defense, therefore, has the best hope of reducing the impact of Russian disinformation campaigns on social media. The defensive approaches suggested here (limiting Russian proxies, reducing amplification channels, and educating consumers) are most likely to affect Russian decision-makers by reducing the perceived effectiveness of disinformation campaigns on social media.

**Continuously assess the cost and impact of proposed solutions relative to the effectiveness of Russia’s activities.** As our discussion suggests, no approach or policy option is without its potential drawbacks or costs. Notably, because Russia’s instrument of influence in question entails speech, many efforts to counter Russian activities could be perceived to—or could, in fact—curtail, limit, or chill speech activities. Even when not done by state actors, such effects are in juxtaposition with American legal, political, and social culture. Thus, while Russia’s influence campaigns are unwelcome, not all means of addressing them are advisable. Deciding whether to adopt a suggested initiative depends on determining whether the benefit of the initiative, in terms of reducing the effectiveness of Russia’s activities, exceeds the associated costs. The difficulty with conducting such a calculus, of course, is that the effectiveness of Russia’s campaigns—and thus, the value of thwarting them—is unknown. Thus, in many cases, weighing the potential benefits against the potential costs must remain a somewhat speculative enterprise. Our findings offer an initial account of the potential cost and risk of some potential initiatives, but further and continuous efforts are needed to evaluate the relevant trade-offs.
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In January 2017, the U.S. intelligence community released a public report detailing a Russian influence campaign, ordered by Russian President Vladimir Putin, to disrupt the U.S. presidential election. Part of a larger multifaceted approach, this campaign included social media–based disinformation spread by both automated bots and paid trolls. Russia’s strategy was to push several conflicting narratives simultaneously, deepening existing divisions within American society and degrading trust in Western institutions and the democratic process.

While it is unknown what impact the campaign might have had on the 2016 presidential election, or on individual opinions, it is clear that Russia’s efforts reached many Americans through a variety of social media platforms, including Twitter and Facebook. The Russian “disinformation chain” that directs these campaigns starts from the very top—from Russian leadership, to Russian organs and proxies, through amplification channels such as social media platforms, and finally to U.S. media consumers. This report categorizes and analyzes different approaches and policy options to respond to the specific threat of Russian influence via disinformation spread on social media in the United States. It is meant to educate and inform U.S. government officials considering policies for combating Russian disinformation; social media companies undertaking efforts to reduce the spread of disinformation on their platforms; NGOs, think tanks, and academics developing new approaches to address the threat of disinformation; and the American public.