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Executive summary

Transforming health and care for older people is complex and demanding. Evaluating such efforts requires a range of approaches and ideas, and a reflection on ways to improve how evaluations are commissioned, completed and used in a changing policy landscape. This report by researchers at RAND Europe summarises three workshops undertaken with evaluators, commissioners of evaluations and services, and those delivering services that are evaluated with the explicit aim of addressing these questions. It was broadly agreed that the areas to address were:

- **Relevance**: evaluations were too often not focused on major challenges and consequently findings were ‘unsurprising’ or even trivial.
- **Timeliness**: evaluation findings were often not available when decisions had to be made.
- **Replication and lack of cumulative building of knowledge**: evaluations were often designed as stand-alone pieces rather than building on previous evaluations and contributing to future evaluations.
- **Reluctance to share knowledge**: competition, a lack of clarity in communication, and poor knowledge management/mobilisation led to a reluctance to share information, pool data, or draw on the evaluations of potential competitors.
- **Efficiency**: evaluations often failed to use routine data and ignored the costs imposed on service providers and users.

Following from this, the workshops generated key recommendations:

**For commissioners of evaluations**: Commissioners from multiple organisations should collaborate routinely to identify key cross-cutting challenges, jointly fund evaluations addressing common concerns, engage the evaluation community earlier when developing an evaluation specification and ensure budgets and timelines match the scale of the question(s) asked.

**For evaluators**: Evaluators should engage earlier with commissioners and better balance competitive with collaborative behaviours to inform commissioners, develop standardised data sets, and make better use of routine data.

**For service providers**: Service providers can be a great source of tacit knowledge, but they often experience evaluations as something to be endured rather than as something to shape. Providers should work with evaluators to develop better routine monitoring and data collection.

**For national policymakers in NGOs and government**: Support the conditions under which the ‘tragedy of the commons’ can be avoided by: identifying and communicating priorities for evaluation research locally and nationally; monitoring the evaluation landscape; encourage and reward organisations for engaging with national priorities; and help nourish the ‘commons’ through sharing and collaborating while also ensuring adequate competition and variety.
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1. What is the problem?

1.1. Unfulfilled promise

In the field of evaluation, there is much to be said for Picciotto’s classic statement that ‘evaluation can yield benefits well in excess of its direct costs... through wholesome effects on the productivity of expenditures and the responsiveness of the public organizations’ (Picciotto 1999, 15). However, this value is only realised under certain circumstances. Michael Quinn Patton (2008) has emphasised that, if they are to add value, evaluations should be much more closely focused on the needs of decision makers. Ling (2012) has emphasised the importance of conducting evaluations in real time, while the intervention itself is unfolding. Meanwhile, Davies (2013) has emphasised that too often evaluations are attempted when the essential characteristics of evaluability are absent, weakening or completely undermining any findings. It is these challenges and ideas that underpin this report, commissioned by Age UK.

The challenges outlined above are generic to delivering value through evaluation but they are made no easier by the turbulent landscape facing those seeking to improve services for older people in the UK. Policies on ageing are multiple, potentially overlapping, complementary and/or conflicting, and constantly shifting. They include housing, pensions, moving people out of acute settings and into community settings, addressing currently unmet needs, dealing with inequality and poverty in older age, social services, lifestyle choices and behaviour, care home provision, independence and person-centred work, self-care, and unpaid care and volunteering. Running through all of these factors is the challenge of balancing quality of care and cost considerations and managing the trade-offs either with or on behalf of older people (Imison et al. 2017).

Adding to the complexity is a high turnover of policy initiatives in the UK. This has taken two forms. The first is incremental changes to existing policies, and the second is the development of new models of care. The latter is particularly intended to respond to the growing numbers of older people with complex health and social needs, and especially frail older people with limited income, for whom current models are unsustainable.

Consequently, however skilled the evaluators might be, the needs of decision makers may be so confused and uncertain that interventions may change considerably before attributable results could be ascertained, or interventions may overlap with other actions that evaluating impacts and learning lessons becomes a fool’s errand. The ‘wholesome effects’ that Picciotto (1999) hoped for are therefore often more notable by their absence. In this briefing we explore these challenges further and identify ways in which they might be overcome.

---

1 For a summary of recent policies on ageing, see Centre for Policy on Ageing (2018).
1.2. Scope and structure of this concept note

This note summarises results from a series of workshops undertaken to better understand barriers to a more cohesive evaluation approach for older people’s services. The genesis of this project was Age UK’s Integrated Care Programme (ICP), which RAND Europe has previously undertaken work on for Age UK (Sutherland et al. unpublished). That work highlighted gaps between local and national evaluations of ICP, and wider problems with the commissioning of evaluations in the elderly care sector. As such, the workshops were intended to be much broader in scope than ICP, encompassing general principles about the commissioning and execution of evaluations of services for older people.

The workshops were structured around a series of questions, set out below in Table 1. Participants were asked to discuss these as a group or in pairs, with the workshop led by a facilitator or facilitators (Dr. Ling and Dr. Sutherland).

**Table 1: Workshop questions by workshop**

<table>
<thead>
<tr>
<th>Evaluators’ Workshop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How can we improve the commissioning of evaluations?</td>
</tr>
<tr>
<td>What should be done differently?</td>
</tr>
<tr>
<td>2. Can we change the way in which the knowledge from</td>
</tr>
<tr>
<td>evaluations is collated by commissioners?</td>
</tr>
<tr>
<td>3. Are there a common set of principles that might help</td>
</tr>
<tr>
<td>with the previous questions? What</td>
</tr>
<tr>
<td>might they look like?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Commissioners’ Workshop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How can we improve the commissioning of evaluations to</td>
</tr>
<tr>
<td>better inform service commissioning? What</td>
</tr>
<tr>
<td>should be done differently?</td>
</tr>
<tr>
<td>2. Can we change the way in which the knowledge from</td>
</tr>
<tr>
<td>evaluations is collated and used by commissioners?</td>
</tr>
<tr>
<td>3. Are there a common set of principles that might help</td>
</tr>
<tr>
<td>with the previous questions? What</td>
</tr>
<tr>
<td>might they look like?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Provider Workshop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. How can we improve the commissioning of evaluations to</td>
</tr>
<tr>
<td>better inform service providers? What</td>
</tr>
<tr>
<td>should be done differently?</td>
</tr>
<tr>
<td>2. Can we change the way in which the knowledge from</td>
</tr>
<tr>
<td>evaluations is collated and used in delivering better</td>
</tr>
<tr>
<td>services?</td>
</tr>
<tr>
<td>3. Are there a common set of principles that might help</td>
</tr>
<tr>
<td>with the previous questions? What</td>
</tr>
<tr>
<td>might they look like?</td>
</tr>
</tbody>
</table>

In the report that follows, we set out the themes that emerged from the workshops and include a response to those themes in the form of a commentary. The purpose of the commentary is to reflect on findings
from the workshops, as well as possible solutions. In places, this means discussing limitations to a given suggestion or thinking further about a possible suggestion.

We conclude with recommendations for several groups based on the workshops.
2. What should be done differently?

2.1. Introduction

In order to understand more deeply the nature of the problem and to identify potential improvements, RAND Europe and Age UK ran three workshops between December 2017 and April 2018. These involved meeting with evaluators, commissioners of evaluations and services, and those delivering services that are evaluated. To avoid repetition in the following sections, we will refer to these three workshops as Evaluators’ Workshop, Commissioners’ Workshop, and Provider Workshop. Workshops lasted for three hours. From these a clear set of themes were established and, based on the discussions in the workshops, there was broad agreement about the areas to be addressed:

- **Relevance**: evaluations were too often not focused on major challenges and consequently findings were ‘unsurprising’ or even trivial.
- **Timeliness**: evaluation findings were often not available when decisions had to be made.
- **Replication and lack of cumulative building of knowledge**: evaluations were often designed as a stand-alone piece rather than building on previous evaluations and contributing to future evaluations.
- **Reluctance to share knowledge**: competition, a lack of clarity in communication and poor knowledge management/mobilisation led to a reluctance to share information, pool data or draw on the evaluations of potential competitors.
- **Efficiency**: evaluations often failed to use routine data and ignored the costs imposed on service providers and users.

In response to these challenges, five improvements were identified. We look at each of these in turn in the following sections.²

2.2. Building a community of practice to strengthen knowledge-sharing about approaches, methods and findings

2.2.1. What the workshop groups told us

The idea of a group that could work across organisational boundaries to share knowledge, identify shared problems and work together to address these problems lies at the heart of what Etienne Wenger and others have conceptualised as a ‘community of practice’ (Lave & Wenger 1991; Wenger et al. 2002). The Evaluators’ Workshop noted that there had been some success in coordinating efforts (the Charity Evaluation Working Group (ChEW) and the convening work by New Philanthropy Capital were both mentioned), but despite these efforts the problems identified in the previous section had remained largely unchanged. More recently, the work of The Healthcare Improvement Studies (THIS) Institute is an

² Workshop participants were also asked ‘warm up’ questions about who loses out when evaluations are not well-commissioned. The responses to that question from each workshop are included in Annex A.
attempt to coordinate improvement research across the UK and might provide a basis for collaboration. THIS Institute is also using crowdsourcing to provide data and evidence for evaluations, which could potentially form part of a ‘commons’ available for all (evaluators, commissioners and providers) to draw upon. The Evaluators’ Workshop also thought that evaluators should be more proactive in seeking opportunities to collaborate, perhaps with more subcontracting to allow each group to focus on their areas of strength.

The Commissioners’ Workshop identified significant opportunities for commissioners to develop more collaborative ways of working with not only evaluators but also service providers and service users. Working in this way, and with each other, commissioners would become ‘better buyers’ of evaluation. At the same time, the Provider Workshop also emphasised that they would welcome a more inclusive approach to determine which questions to prioritise and to achieve the benefits of co-production. They thought that the Red Cross, Alzheimer’s UK and Dementia UK all had examples of good practice in sharing learning. However, in general it was felt that ‘we always send off data… but never see the results’.

2.2.2. Commentary

Communities of Practice (CoPs) do not offer a solution to all problems. However, they are considered to have ‘home’ areas where their strengths are most apparent. In the UK, as elsewhere, the particular strengths of CoPs in health and care have been linked to learning, sharing knowledge, and improved working together:

1. Strengthening learning and reinforcing the capacity to act on lessons learned (Nicolini et al. 2016).
2. Facilitating multi-professional information and knowledge sharing (Richardson 2016).
3. Contributing to a more general need to achieve better ways of working, to deliver high-quality care within constrained budgets, by improving productivity (Ranmuthugala et al. 2011).

The challenge to creating a culture of learning that can improve quality and safety in health and social care is raised throughout the Francis Report on the Mid Staffordshire NHS Foundation Trust (Francis 2013) and these themes are returned to again in the Berwick Report on patient safety (Berwick 2013). The barriers created by disciplinary and organisational boundaries and competing incentives can be, at least in part, addressed by CoPs (Nicolini et al. 2016). All three workshops highlighted the potential benefits of improved learning from evaluations and, while CoPs were not always referred to by name, the desirability of working in this way was often referred to. More widely, we are seeing more confidence in the ability of CoPs to support knowledge sharing and collective learning (Wenger 2010) and improving efficiency and productivity (Ranmuthugala et al. 2011). However, a note of caution should also be expressed because CoPs themselves have not been systematically evaluated. This is especially true for an innovative CoP that might be developed for improving evaluation to benefit older people: ‘Although there is widespread acceptance that CoPs are useful, formally assessing their value and understanding what helps them be more effective is less easy: they are complex social systems, and it is inherently difficult to directly connect cause and effect’ (Van Winkelen 2016, 3–4).
2.3. Problem-focused evaluation and the co-production of evaluative knowledge

2.3.1. What the workshop groups told us

The Evaluators’ Workshop was very clear that stronger co-working between evaluators and commissioners would be beneficial. Having commissioners and evaluators engaging early and throughout the evaluation process (for example, through precompetitive workshops to help frame evaluations) and greater use of advisors when developing the invitation to tender (ITT) (and possibly sitting alongside commissioners during implementation) were both seen to be a practical means to strengthen these links. A comparison with the construction industry, where such arrangements are apparently common, was made. Equally, the Evaluators’ Workshop felt that evaluators need to be more collaborative and self-aware for this to work. At a practical level, higher standards of project management among evaluators would also make engagement easier.

At the same time, the Evaluators’ Workshop saw that delivery partners should be more involved in this process and in particular to help identify how the wider system might be altered by an intervention. Delivery partners in smaller organisations should be encouraged to work together to build larger, more meaningful and better-powered evaluations. In this respect, there might be efficiencies in setting up standard data sets rather than collecting different categories of information for each evaluation. Regardless of the changes proposed, it was emphasised by the Evaluators’ Workshop that including the service user voice is important (although concrete examples of this being done well were hard to find). We note that healthcare evaluators funded by, for example, NIHR, require Public Patient Involvement (PPI), which may be a model to mirror in social care evaluation.

Commissioners’ views in a sense reflected the other side of this coin by emphasising the potential benefits from evaluative evidence being used in helping to design and set up services and supporting continuous service improvement. The Commissioners’ Workshop also recognised that commissioners need to be clearer about what information and analysis they want from the evaluation. Commissioners reflected the view that there would be a benefit in understanding the whole system rather than having narrowly focused evaluation questions (although these might also be needed in some cases). However, commissioners also stressed the importance of co-designing tenders with frontline staff and service users (while recognising that this can be difficult). Commissioners were especially anxious about how they could make sense of and use evaluation products and were clear that long technical reports prevented them from taking ownership of findings.

The Provider Workshop emphasised the significant problems caused by not being directly involved in the co-production of knowledge, and experiencing evaluation as something that is done to them rather than done with them. Co-production and standardisation of evidence was seen to be especially helpful and the case of Dementia UK having an overarching framework that was replicable across the UK was mentioned. The Provider Workshop also emphasised the potential tension between focusing on system wide problems and providing them with evaluations that could help them deliver their particular services better: ‘We ended up doing our own evaluation because some of our questions weren’t being answered.’ However,
despite emphasising the ‘competitive-interdependence’ that exists among providers, they were optimistic about the possibility of effectively sharing insights and learning across organisations.

2.3.2. Commentary

It is worth distinguishing between different evaluation processes and products. Smaller evaluations might be conceptualised differently to major impact evaluations. However, in all cases, the benefit of achieving a co-production of knowledge that can be readily socialised among decision makers, practitioners and service users is apparent. In particular, many evaluations might be conducted in so-called ‘real time’ where those implementing the programme are still learning and adapting in the light of emerging evidence (Ling 2012). This distinguishes real-time evaluations from ‘ex post’ evaluations that seek to form a judgement about something that is complete. In this situation, the knowledge being created is often uncodified and tacit and may well be fluid as both providers and service users reflect upon and reconsider the services provided. Embedded evaluation can play a helpful role in exploring and sometimes challenging these assumptions. In a separate study for the World Bank, Ling and colleagues conceptualised this relationship between real-time and major evaluations and learning in the following way:

Figure 1: Differences between Major and Meso evaluations (Ling & Wang 2018)

One topic of discussion was the idea of ‘co-production’, which is very much ‘in vogue’ in discussions of evaluation. ‘Co-production’ as a concept dates from the 1970s and was introduced by Elinor Ostrom (1996) to describe a situation where inputs from ‘individuals who are not “in” the same organization are
transformed into goods and services’ (Ostrom 1996, 1073). This included both service users and providers in making contributions. More recently, it has become a widespread term used in discussions about public policy in general, and health and social care in particular (Carr 2016; Needham 2008). However, we agree with Filipe and colleagues that the agreement that it is a ‘good thing’ is greater than the understanding of what it may mean in practice (Filipe et al. 2017). They go on to argue:

One way of going about the co-production of health care more meaningfully is to look at it as a dynamic, experimental, and reflective process sustained by different forms of engagement, interactions, and social relations and that may generate, in turn, new forms of care other than health care (e.g., inclusive relationships, solidarity), values beyond economic value (e.g., equity, justice), and new insights and research practices that are relevant to different disciplines and practices (e.g., community participation, patient advocacy, collaborative research). (Filipe et al. 2017, 5).

So co-production, which was supported by our workshop participants, may be a very helpful way of thinking about how to conceptualise the different contributions of stakeholders, but it should not be seen as a simple method that can guarantee their full engagement in knowledge production.

2.4. New models of commissioning and funding evaluation

2.4.1. What the workshop groups told us

The Provider Workshop identified significant problems with the existing models of commissioning and funding evaluation. Participants felt these often led to evaluations that were disproportionate:

‘The evaluation becomes more important than the thing you were trying to do in the first place. You end up trying to service the evaluation rather than helping the people you want to do.’

(Participant: Provider Workshop).

Existing models of commissioning and funding were said to focus on questions that were not relevant. Commissioners also failed to make use of routine data resulting in duplicated effort, and they failed to share results. The Evaluators’ Workshop recognised similar problems and advocated a radical shift in the model for commissioning evaluations. Evaluators felt that commissioners typically work up an ITT, select a bidder primarily on price, and then have a few check-in steps focused on milestones to trigger payment. Instead, the Evaluators’ Workshop suggested a top-to-toe change involving: the evaluation community taking more responsibility for identifying what was evaluable and resisting incentives to conduct evaluations that were unfeasible; more open engagement in developing terms of reference; more interactions between evaluators to identify the best approaches and best teams without losing the benefits of competition (competitive inter-dependence); more time taken in problem identification at the start of a contract; and clear ‘step-back and adapt’ moments during the life of the evaluation to ensure its continued relevance. Less specifically, the Evaluators’ Workshop also emphasised the value of including service users’ voices and experiences.

The Commissioners’ Workshop articulated related principles, underpinned by an understanding that evaluations that show things do not work, or do not work as expected, are just as important as evaluations that find positive outcomes and therefore need to be shared in the same manner. However, it should be
collectively acknowledged that a further dialogue between researchers and those funding evaluations on how to present and discuss results is needed.

- Stakeholders with different perspectives should be incorporated in the commissioning stage, so it is fully understood what needs to be evaluated before the evaluation gets under way.
- There should be a development stage/approach when commissioning evaluations so that the scope of the potential evaluation is clearly defined.
- Evaluators should provide a skeleton report to commissioners while the evaluation is being undertaken, so that the commissioner can provide feedback on what they want in the final report.
- Evaluators should tailor the outputs of their evaluations to different audiences (e.g. slide deck, short report and infographics) to improve knowledge collation and accessibility.
- Lessons need to be learned from past mistakes, as well as past successes, when future evaluations are to take place.
- ‘Sand-pitting’ (similar to that of a market testing event, but less formal and more collaborative) could be used to help commissioners better understand how issues can be tackled/services evaluated.
- Throughout the implementation and running of a service, it would be useful to gather numerous stakeholders in an open environment and explore how different actions and scenarios could be undertaken and the potential outcomes that could be realised – for example, through a gaming exercise.
- Commissioners should communicate with each other to avoid duplication and create synergies.

2.4.2. Commentary

There are many good practice guides to commissioning evaluations. However, these are almost all technical in nature, providing a step-by-step guide to commissioning independent evaluations within the existing way of working. The workshop participants articulated an appetite for something more ambitious and more strategic. This interest is consistent with participants' sense that the existing model of commissioning evaluations was compatible only with a particular, and relatively uncommon, set of circumstances, namely:

- The definition and boundaries of the thing being evaluated were clear and agreed
- The outcomes of interest were similarly agreed and defined
- The processes and activities were known and visible
- The interactions with other parts of the environment were understood and measurable.

While these circumstances do sometimes occur, in most cases of evaluating services for older people they do not.

However, unsurprisingly given the scale of the task and the time available, the workshops fell short of a clearly defined set of alternative processes. It is unlikely that any new approach to commissioning

---

3 Including, for example: Commission Accomplished (2018); McNeish & Scott (n.d.); MCN Evaluations (2018); United Kingdom Evaluation Society (2013).
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evaluations would get it right first time. Therefore, an approach that first built on good inclusive design processes, such as those proposed by the Design Council (2018), and then maintained a watching brief over progress would be preferable at this stage to a wholesale change.

2.5. Managing the tension between local and organisational needs and generalisable knowledge – better monitoring and routine data that can be compared

2.5.1. What the workshop groups told us

The Provider Workshop participants reiterated the importance of evaluation products that focused especially on the local and specific service. They were worried that they were missing opportunities for service improvement and that the really ‘ugly’, ‘hidden interior’ of programmes might not be brought to light by the evaluation. They recognised that the gap between tailoring evaluations to local needs and contributing to wider evaluations might be unbridgeable and that therefore there would be a need for different kinds of evaluation. The Evaluators’ Workshop was in general less spontaneously concerned with this aspect, but there was a view that the work currently being trialled by THIS Institute on using crowdsourcing to identify issues from those ‘in the field’ was worth considering further. Both the Evaluators’ Workshop and the Commissioners’ Workshop were interested in how standardised data collection might help bridge the gap between the needs of local service providers and the accumulation of scientific knowledge over time and place.

2.5.2. Commentary

There are at least two tools that help to address this tension. First, it is possible to systematically collect and analyse data on the different contexts of local services. This helps to explain variations in outcome that are not caused by the service itself but by the context in which it is being implemented. By using Qualitative Comparative Analysis, it is possible to analyse the causal contribution of different conditions to an outcome of interest.4 This is especially useful when, as is common in services for older people, there may be many causal paths to achieving an impact, rather than just a single direct route, or there may be many routes to impact but one particular blocker that guarantees failure. By including more systematically collected contextual and programme specific evidence, it becomes easier to compare and contrast different programmes in different settings.

Second, there is a large and growing interest in not simply describing the processes and activities associated with a programme or service, but also seeking to identify the underlying mechanisms that generate the outcomes of interest. This is most commonly associated with realist evaluation,5 but there has been long-standing interest in understanding what brings about change (Pawson & Tilley 1997; Hedstrom & Swedberg 1998; Glennan 1996). This recognises that programmes are complex and are embedded in

---

4 For a comprehensive definition of Qualitative Comparative Analysis, see Davies (2016).
5 Realist evaluation considers not only the outcomes of an intervention but also what works, under which circumstances, and for whom. This was an approach first developed by Pawson & Tilley (1997).
different ways in different contexts, so that the important thing to understand is whether and how underlying mechanisms of change have been masked or amplified by local circumstances.

2.6. Knowledge sharing, rebalancing competition and cooperation, creating a ‘commons’ for shared knowledge and avoiding the ‘tragedy of the commons’

2.6.1. What the workshop groups told us

Across all three workshops, there was an understanding that the organisational structures, incentives and accountabilities of services for older people could very often lead to the ‘tragedy of the commons’; that is, where things of common interest are not achieved because no person or organisation feels responsible for nurturing and maintaining them, and/or the ‘free rider’ problem leaves everyone hoping that someone else will take the necessary action. In this case, a specific issue was that each organisation providing services for older people was, to a degree, competing with other organisations and that consequently there was a natural reluctance to share information.

Commissioners were also reluctant to share findings when they may have lost faith in previous evaluations or felt that the quality of their evidence was weak. Similarly, there were genuine problems associated with using the results from a specific and limited evaluation to generalise across a wider range of services and, appropriately, commissioners did not feel able to do this because the resulting knowledge may be very localised in nature. Evaluators noted that their colleagues had no incentive to limit the number of evaluations (and thus the amount of work commissioned) or share findings, and that contracts might often prevent sharing of findings. They looked to commissioners to find new models of commissioning that would create incentives to explicitly address shared and common interests – especially cross-cutting evaluations. A further point from the Evaluators’ Workshop was that knowledge mobilisation should be considered to be a separate task and funded accordingly; once the evaluation was complete, evaluators typically would find themselves moving onto the next piece of work before knowledge had been mobilised. In this context, skills in sense-making and messaging for different audiences were also felt to be absent. In general, therefore, it was said that there was neither the incentive nor the capacity in the current system to foster a ‘vibrant commons’.

2.6.2. Commentary

Garrett Hardin in 1968 asserted the tragedy of the commons in *Science* magazine, suggesting that individuals who serve the interests of the group will lose out to self-serving individuals (Hardin 1968). This bleak vision was compellingly challenged by the work of Nobel Prize-winning economist Elinor Ostrom (1990, 2010) who showed that groups can (and in practice often do) take action to preserve the commons, without the need for top-down regulation, providing that eight core design principles are met: 1) Clearly defined boundaries; 2) Proportional equivalence between benefits and costs; 3) Collective choice arrangements; 4) Monitoring; 5) Graduated sanctions; 6) Fast and fair conflict resolution; 7) Local autonomy; and 8) Appropriate relations with other tiers of rule-making authority (polycentric governance).
These principles provide a useful checklist to assess how far organisations providing services for older people could collaborate to maintain a commonly held body of knowledge. They might lead to the conclusion that the tragedy of the commons could be averted if:

1. It was clearly established what information would be shared and what would be confidential to each organisation.
2. Organisations committed to contribute broadly in line with their resources.
3. Priorities for evaluation research could be collectively set.
4. Progress could be monitored.
5. Organisations that failed to ‘play the game’ could be brought back into line through graduated sanctions.
6. Disagreement and disputes could be speedily resolved.
7. The need for organisational autonomy was respected.
8. Support for shared evaluation approaches was nested within wider accountabilities and responsibilities.
3. Conclusions and recommendations

3.1. Limitations and strengths

It is important to recognise the limitations of this work. The number of workshops and participants was small and the time available in each one was limited. However, the participants were all experts in their own fields and deeply immersed in the questions relevant to this report. Furthermore, each workshop tended to reinforce rather than undercut the messages from the other workshops. Additionally, comments from the workshop resonated with the wider literature. While facilitating the workshops, there was no sense that participants were ‘holding back’ information or otherwise dissembling.

3.2. Discussion

The workshops reinforce a wider sense that something is not right in how we commission, deliver and use evaluations, and that this is not the responsibility of individuals or groups but a consequence of the way the social activity of evaluation is organised. In relation to evaluating services for older people, we have seen the particular barriers that exist to improvement. The consequence is that we have evaluations that are suboptimal in terms of the questions being asked and the answers provided, but moreover that, at present, there is little opportunity to generalise and no systematic collation of knowledge generated by these evaluations. The solutions to these are as much social as they are technical; both are required to achieve improvement.

3.3. Recommendations

3.3.1. For commissioners of evaluations

- Revisit the standard model of commissioning evaluations with a view to finding a greater variety of approaches to support more collaborative efforts by the evaluation community. This could include pre-commissioning workshops with researchers/evaluators to understand the parameters of a given evaluation approach/topic.
- Reinforce expectations that evaluations should be based on thoroughly understood problems.
- Hold evaluators to account through more flexible means with scheduled ‘step-back and adapt’ moments throughout the evaluation.
- Ensure that service providers’ and users’ voices are more strongly present in the evaluation process.
- Collaborate with commissioners from other organisations to identify cross-cutting challenges and jointly fund evaluations driven by these shared problems.
- Ensure that the evaluation aims and timeline are matched by appropriate funding.
- Thinking about the overall evaluability of an initiative, ideally through involving evaluators early in the process, either through consultation with ‘critical friends’ or through early ‘market engagement’ prior to/during the development of an evaluation specification.
3.3.2. For evaluators

- Reach out to other evaluators to create a forum for identifying challenges and mobilising knowledge.
- Explore the use of standardised data and the more systematic collection of contextual and service/programme specific data, for example, through Qualitative Comparative Analysis, and inform commissioners about what is technically possible and helpful.
- Develop more innovative evaluation products tailored to the needs of different audiences.
- Explore the better use of routine data to minimise the burden of data collection and inform commissioners about how this might best be done.
- Improve the ways of working with service providers and ensure that results are relevant and shared.
- Work at how to understand and inform expectations of commissioners and present the results of research accessibly.

3.3.3. For service providers

- Engage with both commissioners and evaluators to make tacit and lived expertise more visible in the evaluation process and ensure that evaluations are focused on real problems.
- Ensure that they are monitoring services and collecting routine data appropriately to improve the overall evaluability of initiatives (see also section 5.7 in Sutherland et al. unpublished).

3.3.4. For national policymakers in NGOs and government

Support the conditions under which the ‘tragedy of the commons’ can be avoided, by:

- Establishing what information would be shared and what would be confidential to each organisation.
- Ensuring organisations contribute broadly in line with their resources.
- Identifying and communicating priorities for evaluation research.
- Monitoring progress of the new evaluation landscape.
- Identifying organisations that failed to engage with evaluation and have graded responses from ‘naming and shaming’ through to funding consequences.
- Ensuring disputes can be speedily resolved.
- Respecting variety of providers and organisational autonomy.
- Supporting shared evaluation approaches that are nested within wider accountabilities and responsibilities.

3.3.5. For all groups working in the sector

- Explore the use of standardised data and the more systematic collection of contextual and service-/programme-specific data.
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Annex A. Responses from the warm-up question at each workshop

A.1. Evaluator workshop

Although ‘commissioners’ was the most frequent response in the evaluation group, there was a high level of agreement overall that ‘everyone’ loses out when evaluations are not well-commissioned.

A.2. Commissioner workshop
A.3. Provider workshop

Go to www.menti.com and use the code 61912

Who "loses" when evaluations are not well commissioned?

Everyone

- Service users
- Wider systems
- Everybody
- Providers
- Users
- Organisation
- Charities
- Commissioned Donors
- World
- Service provider
- Clients
- Funder
- Commissioners
- Funders
- Qualitative
- Customers
- User
- Service staff