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Preface

In efforts to improve how the U.S. workforce is trained and employed, the U.S. Department of Labor (DOL) has set aside grant money for local governments to implement innovative programs, through the Workforce Innovation Fund (WIF). As part of these grants, local governments are required to solicit and hire external, independent evaluators of those programs. In 2014, the city of New Orleans bid on the second round of WIF grants for a Type B “Promising Ideas” project for programs with some prior evidence of effectiveness that require further and more-rigorous evidence before scaling up significantly. The city was awarded approximately $5.8 million for a five-year implementation of a prescreened, demand-driven job training program, which included resources for implementation and external evaluation. The RAND Corporation bid on the opportunity to be the third-party evaluator and was awarded the evaluation subcontract at the end of 2014.

This report was funded with federal funds under a grant awarded by the DOL’s Employment and Training Administration. The content of this publication does not necessarily reflect the views of the policies of the U.S. Department of Labor, nor does mention of trade names, commercial products, or organizations imply any endorsement of same by the U.S. government.

This report, which details the final findings in evaluating the program, includes three primary elements: an implementation analysis, an outcome analysis, and a cost-benefit analysis. While this report is written primarily for the benefit of the DOL, it should additionally be of special interest to local workforce investment boards and state
governments, as well as philanthropic foundations interested in investments in human capital targeting low-income workers.

This report has an online-only appendix that contains the survey instruments and other relevant information. This can be found at www.rand.org/t/rr2980.

This study was undertaken by RAND Education and Labor, a division of the RAND Corporation that conducts research on early childhood through postsecondary education programs, workforce development, and programs and policies affecting workers, entrepreneurship, and financial literacy and decisionmaking.

More information about RAND can be found at www.rand.org. Questions about this report should be directed to mbaird@rand.org, and questions about RAND Education and Labor should be directed to educationandlabor@rand.org.
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Summary

The economic landscape in the United States has changed over the past 30 years, and the demand for workers with higher-level technical skills continues to grow. Unfortunately, employers in many regions of the country find that the skills of the available workforce in their areas do not match their needs. Because of this, important positions are left unfilled for long periods of time. Moreover, unskilled workers face a shrinking pool of employment opportunities. Wage and opportunity gaps are widening between those who have in-demand skills and those who do not.

Understanding how these challenges play out, the city of New Orleans’ Office of Workforce Development (OWD) developed a job training program with a grant from the U.S. Department of Labor (DOL) Workforce Innovation Fund (WIF) awarded in 2014. The program, Career Pathways, was designed to help lower-skilled unemployed, underemployed, and discouraged individuals train for and find skilled jobs in advanced manufacturing (AM) and energy, medical care, and information technology (IT).

Researchers from the RAND Corporation were asked to assess the ways in which the program was implemented and evaluate its effectiveness for workers and hiring firms as well as its overall costs and benefits. For better identification of the effects of the program, the training was implemented as a randomized controlled trial. The research team collected and analyzed information from many sources at each stage of the study and found meaningful positive results in a number of areas, including wage growth, suggestive evidence of increased job satisfaction, and a large return on investment in terms of cost versus
benefit of the program. The effects on other outcomes, such as employment and duration, were not statistically significant. These findings elicited a number of recommendations and lessons learned that will be of interest not only to OWD, but to other workforce investment boards (WIBs), policymakers, organizations, and employers concerned with workforce development.

About Career Pathways

Career Pathways sought to offer job-specific technical training in electrical, welding, and pipefitting professions (advanced manufacturing industry); medical coding and billing professions; pharmacy technicians (health care industry); and in IT more generally. There were three distinct stages of the Career Pathways program:

1. **Recruitment and screening.** Several recruitment tools were used, including online campaigns and fixed tablet stations at targeted local city hotspots. Interested candidates then participated in a screening process that included some combination of a program orientation, drug testing, completion of a relevant assignment and/or test, and an interview. Screeners evaluated candidates’ interest in the career options offered, as well as their likelihood for successfully completing the training program.

2. **Training.** Training providers worked with local firms in the target industries to develop appropriate curricula. There were 25 cohorts, consisting of 367 trainees, who were offered up to two rounds of training. The first round of training lasted approximately two months, with courses taking place four hours a day, five days a week on average. After successful completion, most trainees were given the option to enter a subsequent “stackable” credit program, an additional two months of training within their career pathway. After entering the training program, each candidate was allotted $6,000 of credit that could be used for books, equipment, transportation costs, and other training-related needs.
3. **Coordination with hiring firms.** Trainees were not guaranteed employment upon completion of the program. Instead, the goal was to direct new trainees to potential employers in the area, where they could apply for positions related to their recent training.

### Findings: Program Implementation

Our team designed a process evaluation to examine how various partners implemented the Career Pathways program, the extent to which the program was implemented as initially proposed, and the structural and logistical challenges that stakeholders faced. We collected information from stakeholders through interviews and focus groups. Stakeholders included OWD, other city government agencies, training providers, employers, and trainees.

**Partnerships between OWD, training providers, and employers were key.** OWD, training providers, and employers commented that the partnerships between stakeholders were strong and valuable. Employers, in particular, reported strong working relationships with OWD and training providers and that they felt that their employment needs were taken into consideration.

**There were difficulties in having small local partners or firms in feeder industries conduct prescreening for job training.** The original program design intended for firms in the hospitality and leisure industry, as well as cultural partners in the community, to screen potential trainees from their pool of employees and members. Neither relationship ended up working, because the firms were unwilling to determine and then supply their more-reliable employees for training in other fields, and the community partners were intent on approving any member with interest and still not providing enough candidates. Ultimately, screening was brought in-house to OWD, which worked much better.

**Employers valued trainees’ program experience.** Employers also offered anecdotal evidence about the higher-level quality of train-
ees compared with other employees in similar jobs in their business. They noted WIF trainees had stronger content knowledge when starting and seemed to know what to expect while on the job.

**Trainees expressed a desire for more hands-on experience.** Across the cohorts and sectors, trainees reported that the program did not provide them with as much real work experience as they would have preferred. They viewed the pathway as having helped them obtain accreditation for entry-level positions but lacking adequate opportunities to apply what they learned in real settings. Electrical and pipefitters’ trainees especially noted that having more time doing hands-on practice while in the course would have been beneficial.

**Trainees and training providers were aware that training was only for entry-level positions.** Focus-group members also expressed a desire for the course to be extended so they could learn more and be more competitive when seeking work in the field. Training providers noted that the courses were meant only to whet the appetite of trainees—if they wanted more education, they could remain in a program. They also understood that the entry-level course might be inadequate for the job market.

**Trainees and employers wanted more flexibility and “soft skills” in training.** In focus-group discussions, trainees spoke about the lack of flexibility in the curriculum and instruction, noting that there was little individualized instruction. It should be noted that IT trainees participated in online-only training. Employers, on the other hand, indicated that “soft skills”—such as showing up every day on time, following instructions, and problem-solving—need to be stressed in training. Employers also noted a need for a task comfort-level question during the screening and application process to make sure that applicants were aware of and comfortable with the physical expectations of work.

**Communication of program benefits to trainees could be improved.** Many trainees noted that they were unaware of stipends, materials, and other benefits until late in their programs. Some also noted that support was inadequate. In some cohorts, participants were not allowed to work while they were enrolled in the training although many did work and earn money, according to employment records.
Job counseling and employer engagement could be improved. More than half of surveyed training participants reported receiving job opportunity information from OWD compared with a third of nonparticipants surveyed. Similarly, about 40 percent received resume-development and job-readiness services, compared with 30 percent and 23 percent of nonparticipants, respectively. OWD services, however, did not fully facilitate participant-employer connections.

Findings: Program Outcomes

The research team used a randomized controlled trial to assess program outcomes. There were over 500 individuals who consented to participate in the study. The program was set up so that a person assigned to be in the control group for a given cohort could enter into a later randomization cohort to try to receive training.

Participation and completion rates were relatively high. The attendance rate for the first round of training was high; 83 percent of individuals assigned to a training group attended at least one class session. The attendance rate for the optional second round of training was substantially lower at 20 percent, though this number includes cohorts that did not have a second round of training. Of the 83 percent that attended at least one session, 77.8 percent completed training, for an overall completion rate of 64.4 percent.

Individuals in the training group who completed the program, on average, went on to earn higher wages. The first two cohorts were not successful in producing higher earnings; indeed, the estimated impact for them was negative, though not statistically significant. However, the remaining 13 cohorts for which there were post-training earnings data showed meaningful earnings increases of approximately $804 per quarter of a year, which was statistically significant. Those who did not participate in the program (the control group) earned approximately $3,317 per quarter in the post-training period. A comparison between the two groups suggests that those who were assigned to receive training received an approximately 25-percent increase in earnings.
Health care trainees had the greatest increase in wages. When compared with trainees focusing in other sectors, those in health care had the most considerable returns in terms of quarterly earnings. The two cohorts for which the team had data for earned just over $1,900 more than trainees in other groups per quarter. However, this finding should be reviewed with caution. The addition of later quarters of post-training earnings from these and later cohorts could result in important revisions to this average estimate.

There were no effects of the program on the likelihood to be employed or job duration. We found no difference between those invited to be trained and those in the control group with respect to later employment or job duration.

IT trainees were more likely to find jobs in their fields. There was an overall significant increase in the proportion of IT trainees who found a job working in IT after they completed the program. There was a large increase in the proportion of health care trainees finding work in health care as well, though this effect was not statistically significant. There were no substantial effects from the training in terms of increasing employment for those in the advanced manufacturing industries.

Training group workers’ overall job satisfaction improved. After the end of training, trainees and control persons were asked the degree to which they were satisfied with their job. Most trainees agreed or strongly agreed that they were satisfied, and had higher job satisfaction than those randomly assigned to the control group, though this was based on a small sample size of responders. The increased job satisfaction for those assigned training was highest for those who reported that training helped them in their current job or to find a better paying job. However, these results were based on low response rates to the survey: 26 percent for the treatment group and 9 percent for the control group.

There was insufficient evidence of program effects on arrests. We did not find any statistically significant change in arrests between the training and nontraining groups. There was a large decrease in arrests for men, but this result was not statistically significant.
Peers had a positive effect on each other. There was evidence that trainee peers ultimately influenced one another in positive ways. Specifically, individuals whose fellow trainees had a better history of employment were more likely to be placed into jobs at the end of the program. They were also more likely to have better earnings. This may be due to a better classroom environment, networking creating better opportunities after training, or both.

Those who entered training with the lowest earnings and who were unemployed had the largest earnings increases over their counterparts in the control group. Those that were unemployed before training had an earnings increase of $2,367 a quarter over the unemployed non-trainees, while those with annual incomes below $5,000 before training had an increase of $1,304.

Screening interviews were not necessarily effective. Initial screening sought to pinpoint individuals who would be more likely to stay in the training program. However, when the research team compared the outcomes for those who rated lower and higher in the interview scores, they found little difference in either program attrition or outcomes. On the other hand, the basic literacy and numeracy test given during the screening did demonstrate some accuracy for predicting program success as well as higher gains for earnings.

The program had a favorable return on investment—eventually. Table S.1 summarizes the benefits and costs associated with the WIF program from the perspective of the participants, the public, and society.

As Table S.1 shows, the benefits of the program immediately exceed the costs for participants in the later cohorts, given their increased earnings. For the public sector, it takes five years to make up the implementation costs in terms of decreased welfare transfers and increased tax returns. For society, it takes three years for benefits to exceed costs, including bearing the societal cost of the first two cohorts with earning losses. This makes this overall intervention favorable with respect to ROI, especially as this is a conservative estimate—it does not account for all of the realized benefits, such as improved job satisfaction and potential decreases in arrests for men.
Table S.1
Benefits, Costs, and Rate of Return for the Average Participant

<table>
<thead>
<tr>
<th></th>
<th>Participant (2016 cohorts)</th>
<th>Participant (2017 and later cohorts)</th>
<th>Public</th>
<th>Society</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-year horizon</td>
<td>Net Benefits/Costs</td>
<td>$−16,781</td>
<td>$7,285</td>
<td>$−2,879</td>
</tr>
<tr>
<td></td>
<td>IRR (quarterly real rate)</td>
<td>N/A</td>
<td>N/A</td>
<td>−6.46%</td>
</tr>
<tr>
<td></td>
<td>ROI (annualized rate)</td>
<td>−360.01%</td>
<td>355.28%</td>
<td>−14.88%</td>
</tr>
<tr>
<td>30-year horizon</td>
<td>Net Benefits/Costs</td>
<td>$−16,781</td>
<td>$44,564</td>
<td>$16,476</td>
</tr>
<tr>
<td></td>
<td>IRR (quarterly real rate)</td>
<td>N/A</td>
<td>N/A</td>
<td>5.72%</td>
</tr>
<tr>
<td></td>
<td>ROI (annualized rate)</td>
<td>−210.03%</td>
<td>23.57%</td>
<td>3.95%</td>
</tr>
<tr>
<td>Break-even year</td>
<td></td>
<td>Never</td>
<td>Year 1</td>
<td>Year 5</td>
</tr>
</tbody>
</table>

NOTE: Dollar figures are adjusted for inflation to 2018. The internal rate of return (IRR) is the discount rate that makes the net present value of all cash flows equal to zero while the return on investment (ROI) measures the amount of return on a particular investment, relative to the investment’s cost. Chapter 5 and Appendix C of the report provide a detailed explanation of the methodology used to estimate the costs and benefits of the program.
Recommendations

Career Pathways was ultimately successful in a number of areas, but as with any workforce development program, there were areas that could be improved. While our findings may not be necessarily generalizable to other urban locations that do not share the same employment conditions and other contextual characteristics of New Orleans, the following recommendations can still be considered by program leaders and employer and organization stakeholders, as well as similar groups throughout the country seeking to develop such programs.

**Consider more intentionally deploying two- to four- month job training programs for unemployed and low-income individuals.** Increased earnings were most prominent among these populations.

**Incorporate hands-on practice and classroom instruction when feasible.** The provision of fully online training to the program population enrolled in the IT pathway is potentially concerning. Online programs, such as the one that IT trainees engaged in, have many benefits. However, this mode of instruction might not have been the most effective for a vulnerable population that might have multiple competing demands and limited professional experience. Blended approaches to instruction might be a better option because they have the potential to address the issues of nontraditional students with unique needs during the part of instruction that occurs in class.

**Create strong and sustainable partnerships between government and nongovernment entities.** The ability to build such partnerships is affected by funding constraints and changes in the economic and political contexts in which the partnerships are embedded. However, OWD responded effectively to lessons learned along the way.

**Ensure that training programs are connected to local demand and that there are strong industry partnerships.** The demand-driven aspect of the training program was likely critical to its success; the connections with local firms allowed OWD the agility to switch pathways after the energy sector demand dried up. However, more could have been done in the training to connect workers with local firms. Local WIBs can form meaningful industry partnerships and buy-in that allows for post-training introductions and support.
Be able to respond to an evolving job market. The program was initially designed to develop workers for the energy sector as well as advanced manufacturing. However, decreasing oil prices in 2015 and 2016 led to reduction in demand for energy workers, and program leaders chose to focus instead on the IT and health care sectors, in addition to advanced manufacturing. Any job-training program therefore should be flexible enough to respond to local demand shifts in a timely manner.

Communicate nonwage as well as wage and employment benefits of a program. Most evaluations of job training programs are limited to employment status and earning outcomes. Calculating only these outcomes would have missed the gains in job satisfaction. Further work is necessary to understand the impact on arrests.

Take time to get it right. Analysis suggested that the outcomes from Career Pathways improved after the first few trainee cohorts. If the program had been evaluated simply on the initial cohorts, it would have been viewed as an ineffective intervention. The city and training providers needed to learn, through trial and error, the best approaches for recruitment, industry partnerships, and screening decisions.

Have patience when seeking investment returns. The positive returns to society suggest that this program demonstrates a good use of public resources and could potentially be a model for future training programs. However, some patience is required. The first two cohorts had earnings losses, and the program did not have benefits exceed costs for the government until five years after the start of the program, though for society overall it only took three years.
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</tr>
<tr>
<td>OSHA</td>
<td>Occupational Health and Safety Administration</td>
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<td>Full Form</td>
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<td>---------</td>
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</tr>
<tr>
<td>RCT</td>
<td>randomized controlled trial</td>
</tr>
<tr>
<td>ROI</td>
<td>return on investment</td>
</tr>
<tr>
<td>SNAP</td>
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<tr>
<td>TABE</td>
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<tr>
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<td>UI</td>
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</tr>
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<td>WDB</td>
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</tr>
<tr>
<td>WIA</td>
<td>Workforce Innovation Act</td>
</tr>
<tr>
<td>WIOA</td>
<td>Workforce Innovation and Opportunity Act</td>
</tr>
<tr>
<td>WIB</td>
<td>Workforce Investment Board</td>
</tr>
<tr>
<td>WIF</td>
<td>Workforce Innovation Fund</td>
</tr>
</tbody>
</table>
Shifts in the global marketplace have led to the growth of knowledge-based industries, which require workers with higher levels of technical skills. This widening of the gap between skills required and those offered by the present labor force means that companies cannot fill vacancies and grow at their ideal rate, while the wage disparity between high- and low-skilled workers is growing (Acemoglu, 2002). At the same time, workers with few or obsolete skills face diminishing demand and a deteriorating pool of job opportunities. These forces have combined to increase wage and earnings inequality (Autor and Dorn, 2013; Autor, Katz, and Kearney, 2006; Goos, Manning, and Salomons, 2014).

While these trends have advanced, the city of New Orleans’ Office of Workforce Development (OWD) received a grant from the U.S. Department of Labor (DOL) Workforce Innovation Fund (WIF) to implement and fund the implementation and evaluation of a job training program for disadvantaged workers to develop human capital in skilled occupations. The project was proposed and funded as a Type B “Promising Ideas” project for programs with some prior evidence of effectiveness that requires further and more rigorous evidence before scaling up significantly. Originally called the “Summer Career Pathways” program, the name was simplified to the “Career Pathways” program when the training scope was expanded from one cohort starting each summer to several cohorts throughout the year. While the nature of the intervention has changed over time, as we discuss in Chapter Three, the main characteristics of the current program are:
(1) multifaceted recruitment of job training candidates to capture as many interested individuals as possible; (2) a rigorous screening mechanism, including a 45-minute scored interview to determine eligibility for training based on perceived likelihood to succeed in the training; (3) integration of adult basic education with occupational skills training; (4) implementation of comprehensive career pathways made up of sequential training and employment opportunities in high-demand skilled areas; and (5) development of partnerships between government and nongovernment entities to improve outcomes for workers and employers, including demand-driven curriculum (training areas and curriculum choices that are determined based on information about local labor demand from industry partners).

The training providers, including community college staff and private-sector training organization staff, met with the intervention’s regional hiring firm partners in the career pathways industries (advanced manufacturing [AM], information technology [IT], and health care) to develop the curriculum to match skills training with the needs of employers. The job training program was designed as a cross-sector pipeline from unemployed or underemployed situations in low-paying sectors of the labor market into higher-paying jobs in these target industries. Screening candidates at the time of their application to take part in the training was expected to enable the selection of the individuals most likely to complete the training program and experience subsequent labor-market success. The curriculum was demand-driven, in the sense that local employers described to OWD and the training providers which skills they needed workers to possess for open positions. The demand-driven curriculum and connections with employers aimed to improve the probability that there would be appropriate jobs at the end of the pipeline.

The RAND Corporation was selected as the independent evaluator of the program and began work in March 2015.
1.1. Research Context and Motivation

The literature on evaluations of job training programs has mixed evidence on program effectiveness, with some programs shown as effective in improving employment and earnings but most not showing positive returns (Van Horn, Edwards, and Greene, 2015). There are three groups of prior research most applicable to this report: evaluations of Workforce Investment Act (WIA)—funded programs (WIA being the predecessor of the Workforce Innovation and Opportunity Act [WIOA], the authorizing act for the WIF program), investigations of demand-driven job training programs, and studies of job training programs with prescreening requirements. We discuss each of these.

The first set of papers that we examine investigate the success of job training programs funded through WIA, to determine whether this funding model and the type of job training programs it funds improve labor outcomes for trainees. A review of these programs provides a benchmark for the present program. Heinrich et al. (2013) evaluate WIA training programs using quasiexperimental design methods in 12 states for up to four years after the start of the programs. They find moderately sized, positive, and statistically significant treatment effects on employment and earnings. For example, they estimate quarterly earnings increases of $591 for women and $419 for men (around a 25 percent and 15 percent increase over base earnings for women and men, respectively). Employment rates see an average increase of around 6 percentage points. Andersson et al. (2013) investigate a different set of WIA programs and find smaller effects. Employment effects are increases of around $300 in quarterly earnings, while the increase in employment rates is around 2 percentage points.

We next discuss the literature dedicated to understanding whether demand-driven industry selection and curriculum development lead to successful job training programs. These demand-driven programs—training programs that are highly integrated with the local labor market and private sector—have been shown to be successful. For example, the Center for Employment and Training in San Jose, California, provided three to six months of vocational training to disadvantaged youths and adults and saw gains in sustained earnings of about
40 percent per year (Heckman, 1999). One of the salient features of the Center for Employment and Training was that it emphasized job skills training over learning basic skills. The program also had strong ties with the local labor market. An industrial advisory board was set up to aid in the skills selection (Heckman, 1999). In this same vein, sectoral employment strategies have taken root in the last 20 years. These strategies consist of implementing services and activities—including job training—that focus on the needs of specific sectors. Specifically, these training programs are based on market-driven strategies of identifying sectors that have unmet needs for workers and then providing training to low-income workers to help them acquire the skills needed to fill the available positions (Rodner, Clymer, and Wyckoff, 2008).

The results obtained in demand-driven training programs are encouraging. For example, Public/Private Ventures, a nonprofit research organization, reported in its Sectoral Employment Impact Study the employment and earning impacts in three training sites (Maguire et al., 2010). These sites were the Jewish Vocational Service in Boston, Massachusetts, which provided training over a period of 21 to 25 weeks, for 20 to 25 hours per week, with a sectoral focus on medical and basic office skills and computerized accounting; Per Scholas, in Bronx, New York, which provided a 15-week, 500-hour computer technician program with a sectoral focus on the IT industry; and the Wisconsin Regional Training Partnership in Milwaukee, Wisconsin, which provided one to four weeks of training for anywhere from 40 to 160 hours, with an initial sectoral focus on health care and construction and manufacturing, and which later extended its offerings to road construction, lead abatement, and commercial driver license preparation. Public/Private Ventures reported that participants in these sector-focused training programs earned 18.3 percent more than those in the control group in the 24-month study period, and 29.3 percent more during months 13 through 24. The gains were derived not only from working more hours but also from higher wages (in the second year, program participants’ wages averaged $12.50 per hour, versus $11.75 per hour for controls).

Other positive experiences can be found in Detroit, Michigan, where Focus:HOPE provides machinist-related training targeted to the
metalworking industry (Thompson, Turner-Meikeljohn, and Conway, 2000); in the San Francisco and Oakland, California area, where Asian Neighborhood Design provides training targeted to the construction sector, mainly in carpentry and cabinetry (Conway and Bear, 2000); in the Bronx, where Cooperative Home Care Associates trains women in home health care (Inserra, Conway, and Rodat, 2002); and in Chicago, Illinois, where the Jane Addams Resource Corporation provides training courses on specific metalworking occupations, primarily punch-press operator and die-setting–related occupations (Glasmeier, Nelson, and Thompson, 2000). Evidence in favor of sectoral employment strategies also comes from the Sectoral Employment Demonstration, funded by the Employment and Training Administration of DOL, which helps DOL determine whether sector-based strategies could be adopted and used by local workforce investment boards (WIBs). Twelve organizations were awarded 15-month implementation grants to perform specific sectoral interventions. Of these, all but one enrolled participants in training, eight reported successful job placements, and two reported average wage gains of 18 percent or more (Pindus et al., 2004). This literature shows that demand-driven job training programs have a good track record of generating positive labor outcomes for the people they train. We add to this by providing additional evidence toward the hypothesis that demand-driven training programs can generate positive worker outcomes.

Finally, we review the literature on how individuals are selected for public programs (such as job training) and whether the selection mechanisms lead to screening (selecting individuals likely to benefit more from the program) or creaming (selecting individuals likely to have good outcomes whether or not they are trained). Bell and Orr (2002) reviewed and added to the literature on screening and creaming. They evaluated seven state welfare-to-work programs and found that creaming activities dominate the selection process, with no apparent relationship to the program effectiveness measures that would be increased by useful screening activities. These findings were echoed in a study of the Job Training Partnership Act (Heckman, Heinrich, and Smith, 2011).
There are few examples of evaluations of programs that explicitly use persistence at prior work or training as a screening mechanism for subsequent training. In an earlier RAND Corporation study, De Tray (1980) demonstrates that military service, in addition to providing skill augmentation, serves as an effective screening device that is used by future employers. Eberts, O’Leary, and Wandner (2002) and Berger, Black, and Smith (2001) also investigate how profiling tools can affect the impact of interventions more generally, such as targeting benefits of unemployment insurance programs. Our hypothesis was that OWD’s WIF intervention would lead to greater expected benefit by screening for prior demonstration of persistence. We contribute to the literature on programs with screening requirements by further evaluating the extent to which screening of training participants that is based on prior perseverance leads to improved outcomes.

Much of the literature described above uses quasiexperimental design methods. In this report, we are able to leverage a randomized controlled trial (RCT). The empirical case for the use of RCTs and for the fragility of nonexperimental methods to evaluate social programs is made clear in LaLonde (1986). LaLonde uses an experimental evaluation of the National Supported Work Demonstration program as a benchmark against which to compare nonexperimental estimates. He uses several common nonexperimental estimators and obtains a variety of impact estimates, most of which differ substantially from the corresponding experimental estimates. Heckman and Smith (1995) argue that the difference between the experimental and nonexperimental estimates could be reduced significantly by collecting rich data in nonexperimental settings. They also highlight the substantial progress in nonexperimental evaluation methods in the prior two decades.

A more recent summary of experimental evaluation in the context of labor economics is provided by List and Rasul (2011). In their report, they defined a framed field experiment (as opposed to, for example, a laboratory experiment) as one that “incorporates important elements of the context of the naturally occurring environment with respect to the commodity, task, stakes, and information set of the subjects” (p. 122). They highlighted the value of evaluations of “packaged” interventions that reflect combinations of actual policies that might be implemented.
They highlighted Kremer, Miguel, and Thornton (2009) and Duflo et al. (2005) as examples of this approach. In our case, the proposed intervention packaged the creation of a career pipeline from the screening through potential training to the hiring firms, as well as training curricula that are driven by unmet sectoral demands. As Levitt and List (2007a, 2007b) acknowledged, there continue to be threats to validity in spite of improved methods and experimental protocols; this is due to the participants’ awareness of their role as experimental subjects. RCTs do have their limitations: Primarily, they are at times “black boxes,” showing whether an intervention was successful without necessarily shedding light on why or how it succeeded, limiting replication (see List and Rasul, 2011, Heckman and Smith, 1995, and Heckman, 1999, for a discussion of these limitations). However, experimental estimates continue to be the gold standard in estimating causal effects.

Our work offers several other contributions to the lines of research summarized above. First, we use an experimental evaluation that has clear and strong identification of the effect of the program, which has rarely been applied to demand-driven training programs.

Second, one typical feature of experimental evaluations is that they only allow the evaluator to estimate whether a program works. This is a valuable feature when the package of interventions mimics actual policy proposals. However, this alone cannot provide an explanation of why the program works or why it does not. In other words, experimental designs can be characterized as a “black box” for empirically determining the impact of a program (Heckman and Smith, 1995). To go beyond this and be able to look into the black box, we also used in-depth interviews and focus groups with key stakeholders of the program: trainees, screening organizations, employers in the advanced manufacturing (AM) and energy sectors, and trainers and instructors at the selected training provider. These interviews and focus groups provided valuable insights on what the main challenges were during the implementation of the program, whether the program was useful to participants, whether employers were satisfied with the program, and which aspects could be changed to improve either the training for the next cohort or the design of future workforce development programs. Though this type of analysis does not provide evidence that
allows for causal inference about mechanisms, when conducted in the 
context of a program that is shown to have a positive impact on out-
comes, this analysis helps generate hypotheses that can be tested in 
later interventions.

Third, we are able to examine the effectiveness of a screening 
mechanism built specifically for this training program (not done to our 
knowledge in any experimental evaluation of a job training program). 
We evaluate the effect of the screening mechanism on program partici-
pation (e.g., attendance, completion, and credentialing) as well as on 
post-training outcomes, such as employment and earnings.

Finally, this report adds to the literature by looking at important 
secondary outcomes, such as arrests and job satisfaction, which has 
not widely been done in the literature examining RCTs of job training 
programs. This provides a more complete view into the effectiveness of 
the program.

1.2. Overview of Program

In this section, we discuss the program as it was eventually imple-
mented. This differs in some important ways from the initially pro-
posed program, as we discuss at length in Chapter 3. The final version 
of the intervention provided job-specific training in electrical, welding, 
and pipefitting pathways in the AM industry; IT; and medical coding 
and billing and pharmacy technician pathways in the health care 
industry. The intervention had three distinct stages: (1) recruitment 
and screening, (2) a two-month core demand-driven training program 
that was followed by the possibility of an additional two-month “stack-
able” credit program, and (3) the goal (sometimes unmet) of coordina-
tion with industry firms after training.

Screened recruitment. The first objective of the program was 
to access a population of jobseekers (unemployed, underemployed, 
discouraged, and other interested workers), who had potential to suc-
cceed in both training and subsequent work situations. A prescreened 
population—one that has been well informed about the available career 
pathways, rigor of the training program, and employment possibilities
postcompletion, and which has demonstrated evidence for higher rates of completion of the training through their preparedness for training—could have a higher likelihood of persistence in the program.

To maximize outreach in recruitment, OWD worked with an outreach company and assigned a staff member to exclusively oversee recruitment activities. The city of New Orleans has established a system of “opportunity centers,” which administered candidate screening. These five centers are traditional workforce development agencies that have the capacity to assess workforce readiness skills and provide workforce readiness case management to candidates.

Participants were recruited in several ways: (1) one-stop centers that provided program information to individuals receiving government assistance programs (e.g., Supplemental Nutrition Assistance Program, unemployment insurance), including individuals required to partake in career readiness and reporting activities under the federal funding mandate; (2) fixed tablet stations at targeted local hotspots throughout the city (e.g., community centers, public assistance offices) that provided program information and collected information on interested applicants; (3) general program outreach and outreach targeting particular populations (e.g., low-skill hospitality workers) via paid advertising and online marketing campaigns; and (4) recruitment from OWD’s community partners who cohosted a series of workshops, which were open to both referrals and members of the general public, to provide interested candidates with program information.

After recruitment, interested candidates participated in a screening process that ultimately included four components: (1) attendance at a mandatory orientation; (2) drug testing (and, in some cases, a criminal background check, depending on whether the industry partners in the given pathway required it); (3) completion of a relevant assignment and/or test, such as the Test of Adult Basic Education (TABE) or the Wonderlic test; and (4) completion of a structured interview. Based on these components, OWD gauged candidates’ interest in the career pathways and their likelihood of successfully completing the training program, assigned them a score from a scoring rubric of their interview, and accepted those scoring above a certain threshold.
The screening was intended not to eliminate candidates from any government training or assistance (unless they self-selected to opt themselves out), but rather served as a method of assessment of the cohort’s collective literacy and numeracy skills, which would be used to inform and customize the training curriculum and individuals’ fitness for training, depending on such things as historic job dependability, transportation to training, and childcare in place. Candidates who were deemed as “not ready” for training based on the results of these tests were referred to other OWD-administered assistance and training programs.

Once candidates completed the components of this screening process, potential trainees were invited to attend a seminar during which they received detailed information about the program and participating in the evaluation. Candidates who were interested in proceeding were required to complete a program participation consent form and baseline survey in order to be eligible for training (via the randomization). After collecting all consent forms and baseline surveys, we randomly assigned those who received an offer to participation in the training program, as described below.

**Training.** The Career Pathways training program represented a coordinated effort of OWD, the training providers, and firms in the relevant sectors to develop a demand-driven curriculum designed to teach technical skills that employers were seeking in their workers. The training providers worked with local firms in the target industries (AM, IT, and health care) to develop the curriculum where necessary. OWD also engaged potential employers through trade advisory committees, which met quarterly, to obtain an understanding of workforce requirements and hiring potential.

The first round of training for each cohort lasted approximately two months (depending on the career pathway, such as electrical, IT, or medical coding and billing; see Table 2.2 in Chapter 2 for details on each cohort and its pathway) with courses taking place an average of four hours a day, five days a week. The exact number of classes associated with each pathway varied each year depending on the preferences of trainees, as program participants self-selected into their desired pathway. The short duration of the training served both as a challenge
(skills desired may take significantly longer to develop) and an opportunity (workers will be more likely to be able to afford the opportunity costs of not working during a shorter training).

Upon entry into the training program, each candidate was allotted $6,000 worth of training credits, which could be used for books, equipment, transportation costs, and other associated costs related to the program. At the completion of the first core training, most of the training cohorts were given the option to enter a subsequent “stackable” credit program, which was an additional two months of training within the career pathway. This training program did not fund any further training past this second round; however, trainees who were interested in advancing their credentials could opt to receive funding through other programs or by paying out-of-pocket tuition costs.

If trainees did not complete or attend the training, they were still included in the evaluation because training completion is one of our outcomes of interest. All individuals who entered the randomization process are included in the intent-to-treat (ITT) analysis of the impact of getting the offer to participate in training.

**Coordination with hiring firms.** The end of the pipeline sought to direct the new trainees to potential employers in the area, and the ultimate goal was for the firms in the relevant industries to be more likely to employ trainees from this program due to its screening component and firmly coordinated training curriculum. Trainees, however, were not guaranteed employment after completing the program; completion of the training constituted completion of treatment, while employment is an outcome of the evaluation.

Potential hiring firms were, at times, engaged to provide information on their workforce needs and participate in the curriculum development process, and there was a possibility for the training itself to include an on-the-job training component if requested by a hiring firm partner, though this occurred rarely. This component was intended to not exceed a period of seven weeks, in order to allow for the evaluation to take place with sufficient follow-up time.

The goal was that this training program would provide dependable, skilled workers to firms in the relevant industries, provide cost-
effective targeted training to a prescreened population, and raise the earnings of discouraged, unemployed, and underemployed workers.

1.3. Target Populations

For most of our analyses, the individual is the unit of analysis. The main population of interest consists of individuals who are not satisfied with their current employment situation and have the potential to succeed in both training and subsequent employment in the advance manufacturing, health care, and IT sectors. These include unemployed, underemployed, and discouraged workers. Among those interested, eligibility was determined by passing a test of basic literacy and numeracy, as well as a screening interview that was scored to determine suitability for training.

**Unemployed persons (current population survey):** The group was made up of persons ages 16 years and older who had no employment during the reference week, were available for work (except for in the case of temporary illness), and had made specific efforts to find employment sometime during the four-week period ending with the reference week. Those who were waiting to be recalled to a job from which they had been laid off need not have been looking for work to be classified as unemployed.

**Underemployed workers:** The Bureau of Labor Statistics (BLS) in the DOL defines underemployed individuals as involuntary part-time workers (BLS, 2019b). We also include in this definition individuals working in jobs that do not fully use their skills, that have little room for career advancement, or that provide intermittent employment. In short, they are individuals who seek greater earnings, steeper earnings trajectories, more-stable work, or some combination of these factors.

**Discouraged workers (current population survey):** Persons not in the labor force who want and are available for a job and who have looked for work some time in the past 12 months (or since the end of their last job if they held one within the past 12 months) but are not
currently looking because they believe there are no jobs available or there are none for which they would qualify.

1.4. Analytic Approach: Logic Model of the Program and Evaluation Strategy

Logic models (Rossi, Lipsey, and Freeman, 2004) are used to identify the rationale behind a program and provide some boundaries on what is considered part of the initiative’s structure (Riemer and Bickman, 2011; Wholey, Hatry, and Newcomer, 2010). These models illustrate how program resources, activities, services, and the direct products of services (inputs and outputs) are designed to produce short-term (proximal) outcomes, medium-term (distal) outcomes, and long-term community impacts (Knowlton and Phillips, 2012).

Figure 1.1 presents the logic model underlying the intervention, illustrating how the training program is hypothesized to produce positive change for jobseekers, screening organizations, AM and energy employers, the government, and the system as a whole. The logic model guides our evaluation: Specifically, the implementation analysis explores the extent to which the inputs, activities, and outputs illustrated in the logic model were in place and how they changed throughout the course of the project. The outcome analysis delves deep into the ways in which the program met the desired outcomes for job seekers, employers, the government, and local systems, and provides a cost-benefit analysis.

The implementation analysis tracks the following three components of the logic model:

- The **inputs** are the resources and investments that are made available to fund the project’s core activities, such as money and staff to develop the curriculum.
- The **activities** include screening and recruitment of participants and establishing partnerships between government, training institutions, and employers for the development of curriculum, and the provision of training and relevant jobs.
**Figure 1.1**
Logic Model

**Implementation Analysis**

**Inputs**
- Designing the cross-sector career pathways and pipeline
  - Staff
  - Time
  - Money
  - Materials

- Multifaceted recruitment and marketing about programs and career pathways opportunities
- Rigorous screening of talent
  - Interview
  - Drug test
  - Test of basic literacy and numeracy
  - Orientation
- Coordination between targeted industry and program designers
  - Curriculum design
  - Agreement to connect with graduates
  - Development of career pathway models

**Activities**
- Improved awareness about job opportunities in target industries
- Vetted talent with higher likelihood of success in program
- Career Pathways Training Program
  - Demand-driven curriculum
  - Hands-on applied experience and adult basic education
  - Opportunity to connect with employers

**Outputs**

**Outcomes Analysis**

**Short-Term Outcomes**
- Trainees
  - Improved content knowledge and skills in targeted industry
  - Improved employability (obtain credential)

**Medium-Term Outcomes**
- Trainees
  - Increase in employment
  - Increase in job satisfaction

**Long-Term Outcomes**
- Trainees
  - Increase in employment stability
  - Increase in retention
  - Increase in wages and income
  - Decrease in illicit activity (e.g., arrests)
  - Reduced dependence on public assistance

**Job seekers**
- Target industry employers
  - Increase in dependable and skilled new hires

**Employers**
- Targeted industry employers
  - Reduced hiring and recruiting costs
  - Increase in fraction of new hires from New Orleans

**Government (public education and training providers/WDB)**
- Reduced job training costs
- Development of more efficient job trainings based on this model (e.g., reduction in job training attrition)

**System**
- Improved connectivity across Workforce Development Board, businesses, and community college

**Community and Social Impact**
- Reduced public assistance reliance
- Reduced criminal justice interactions
- Improved educational attainment across community
- Improved employment rates
• The outputs are what is produced and the direct results of the activities, such as the curriculum, training, and participants’ connections with employers.

Similarly, the outcomes analysis examines the short-, medium-, and long-term outcomes for job seekers who participated in the program, industry, and the government.

• The short-term outcomes are the hypothesized effect of the outputs, while the medium-term outcomes and long-term outcomes include expected outcomes resulting from the intervention over time.

Outcomes for participating jobseekers: We expect that workers who receive workforce training will develop more technical skills related to the industry (short-term outcomes), resulting in more job opportunities (medium-term outcomes), which lead to better jobs and improved wages (long-term outcomes). We also expect reduction in public assistance payments and reduction in criminal justice interactions (e.g., arrests).

Outcomes for industry: We expect that firms within the targeted industries will benefit from the pipeline. For the firms receiving the newly trained workers, outcomes include lower hiring and recruitment costs (short-term outcome), an increase in the fraction of new hires from New Orleans (medium-term outcomes), and, in the long term, improved retention rates for new employees (new workers should be better trained, more interested, and more likely to want to stay in New Orleans).

Outcomes for government: We expect substantial systemic gains to the government through improved efficiency in service delivery. There will be reduced job training costs because training will be given to prescreened individuals who have higher probabilities of success (short-term outcome). We also hypothesize that job training programs will become more efficient by making the curriculum client- and demand-driven through employer interviews to target needed skill gaps. The efficiency of the job training programs will be compared
with other job training. For longer-term outcomes we hypothesize that there will also be lower costs to public assistance programs and unemployment programs through decreased payments and interaction as individuals move into the labor force and out of unemployment and underemployment. This would also lead to higher tax revenue for the government. Additionally, a lower number of arrests would mean less money spent on the criminal justice system, including the police department, court system, and incarceration facilities, not to mention the benefits for the potential victims of the crimes.

Outcomes for local systems: Finally, we hypothesize that the intervention will affect short-term effects on the local system, such as an increase in cooperation and collaboration among the local Workforce Development Board (WDB) (the mayor of New Orleans’ OWD), the local business alliance and other nongovernmental organizations, the training providers (including a local community college) and the region’s businesses. While these links already exist, we hypothesize that this program could strengthen communication and interaction, potentially yielding future programs and interventions with greater ease.

The logic model also includes broad community and social impacts. These are a multitude of indirect region-wide improvements that one might expect from this program: improved connectivity across the WDB, business leaders, and training providers; reduced costs associated with public assistance; and others. Note that it is outside the scope of the evaluation to analyze the impact on these broader outcomes: It is too early to determine whether these societal and community indicators have changed.

The relationships posited in the logic model are, of course, somewhat more complex than illustrated. These changes take place within a community, which may both affect and respond to the changes that the low-skill labor market or the target industry firms might experience. External factors, outside of the control of this project, could affect these processes and outcomes and therefore will be considered in an evaluation. These could include, for example, state education funding or economic shocks to New Orleans or the United States.

The above discussion focuses on desired outputs and outcomes, but it must be recognized that there is no guarantee that all impact will
be positive. For example, unsuccessful training programs can waste public and private resources in the form of tax dollars, participants’ time, and other resources that could be put to better use elsewhere. On a less-tangible note, unsuccessful programs can lead to unmet expectations, which can negatively affect future choices by participants and policymakers. Our quantitative estimation methods and qualitative inquiries allow for such unintended consequences. Although positive impact estimates are more encouraging, negative findings can be very informative when designing future programs.

1.5. Research Questions

Our research questions for the evaluation are based on the logic model presented in Figure 1.1. We define a research question and the related analysis as either confirmatory or exploratory. Confirmatory analysis seeks to confirm or disprove hypotheses; that is, to do inference on causality. Therefore, confirmatory analyses in this report will be those with the strongest identification of the causal relationship that is also connected to the underlying theories of action occurring through the program. Exploratory analysis is used to generate hypotheses rather than test them and offers a guide to future research. All the following research questions are exploratory unless explicitly labeled as confirmatory. In this report, we address the following research questions (the section in which the question is addressed is also listed with each question).

---

1 In our original evaluation design report, we included a research question to implement a quasi-experimental design alongside the RCT. The quasi-experimental design would have looked at recipients of job training in New Orleans that did not go through this program and thus were not screened, and compared the gains in job training for the unscreened population with our screened population. Unfortunately, we were unable to secure data for these comparisons because of privacy regulations, and did not feel comfortable claiming that any differences in training outcomes for a matched population in another state receiving different job services were due to whether or not they were screened. As such, we have omitted this intended research question from this study.
1.5.1. Implementation Study

1. How closely do the programs’ features and policies follow the original plan, and how are they functioning? (Chapter 3.1)
   a. What are the programs’ features and processes? To what extent do the features incorporate the best evidence-based practices to train unemployed and underemployed workers? How are these features expected to work together? (Chapter 3.1)
   b. To what extent are key stakeholders (i.e., employers, community college representatives, OWD staff) implementing the program features and process as intended? (Chapter 3.1)
   c. What are facilitators and barriers to implementing the program as originally designed? (Chapter 3.1)
   d. Have there been any unexpected consequences (either positive or negative) from how the program has been implemented? (Chapter 3.1)

2. In what ways are participants (both the trainees and employers who hire the trainees) experiencing the program? (Chapter 3.2)
   a. What are some positive and negative experiences, and how is program effectiveness perceived? (Chapter 3.2)
   b. What are participants’ suggestions for improvement? (Chapter 3.2)

3. What is the nature of the partnership among the various organizations? (Chapter 3.3)
   a. What is the perceived effectiveness of the partnership among the involved entities (e.g., OWD, community college, local businesses) in establishing the Career Pathways program? (Chapter 3.3)
   b. Are there areas in which the collaboration could be strengthened? (Chapter 3.3)
   c. Are there any unintended consequences as a result of this partnership? (Chapter 3.3)
1.5.2. Outcomes Study

4. What are the levels of program participation?
   a. At what rates do individuals invited to participate in training attend training, complete training, and earn credentials? (Chapter 4.1)
   b. How do these rates vary by age, gender, baseline employment status, and baseline earnings? (Chapter 4.1)
   c. Do these rates change from the beginning to the end of the study? (Chapter 4.1)

5. What effect does the program have on employment and earnings?
   a. Confirmatory Analysis: Does offering demand-driven prescreened job training lead to an improvement in employment status following the training period? (Chapter 4.2.1)
   b. Confirmatory Analysis: Does offering demand-driven prescreened job training lead to an improvement in earnings following the training period? (Chapter 4.2.1)
   c. How do the effects of the program vary by pathway (AM, health care, and IT)? (Chapter 4.2.2)
   d. Confirmatory Analysis: How do those results differ by age, gender, baseline employment status, and baseline earnings? (Chapter 4.2.3)
   e. Are trainees more likely to get jobs in the target industry of their training pathway? (Chapter 4.2.4)

6. What effect does the program have on other outcomes?
   a. Confirmatory Analysis: Does offering demand-driven prescreened job training lead to longer job persistence? (Chapter 4.3.1)
   b. Is offering demand-driven prescreened job training related to higher job satisfaction? (Chapter 4.3.2)
   c. Confirmatory Analysis: Does offering demand-driven prescreened job training lead to fewer arrests? (Chapter 4.3.3)
7. Do higher prescreening scores relate to improvement in the training completion rate and job placement rates, wages, and employment duration? (Chapter 4.4)
8. Do a trainee’s classmates in the training cohort have an impact on the success of the trainee in terms of employment and earnings? (Chapter 4.5)

1.5.3. Cost-Benefit Study
9. What is the cost per individual completing the program? (Chapter 5.1)
10. What is the value of the benefits of the program to the trainee, the government, and society? (Chapter 5.2)
11. What are the resulting cost-benefit net values of the program, including the internal rate of return (IRR) and returns on investment (ROIs), and how many years does it take for benefits to exceed costs? (Chapter 5.3)

1.6. Structure of Report

This report is structured as follows. Chapter Two discusses data sources and collection methods. Chapter Three presents the implementation analysis, answering research questions 1 through 3. Chapter Four discusses the outcomes analysis, answering research questions 4 through 8. Chapter Five contains the cost study and answers research questions 9 through 11. Chapter Six has a discussion of findings, and Chapter Seven contains a conclusion. The methodologies for each chapter are contained in the appendixes that follow. A separate appendix contains the survey instruments for the report.
This project draws on both quantitative and qualitative sources of data to conduct an implementation study, the outcomes evaluation, and the cost-effectiveness study. Table 2.1 summarizes the data sources, associated population, measures used in the outcomes analysis, and whether the data source is used in the cost-benefit study. Table 2.2 presents a list of each training cohort, characteristics of the cohort, and which outcome analysis it is included in (based on data availability, while excluding the pilot cohort given it was not randomized).

2.1. Data Sources for Implementation Analysis

The implementation analysis relied on three sources of data: (1) observations of design planning meetings and review of relevant documents, (2) semistructured interviews with key stakeholders and partners, and (3) focus group discussions with trainees.

2.1.1. Observations of Design Planning Meetings and Document Review

In the first year of the project (2015), stakeholders were designing and planning the Career Pathways program prior to the program’s launch. In July 2015, we reviewed the program design, curriculum, and training documents, and observed discussion sessions and meetings that OWD convened with community partners (e.g., youth training programs, Social Aid and Pleasure Clubs, and Mardi Gras Indians, all discussed later), human resource representatives and key leaders in the
Table 2.1
Sources of Data and Population Under Study

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Populations</th>
<th>Measures</th>
<th>Used in Cost-Benefit Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation Study</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations of design planning</td>
<td>OWD, training providers, HR representatives, and key leaders in targeted</td>
<td>Attendance, completion, whether credential was obtained</td>
<td></td>
</tr>
<tr>
<td>design planning meetings</td>
<td>industries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focus groups</td>
<td>Program participants</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Semistructured Interviews</td>
<td>Training provider instructors and program designers, employers in targeted</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>industries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program documentation</td>
<td>(Not applicable)</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outcomes Evaluation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program records</td>
<td>Program participants</td>
<td>Attendance, completion, whether credential was obtained</td>
<td>X</td>
</tr>
<tr>
<td>State administrative employment</td>
<td>Program participants, control group persons</td>
<td>Earnings, employment status, employment duration, industry of employment</td>
<td>X</td>
</tr>
<tr>
<td>and earnings records</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone surveys</td>
<td>Program participants, control group persons</td>
<td>Job satisfaction</td>
<td></td>
</tr>
<tr>
<td>Criminal justice records</td>
<td>Program participants, control group persons</td>
<td>Arrests</td>
<td>X</td>
</tr>
</tbody>
</table>

NOTE: HR = human resources.
Table 2.2
List of Training Cohorts

<table>
<thead>
<tr>
<th>Training Start Date</th>
<th>Pathway</th>
<th>Area</th>
<th>Training Provider</th>
<th>Cohort</th>
<th># Treated</th>
<th># Control</th>
<th>Attend, Complete, Credential</th>
<th>Employed, Earnings, Job Stability</th>
<th>Job Satisfaction</th>
<th>Arrests</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/22/16</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>Pilot</td>
<td>32</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>10/31/16</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>AM1</td>
<td>17</td>
<td>16</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>12/6/16</td>
<td>IT</td>
<td>IT</td>
<td>New Horizons</td>
<td>IT1</td>
<td>22</td>
<td>20</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2/6/17</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>AM3</td>
<td>24</td>
<td>23</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2/7/17</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>AM2</td>
<td>21</td>
<td>20</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2/21/17</td>
<td>IT</td>
<td>IT</td>
<td>New Horizons</td>
<td>IT2</td>
<td>29</td>
<td>29</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3/26/17</td>
<td>IT</td>
<td>IT</td>
<td>New Horizons</td>
<td>IT3</td>
<td>18</td>
<td>17</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4/17/17</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>AM4</td>
<td>23</td>
<td>23</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>8/28/17</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>AM5</td>
<td>13</td>
<td>12</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>9/11/17</td>
<td>Health care</td>
<td>Patient access rep.</td>
<td>Ochsner</td>
<td>PatAcess1</td>
<td>20</td>
<td>20</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>9/21/17</td>
<td>IT</td>
<td>Information technology</td>
<td>New Horizons</td>
<td>IT4</td>
<td>4</td>
<td>4</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
Table 2.2—Continued

<table>
<thead>
<tr>
<th>Training Start Date</th>
<th>Pathway</th>
<th>Area</th>
<th>Training Provider</th>
<th>Cohort</th>
<th># Treated</th>
<th># Control</th>
<th>Attend, Complete, Credential</th>
<th>Employed, Earnings, Job Stability</th>
<th>Job Satisfaction</th>
<th>Arrests</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/23/17</td>
<td>IT</td>
<td>Information technology</td>
<td>Delgado</td>
<td>CISCO1</td>
<td>11</td>
<td>10</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>11/13/17</td>
<td>Health care</td>
<td>Medical billing and coding</td>
<td>Goodwill</td>
<td>MB&amp;C1</td>
<td>14</td>
<td>14</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>1/29/18</td>
<td>Advanced mfg.</td>
<td>Welding</td>
<td>Delgado</td>
<td>AM6</td>
<td>11</td>
<td>8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2/19/18</td>
<td>Health care</td>
<td>Medical billing and coding</td>
<td>Goodwill</td>
<td>MB&amp;C2</td>
<td>10</td>
<td>9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>2/19/18</td>
<td>IT</td>
<td>IT</td>
<td>Goodwill</td>
<td>Broadband Tech1</td>
<td>5</td>
<td>4</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>4/2/18</td>
<td>Advanced mfg.</td>
<td>Electrical</td>
<td>Delgado</td>
<td>AM7</td>
<td>8</td>
<td>8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>5/7/18</td>
<td>Health care</td>
<td>Medical billing and coding</td>
<td>Goodwill</td>
<td>MB&amp;C3</td>
<td>13</td>
<td>12</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>5/25/18</td>
<td>IT</td>
<td>IT</td>
<td>Spark</td>
<td>JAVA-SCRIPT1</td>
<td>3</td>
<td>3</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>6/25/18</td>
<td>Health care</td>
<td>Medical billing and coding</td>
<td>Goodwill</td>
<td>MB&amp;C4</td>
<td>10</td>
<td>9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
Table 2.2—Continued

<table>
<thead>
<tr>
<th>Training Start Date</th>
<th>Pathway</th>
<th>Area</th>
<th>Provider</th>
<th>Cohort</th>
<th># Treated</th>
<th># Control</th>
<th>Attend, Complete, Credential</th>
<th>Employed, Earnings, Job Stability</th>
<th>Job Satisfaction</th>
<th>Arrests</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/16/18</td>
<td>Advanced mfg.</td>
<td>Pipefitting</td>
<td>Delgado</td>
<td>AM8</td>
<td>6</td>
<td>6</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>8/20/18</td>
<td>Lineman training</td>
<td>Lineman</td>
<td>Delgado</td>
<td>Lineman1</td>
<td>4</td>
<td>4</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>8/27/18</td>
<td>IT</td>
<td>IT</td>
<td>Delgado</td>
<td>CISCO2</td>
<td>7</td>
<td>5</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>8/31/18</td>
<td>IT</td>
<td>IT</td>
<td>Spark</td>
<td>JAVA-SCRIPT2</td>
<td>2</td>
<td>2</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>9/5/18</td>
<td>Health care</td>
<td>Pharmacy tech.</td>
<td>Delgado</td>
<td>ptech1</td>
<td>4</td>
<td>3</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Total assigned to training group in analysis sample</td>
<td>299</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total assigned to training group, veterans</td>
<td>36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total assigned to training group in pilot</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total assigned to training group</td>
<td>367</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: mfg. = manufacturing; rep. = representative; tech. = technician. As explained below, the total number of study identification numbers (IDs) is greater than the number of individuals because individuals randomized to the control group in a given cohort could enter the randomization pool for a subsequent cohort. Veterans that applied for training were automatically accepted in accordance with DOL regulations and thus were omitted from the outcomes analysis. Job satisfaction is drawn from the telephone surveys, and cohorts are marked as not included when we were not able to interview anyone from that cohort. New Horizons is New Horizons Computer Learning Center. Delgado is Delgado Community College. Ochsner is Ochsner Health System.
AM and energy sectors (target industries at program outset), and curriculum and training program developers. The information gathered in these discussions was used to understand the rationale behind key program components. We tracked key pieces of information, such as

- which core occupations were in highest demand and could be filled by graduates of a focused training program
- what key content knowledge, behavioral competencies, and hands-on skills and abilities would be required for those jobs in the sectors
- what facilities and materials that students would need in order to be appropriately trained
- what the obstacles or barriers for program success were that would need to be considered in the program’s design
- any facilitating conditions that could be leveraged.

2.1.2. In-Depth Interviews with Program Designers, Implementers, and Employers

With support from team members at Scroggins Consulting, LLC, and Topp Knotch Personnel Inc.—minority- and women-owned businesses located in Louisiana and subcontracted to help with data collection—we collected qualitative data to examine the implementation of the Career Pathways program. Our data collectors worked with Scroggins and Topp Knotch to conduct semistructured interviews and focus groups with the involved parties of the Career Pathways program at three points in time: November 15 through November 18, 2016; May 22 through May 26, 2017; and March 27 through April 9, 2019. Table 2.3 lists the organizations and interviewees’ positions for each period. Further details on the organization partnerships are detailed in Chapter Three.

We collected information from a wide range of stakeholders involved in the design and implementation of Career Pathways, including the OWD and other city government agencies working in coordination with OWD, training providers, employers, and recipients of
the trainings. In the next few paragraphs, we summarize the types of organizations and individuals included in the interviews.

**Program designers and managers of the training providers:** Data collectors interviewed stakeholders involved in the design of the training program. These included key staff from OWD, training providers (including Delgado Community College and New Horizons), and employers in the targeted industries. We asked about the goals and design of the training program, roles and involvement of the various organizations in designing and developing the program, the nature of collaboration among organizations, and program activities and consequences. During each data collection window, we obtained budget and cost information from the training providers and OWD.

**Trainers and instructors:** We interviewed trainers and instructors at the selected training provider to collect information on their experiences with the program, hindrances to implementation of the program as designed, attendance rates of participants, lessons learned to inform improvement in subsequent training sessions (this question was asked in data collection windows 1 and 2 only).

**Screening and nonprofit organizations:** We interviewed the organizations responsible for screening the eligibility of participants, cultural partners, ResCare, and JOB1 Business and Career Solutions (OWD’s community- and industry-facing organization), to obtain information about their roles in the program and criteria used for the screening and selection process.

**Employers:** We interviewed the participating industry partners regarding their roles and involvement in the development of the program and training curriculum, their process for hiring training graduates, and their assessment of the skills and performance of the training graduates in the workplace (more information on employer interviews is provided in the outcomes evaluation section).

Data collectors tried to speak with at least one person in each stakeholder group organization in each data collection window. Partner organizations involved in the program changed through the project because of the modifications the program underwent throughout the course of the project. A description of these organizations and these modifications are provided in detail in Chapter Three.
Table 2.3
Stakeholders Who Participated in Interviews

<table>
<thead>
<tr>
<th>Stakeholder Group</th>
<th>Organization</th>
<th>Interviewee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program designer</td>
<td>Office of Workforce Development (OWD)</td>
<td>• Program manager</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Industry lead for infrastructure sector</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Cultural partner liaison</td>
</tr>
<tr>
<td>Training provider and</td>
<td>Delgado Community College</td>
<td>• Interim director of community and economic development</td>
</tr>
<tr>
<td>instructor</td>
<td></td>
<td>• Navigator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Instructor</td>
</tr>
<tr>
<td>Screening organization</td>
<td>ResCare (Contracted operator by OWD for its JOB1 Business and Career Solutions Center)</td>
<td>• Career services team lead</td>
</tr>
<tr>
<td></td>
<td>Social Aid and Pleasure Clubs; Mardi Gras Indians (cultural partners)</td>
<td>• Career advisor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Career advisor</td>
</tr>
<tr>
<td>Industry/ employer partner</td>
<td>Ochsner Health Systems</td>
<td>• Two cultural partner organization leaders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Director of workforce development</td>
</tr>
</tbody>
</table>

Data Collection Window 1: November 15–18, 2016

Data Collection Window 2: May 22-26, 2017

| Program designer          | Office of Workforce Development (OWD)                                       | • Program manager                                                           |
|                           | City of New Orleans                                                          | • Industry lead for infrastructure sector                                   |
|                           |                                                                              | • Industry lead for technology sector                                       |
|                           |                                                                              | • Director of information technology and innovation                          |
Table 2.3—Continued

<table>
<thead>
<tr>
<th>Stakeholder Group</th>
<th>Organization</th>
<th>Interviewee</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training provider and instructor</td>
<td>Delgado Community College</td>
<td>• Two instructors</td>
</tr>
<tr>
<td></td>
<td>New Horizons Computer Learning Center</td>
<td>• Manager of admission</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Manager of student affairs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Collections coordinator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Senior director for career development and operations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Training manager</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Director of career services</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Director of training</td>
</tr>
<tr>
<td>Screening organization</td>
<td>ResCare</td>
<td>• Career services team lead</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Career advisor</td>
</tr>
<tr>
<td>Industry/employer partner</td>
<td>Ochsner Health Systems</td>
<td>• Vice president of technology, chief technology officer</td>
</tr>
<tr>
<td></td>
<td>Laitram</td>
<td>• Director of corporate operations</td>
</tr>
<tr>
<td>Data Collection Window 3: March 27-April 8, 2019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Program designer</td>
<td>Office of Workforce Development (OWD)</td>
<td>• Program manager</td>
</tr>
<tr>
<td></td>
<td>City of New Orleans</td>
<td>• Project supervisor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Executive assistant to the mayor’s office</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Education manager</td>
</tr>
<tr>
<td>Training provider and instructor</td>
<td>Delgado Community College</td>
<td>• Instructor</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Assistant director of enrollment</td>
</tr>
<tr>
<td>Screening organization</td>
<td>ResCare</td>
<td>• Career services supervisor</td>
</tr>
<tr>
<td></td>
<td>JOB1 Business and Career Solutions Center</td>
<td>• WIF case manager</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• WIF data specialist</td>
</tr>
<tr>
<td>Industry/employer partner</td>
<td>Ochsner Health Systems</td>
<td>• Talent management director</td>
</tr>
<tr>
<td></td>
<td>LCMC</td>
<td>• Learning and organizational development consultant</td>
</tr>
<tr>
<td></td>
<td>Jericho Housing</td>
<td>• Executive director</td>
</tr>
</tbody>
</table>
2.1.3. Focus Groups with Program Participants (Trainees)
Alongside Scroggins and Topp Knotch, we conducted 32 focus groups, each with trainees from one of the training cohorts (three in data collection window 1, 17 in data collection window 2, and 12 in data collection window 3). All trainees who completed each training program cohort were invited to participate via email and telephone. Focus groups were scheduled to occur in the evening, and data collectors provided refreshments to participants, as well as gift cards as a gesture of appreciation. Invitees were offered a number of dates to attend the focus groups in each data collection window. Focus groups were arranged to hold between six and ten participants. Each focus group had between one and eight attendees, due to no-shows on the date of the focus group. In total, 116 trainees participated in the focus groups. The purpose of the focus groups was to gain a better understanding of the perceived utility of the training program, to find out in what ways participants’ lives had changed (or not) since completing the program and being employed in a new career, and to gather participants’ insights on how to improve the program.

We developed a set of interview and focus group protocols to gather information about the implementation of the Career Pathways program. Our protocols sought to obtain data on the implementation of the three innovative areas of the proposed program design, including the use of recruitment and screening tactics to select students into the training, training that included basic education and sector-specific skills, and the development of partnerships between government and nongovernment entities surrounding the Career Pathways program. Understanding how the training program components were implemented provides context for explaining its outcomes. This also generated knowledge and lessons learned regarding promising practices on how to develop well-functioning and sustainable partnerships that deliver quality services. To cover these topics, but also allow for new features to emerge, we used semistructured interviews that included open-ended questions with supplemental probes to examine specific topics. The protocols differed for each type of interviewee. For example, we asked partners about the nature of collaboration, their views of the pipeline, the activities in which they were involved, and how things
changed. In the focus groups, we allowed for open discussion among training participants about the structure of the training, their views about its quality, and its relevance to workforce preparation.

2.2. Data Sources for Outcomes Analysis

We acquired data from several sources for the outcomes analysis.

1. **RAND baseline surveys:** At the orientation meetings, where individuals signed the consent forms for participation in the study, they also filled out a baseline survey. The survey asked about birth date, gender, current employment status, income in the prior year, and race and ethnicity. These data are used for stratified randomization and as covariates in the outcome regressions.

2. **OWD program data:** OWD provided us with information on the individuals who were part of the program (both treatment and control). Specifically, we received information on individuals’ screening scores, where available, for three profiling tools: the interview, TABE, and Wonderlic. One or more of the three tool scores were missing for many individuals, either because they were not interviewed or administered the assessment (e.g., the interview scores were introduced after the first set of cohorts), or because of data loss or lack of retention of the scores. Table 2.4 lists the profiling tools investigated in the outcomes analysis; the Louisiana Workforce Commission (LWC)–based tools were never used by OWD but are investigated as potential alternatives in the analysis.

3. **LWC employment and earnings data:** We requested and received data from LWC. The data contained individual records on quarterly earnings and industry by employer. There is a two-quarter delay in which the information could be acquired from LWC, and considering the time required to process and analyze each wave of data, this report utilized data from the third quarter of 2014 through the third quarter of 2018.
4. **Training attendance and completion records:** We obtained individual-level data on training attendance and completion for the trainings, as well as whether the individual received a credential from the training.

5. **Telephone surveys:** We surveyed training program participants and nonparticipants to collect data not available in the administrative records. The survey allowed us to collect richer information on demographics (e.g., marital status, number of children), preprogram labor market experiences (e.g., earnings, work experience, employment and unemployment spells, turnover, and industry for at least three years before the program), job satisfaction, and experiences in the program. The data collection timeline spanned March 2018 through March 2019. We attempted to survey each participant and nonparticipant at least once after training was completed (or would have been completed). We attempted a second follow-up survey for partici-
pants and nonparticipants who were in training programs that started in 2016 and 2017.

6. **Criminal justice records:** We collected data from the New Orleans Police Department (NOPD) on each arrest by NOPD for each person across their entire life. This data was collected through April 25, 2019.

### 2.3. Data Sources for Cost Analysis

We used the information collected from multiple sources, including those used in the implementation and outcomes analysis. Program costs are largely based on program office budget documents collected solely for the cost analysis. For the cost analysis, we also conducted interviews with program administrators, training providers, and key HR representatives and industry leaders to obtain additional context on expenditures to more precisely measure the costs of the program. To estimate program benefits, we rely on the outcomes analysis for estimated effects on earnings. To estimate other benefits, such as fringe benefits, taxes, and government transfers, we rely on earnings data gathered for the outcomes analysis and publicly available information on eligibility requirements for public assistance programs. The details regarding data sources and methodologies are contained in Appendix C.
The implementation analysis examines whether the Career Pathways program’s inputs, activities, and outputs match the logic model in Chapter Two. We attempt to understand how the program was implemented, as well as deviations from the program’s original design and we note, where relevant, how the departures might have altered outcomes and impacts from those that were intended.

We conducted a qualitative analysis of the evolution and implementation of the Career Pathways program. This allowed us to capture the complexity of the program as it unfolded. Specifically, we examined how the various partners implemented the program, the extent to which it was implemented as initially proposed, the structural and logistical challenges that stakeholders faced, and how they overcame those challenges.

This implementation analysis answers three research questions, as outlined in Chapter One. These questions are regarding the implementation fidelity and functioning, the trainee and trainer experiences, and the nature of the program partnerships. This chapter evaluates each in turn. The methodology for this chapter is discussed in Appendix A.

3.1. Implementation Fidelity and Functioning

We first investigate research question 1: How closely do the program’s features and policies follow the original plan, and how are they functioning? This includes evaluation of the following research subquestions:
a. What are the programs’ features and processes? To what extent do the features incorporate best evidence-based practices to train unemployed and underemployed workers? How are these features expected to work together?
b. To what extent are key stakeholders (i.e., employers, community college representatives, and OWD staff) implementing the program features and process as intended?
c. What are facilitators and barriers to implementing the program as originally designed?
d. Have there been any unexpected consequences (either positive or negative) to how the program has been implemented?

We summarize comments from interviewees to describe the Career Pathways program as intended, and the modifications that occurred throughout the project.

3.1.1. Original Design of the Career Pathways Program

In this section, we describe the intended design of the program, its various components, and how those components were intended to work with one another (research subquestion 1a). The cross-sector job pipeline proposed by OWD was intended to be responsive to the misalignment between job preparation and labor-market needs in New Orleans. The original design of the Career Pathways training program had three innovative features: (1) using businesses and community organizations (e.g., Social Aid and Pleasure Clubs, youth employment nonprofits) to recruit and prescreen workers for training, (2) offering high-quality training that incorporates adult basic education with skills training, and (3) development of partnerships between government and non-government entities to improve outcomes for workers and employers, including creating a demand-driven curriculum. Specifically, the intervention differed from existing programs in New Orleans by incorporating a full cross-sector pipeline. Screening prior to pipeline entry would identify candidates with a high likelihood of program completion and for whom the training would lead to subsequent labor market success. The demand-driven curriculum and connections with employers
would improve the probability that there would be appropriate jobs at the end of the pipeline.

In the following sections, we summarize the features of the Career Pathways program, as originally designed.

**Originally planned screened recruitment:** A primary objective of the pipeline is to access a population of jobseekers who have the potential to succeed in both training and subsequent work situations. OWD proposed recruiting job-seekers from the hospitality and leisure sector because many underemployed people in New Orleans work in that sector. The local hospitality and leisure sector experiences lower labor demand during the tourism offseason (summer); many workers are laid off for months during that time. While this sector is a strong supporter of New Orleans’ economy, its workers are often characterized as having low skills and earning very low wages. OWD also proposed having the partners from this sector, such as local businesses and community-based cultural organizations (also considered part of this sector by the city of New Orleans) prescreen job seekers based on their ability and likelihood to succeed in the training program. This prescreening process was proposed because the aforementioned organizations are highly engaged with the target population through their missions, community-based activities and (in some instances) employing individuals from this population.

Partners from the hospitality and leisure sector consisted of community organizations, nonprofit organizations that provide youth preparation and training, and businesses. These organizations were selected because they are well positioned to identify workers with skillsets that would fit well with the Career Pathways program. The community-based cultural organizations identified were Mardi Gras Indians and Social Aid and Pleasure Clubs. The Mardi Gras Indians, who make up over 50 tribes, engage the youth generation and teach them about tribal customs and traditions, lead sewing classes each week, hold regular parading practices, and provide young members with opportunities to perform at events (Mardi Gras New Orleans, undated). New Orleans’ Social Aid and Pleasure Clubs are representatives of their communities and were formed to help dues-paying members defray health care costs, funeral expenses, and other financial hardships. The number of
members in these clubs range from under ten to 85 for neighborhood clubs, and several hundred for larger clubs. OWD selected these organizations because they place great emphasis on younger generations and offer opportunities for young people to carry on traditions, learn valuable skills, and perform at public and private functions across the city. While neither the original proposal from OWD to DOL nor the request for proposals made explicit mention of these cultural partners, OWD told us that the cultural partners were always considered part of the intended partnerships for recruitment and screening.

The intention was that such organizations, through their existing connections to the community, would have a sense of which candidates were most likely to succeed in the training and could therefore provide OWD with referrals—and, in the case of the cultural organizations, provide a prescreening. Though each of these categories of potential referral and prescreening organizations have different types of knowledge about potential participants’ readiness to take advantage of the training program, the organizations are in a position to have observed individuals’ persistence, basic literacy and numeracy, ability to take direction, reliability, and other characteristics that have been identified by training and industry representatives as critical for success in training and subsequent employment. The cultural organizations were also viewed as having interests aligned with the goals of the program; that is, they had an interest in their unemployed and underemployed members and employees receiving training and advancing their careers. The hope was that hospitality and leisure businesses, which might be reluctant to send their higher-quality workers to receive training in other industries, might be incentivized to recognize that their high-turnover industry would benefit, and that higher-quality workers would be attracted to work in the sector, even for seasonal or temporary pass-through jobs, because they would be interested in obtaining free training through the Career Pathways program.

**Originally planned training:** OWD originally proposed recruiting 180 candidates each year, half of whom would be selected through a randomization process to enter the cost-free training program. Training was proposed to occur in the summer because of the lull in the hospitality and leisure sector at that time. Given that the focus was to
provide training in AM and energy sectors, OWD proposed partnering with Delgado for the training, as it had for other training programs prior to the Career Pathways program. The proposed training was expected to represent a coordinated effort between Delgado and hiring firms in the AM and energy sectors to develop curricula designed to teach technical skills for which employers had current needs. The proposed duration of the training program was eight weeks, with courses taking place four hours a day, five days a week. After conferring with Delgado and employers, OWD proposed implementing four specializations or career pathways related to AM and energy, including welding, electrical, pipefitting, and industrial maintenance.

The AM and energy trainings were designed to have two parts, or “stackable credits.” The first part—CORE Plus—taught math and basic skills and used the National Center for Construction Education and Research (NCCER) curriculum. The second part taught participants NCCER entry-level skills specific to each specialization or career pathway of their choosing. The proposed training was designed to provide opportunities for participants to obtain stackable credentials as they progressed. When participants completed CORE Plus and passed the qualifying tests, trainees had the opportunity to obtain a NCCER CORE certificate of completion and Occupational Health and Safety Administration (OSHA) 10 certification.1 As they continued with the specialization component, participants could obtain a NCCER level-1 certificate of completion in that specialization (e.g., electrical level-1). Some students might opt to participate in higher levels of specialization (such as level-2 certificates within the specialization they select and accumulating credentials over time), but these activities would be outside of the program under evaluation.

Originally planned partnerships between government and nongovernment entities: Another feature of the Career Pathways program was to have government and nongovernment entities partner with one another to develop the program and ensure successful out-
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1 An OSHA 10 certification signifies that the recipient has taken a 10-hour course on occupational safety and health for construction workers and is able to recognize, avoid, abate, and prevent safety and health hazards in the workplace.
comes for participants, including completion of training and securing jobs that pay sustainable wages. To reach that end, it was proposed that OWD would cultivate partnerships with employers surrounding three main activities: developing the training curriculum, introducing training graduates to potential hiring firms through job fairs or site visits to potential industry partners, and providing graduates with on-the-job training opportunities. The goal was for these industry partners to be more likely to employ trainees, especially due to the prescreening component and employer-coordinated training curriculum.

3.1.2. Implementation of the Career Pathways Program Through Time

We now describe how each of the three main components of the Career Pathways program was implemented and highlight areas in which OWD and its partners modified their approaches from the proposed design. We also describe barriers to implementation and any unintended consequences (research subquestions 1b, 1c and 1d). A timeline of key modifications made to the proposed program design is located in Chapter 1 of the separate online-only appendix to this report.

**Implemented screened recruitment:** The population to be targeted by the New Orleans Career Pathways program changed from what was proposed in 2014. As indicated previously, in the original proposal, OWD planned to recruit training candidates primarily from the hospitality and leisure sector, both from community organizations and businesses. The goal was to target the unemployed and underemployed populations in that sector and receive referrals from partners in that sector based on their experiences employing or otherwise working with prospective candidates. Cultural partners were also considered to provide recruitment and screening. OWD invited organizations from the hospitality sector early on in the program design phase to discuss collaboration and recruitment.

There were two separate program design sessions held: The first was for representatives from nonprofit organizations that provide youth preparation and training through structured employment programs and for representatives from local businesses in the hospitality and leisure sector; the second was for individuals representing the cultural
organizations. However, organizations in the previously mentioned design session were particularly resistant to partnering with OWD on this initiative because they did not want to lose their best employees. In addition, due to issues related to political tensions between city government and major hospitality employers in New Orleans at the time, the partnerships with this segment of the hospitality and leisure sector never came to fruition as originally planned, forcing the OWD to reevaluate its target population and focus. The intended partnership with local nonprofit and for-profit businesses in hospitality and leisure therefore dissolved prior to implementation of the program.

As a next step, in the spring of 2016, OWD decided to rely exclusively on cultural partners to help with recruitment and screening. Specifically, the cultural partners—Social Aid and Pleasure Clubs and Mardi Gras Indians—were expected to help with recruitment by referring people into the pipeline from their respective membership bases and communities—and, in addition, to conduct the prescreening of potential participants.

In the initial planning stages, there were numerous cultural organizations that expressed interest in partnering with OWD and had representation at the Career Pathways program design session for Social Aid and Pleasure Clubs and Mardi Grad Indians, which the OWD held in 2015. The cultural organizations were interested in partnering because they saw the value of the pipeline in improving the livelihoods of those in their communities. The cultural organizations had discussions regarding the roles they could play and how they could assist with the recruitment and prescreening of potential participants. However, OWD experienced significant challenges in formalizing partnerships with the majority of the cultural organizations. According to the OWD, the primary reasons for this were related to limited capacity of some cultural organizations to take on program roles and responsibilities, requesting an amount of financial compensation for their time and involvement that OWD could not satisfy, or both. Subsequently, only two cultural organizations formally partnered with OWD for the Career Pathways program. These two organizations were compensated for their involvement using WIF grant funds; however, as described
later, the role of the cultural partners evolved over the implementation of the program.

**Recruitment of trainees:** In 2016, the two cultural partners advertised the program to members of their organizations and in their communities. However, this role was taken away from them for subsequent cohorts, because the marketing approaches they used had limited reach and impact, and did not lead to the sufficient number of recruited individuals needed for the summer program. This is not surprising, given that only two organizations were given the responsibility to recruit a large number of potential participants. The result was that the two cohorts that began in 2016 were partially recruited using the cultural partners, whereas all subsequent cohorts did not use recruitment from the cultural partners—reflecting one of a few changes around this same point in time that were later determined to have had a significant impact on the effectiveness of the training programs.

OWD organized a series of information sessions around the city in spring 2016, to which the cultural partners were to send their referrals to be prescreened. During these information sessions, the cultural partners disseminated the information they were given by OWD regarding the training and support that was to be provided.

Prior to the information sessions, OWD briefed the cultural partners about the structure of the program and where the trainings would occur to prepare them for their participation in the information sessions, prescreening, and referral processes. The cultural partners’ participants were paired with OWD (JOB1) team members who helped them with recruiting participants. However, the cultural partners reported being unprepared to answer some potential questions regarding the training. According to OWD, there were certain complex details about the training and services that the cultural partners were not expected to have answers for and that required input from OWD. For example, participant access to transportation or other supportive services is not as simple as a yes or no answer and often requires added context about eligibility requirements. To the extent possible, the nuances of the program were shared with cultural partners in a manner that minimized the sharing of incomplete information.
The cultural partners also indicated that they would have liked to contribute to defining the goals and the design of the training program and have been aware of what the training curriculum consisted of, so they could be more convincing when discussing the benefits of the program and overcome participants’ mistrust and disbelief about the program.

As indicated above, the recruitment efforts of the cultural partners were ultimately inadequate to ensure high turnout at the events or overall interest in the Career Pathways program. In 2016, after months of recruitment, only 32 potential participants were recruited, compared with the 180 participants originally proposed by OWD. As a result, in fall 2016, OWD opened recruitment to the public and turned to ResCare—a contractor for OWD, responsible for supporting the Career Pathways program in all its stages—to be the primary recruiter of candidates. The cultural partners were still involved in recruitment at this time, but this ended by early 2017. An outreach position to market the program was created through ResCare. The opportunity to be considered for entry into the program was made available to the public. Modified means of marketing and recruitment strategies included

1. social media (Twitter, Facebook)
2. radio advertisements
3. posting advertisements on Craigslist (community forum)
4. holding informational meetings at community centers
5. providing information about the program in the city’s five Opportunity Centers, where tablets were present for easy candidate sign-up
6. using available data to reach out to previous users of OWD services.

In addition, OWD asked other city agencies to promote and market the Career Pathways program through their industry liaisons.

Opening recruitment to the public led to changes in the targeted population. While the initial proposed design targeted underemployed individuals from the hospitality and leisure sector, the changes in mar-
keting strategies opened it up to the general public, including those who were unemployed as well as gainfully employed in other sectors but seeking a career change or increase in salary.

**Prescreening:** Given that cultural partners were unable to make enough referrals to meet recruitment numbers, which led to recruitment opening up to the general public, the partners’ role in prescreening shifted. OWD asked the cultural partners to prescreen all those who had applied to the training during the informational session that all applicants were required to attend. The cultural partners were tasked with using 15 questions, covering six core competency areas, to determine their eligibility to move forward in the recruitment process. OWD provided these questions to the cultural partners. This prescreening protocol is in Chapter Two of the separate, online appendix. The questions covered topics related to interest and willingness to participate, attendance, and timeliness.

After this first wave of prescreening, OWD felt that the cultural partners were uncomfortable asking the prescreening questions and determining participant eligibility—particularly of individuals the cultural partners did not directly know but who were from the partners’ communities. This might have affected the quality of partners’ screening abilities and led to the screening being less selective. It was the opinion of OWD that, at least in some cases, the screening was in no way selective, and that the cultural partners were recommending any interested persons for training. In addition, cultural partner prescreeners reported difficulty in getting through all of the questions that were provided by OWD.

Given this, as well as the fact that the cultural partners were having difficulty recruiting, OWD made the decision to transition prescreening responsibility to another entity; AM1 and IT1 were the only cohorts in the analysis under the prior screening through cultural partners, whereas later cohorts had the new screening process. OWD had conversations with the Opportunity Centers, established by the Network of Economic Opportunity, to assist in screening individuals interested in the Career Pathways program. The five Opportunity Centers in New Orleans are traditional workforce development agencies that have the capacity to assess workforce readiness skills and have
their own detailed standard screening to determine eligibility. However, the five Opportunity Centers expressed concern about selecting participants using a lottery process rather than providing services for all eligible applicants. Although the five Opportunity Centers used the same procedure to identify eligible participants, OWD was concerned that the Centers would not adhere to the requirement of the RCT and decided to take on the screening responsibility itself, with support from ResCare, at the end of 2016.

OWD began using its own screening process to determine eligibility to enter randomization for the training program. This screening system was utilized for all cohorts recruited after the “pilot cohort” through the end of the project. Screening during this time was implemented over a two-day candidate orientation. On the first day, candidates received information about eligibility to enroll in the program, details about the training itself and the various career pathways available, and potential employment opportunities that could be open to participants after successful completion of the training. On the second day, candidates who remained interested and eligible to continue brought in their required documentation, completed paperwork, and were then interviewed by an OWD or ResCare staff member. The following documents made up the aforementioned components of this screening (full documents are in the separate appendix):

1. **A Career Pathways Program Interest form:** This document consists of basic questions, such as candidate contact information and career pathway interest area.

2. **Checklist for Career Pathways Program Interest form:** This document consists of questions that aid in determining whether candidates meet the basic eligibility requirements for the program and could provide the necessary documentation needed to enroll, such as the individual’s Social Security card and three most recent pay stubs.

3. **Member Triage form:** This document consists of questions that further delve into candidate eligibility (e.g., if one had a criminal background). In addition, this document aided OWD and
ResCare staff in identifying whether candidates were already enrolled in or would need of any type of assistance.

4. **Orientation interview questions:** Interviews consisted of ten questions that fell under six domains and measured such competencies as communication skills, initiative, and fluency with technology.

Following the two-day orientation sessions, members of the OWD and ResCare team who screened candidates met as a group to debrief and discuss their opinions about which candidates should continue on to be entered into the randomization pool. According to OWD and ResCare team members, common reasons for candidates to not pass the screening round included having a negative attitude or displaying rude behavior.

As OWD was utilizing this screening process, it sought to improve the suitability determination system to make it more comprehensive and objective while still having the ability to identify individuals most suited for the training program (not just those who were eligible). OWD contracted Cygnet Associates to work on a new, more detailed screening system that was composed of criteria to measure candidate suitability for the training program and individual career pathways. The updated screening system assesses candidates’ career goals, persistence, satisfaction with status quo, level of social supports, circumstances, and optimism to change (see Appendix D for new suitability determination system materials, which were adopted by OWD in August 2017).

The final screening process was designed to evaluate whether candidates were a strong fit for training and the career pathways, as well as their likelihood to succeed in future employment opportunities in sector specializations. Similar to the “interim” screening process that OWD used before this new system was put into place, interested individuals were required to visit the OWD office to attend a two-day orientation and obtain an application packet. Interested individuals were asked to complete the application and provide OWD/ResCare staff with documentation (e.g., Social Security card, pay stubs) to determine initial eligibility. Candidates were also required to provide a resume
and were given “homework” after day one of the orientation. In some cases, this consisted of writing a career plan—demonstrating reasons why the individual wanted to apply to the Career Pathways program and particular specialization, as well as how this person would leverage their new skillsets to progress professionally. Individuals were also asked to complete a personal budget, which OWD used to identify if candidates needed or qualified for any support services that would enhance their likelihood to succeed in the training (e.g., child support, transportation needs).

In addition, the new candidate suitability determination system also assessed if individuals could make the time commitment to be successful in and after the training program. On day two of the orientation, individuals who made it through the first phase of screening were invited back for an interview by OWD and ResCare staff. The interview took about 45 minutes. The interviewer used a scoring rubric to obtain an overall score of suitability. The OWD/ResCare team no longer met as a group to subjectively discuss candidate eligibility. Based on the scoring rubric, individuals who underwent the screening interview and received a score of 70 or higher were deemed eligible for the program and placed into the randomization pool, despite any opinions the screening team might have had regarding candidates’ suitability—this is the greatest differentiating factor between the two screening processes.

In addition to the abovementioned screening processes, interested individuals who applied to the Career Pathways program in 2016, 2017, and 2018 were also screened for literacy, numeracy, and other basic skills using the TABE or Wonderlic Cognitive Ability Test.2 This information was used differently depending on the individual career pathways. For AM, for example, academic readiness screening was used to inform the training itself regarding the level of math and literacy that should be addressed. Interested participants were not denied participation if they scored low. On the other hand, for the IT path-
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2 The Wonderlic Cognitive Ability Test (formerly known as the Wonderlic Personnel Test) is a popular group intelligence test used to assess the aptitude of prospective employees for learning and problem-solving in a range of occupations.
way, the academic readiness information was used as one of the suitability and eligibility criteria.

The intent of the modification of the recruitment strategies was to improve participants’ selection process to ensure participants completed the program. These changes coincide with the increased effectiveness of the training programs, including program completion for the cohorts recruited after 2016, as discussed in Chapter Four.

While program designers initially proposed recruiting 180 training candidates to enter randomization once each program year (totaling a training cohort of 90 participants), given the challenges in recruitment, OWD changed its procedures so that recruitment occurred multiple times in each program year and on an ad hoc basis, with smaller cohorts. Training also occurred multiple times throughout each program year. Instead of three cohorts with 90 trainees each, there were ultimately 24 cohorts of varying size.

Those participants recruited in summer 2016 were the recruits who were prescreened by the cultural partners, referred to as the pilot cohort. Given the far smaller numbers recruited than anticipated and the realized need to change recruitment methods—and in consultation with the technical advisory support from the WIF National Evaluation Coordinator (Abt Associates) and DOL—this cohort was not randomized. All were entered into treatment and therefore were not part of the outcomes analysis RCT sample. This cohort was the only trainee group provided with the opportunity to receive funding to obtain a NCCER electrical level-2 certification, because of circumstances related to their pilot status.

Implementation of training: We next discuss the how the training component of the program changed over time. As explained earlier in this chapter, initially, OWD and its partners proposed recruiting participants into four career specializations related to AM and energy, based on market trends, but this was not accomplished. Participants were only recruited into the electrical specialization because of the small number of participants and their interest. However, in November 2016, the career pathway expanded to include training in IT, when labor demand in the energy sector did not grow as predicted due to falling oil prices. Many businesses in AM and energy, which were initially
interested in partnering with the Career Pathways program, backed out of participating.

Expanding the pathway training into IT also aligned with the Mayor’s Office of Economic Development’s strategic planning around expanding certain industry areas in the city—IT being one of those priority sectors. The Employment and Training Administration of DOL chose the city as a member of its TechHire Community of Practice, in which TechHire grantees share resources and successful practices to support jobseekers in technology occupations. New Orleans created a mirror position for IT, similar to the Infrastructure Sector Lead position (funded by the WIF grant) whose role was to identify job projections and assess sectoral needs; however, that position was not funded by the grant. In September 2017, OWD again expanded its pathways to include health care as a way to meet local labor market demands and the needs of the largest health care systems in Louisiana.

Throughout the remainder of this section, we will at times reference Table 3.1, which contains the counts of individuals at each level of training, by pathway.

**AM and energy:** Between summer 2016 and spring 2018, a total of 262 individuals were recruited and consented to participate across the pilot cohort (who did not go through the randomization process) and the nine subsequent cohorts (who did go through randomization)

<table>
<thead>
<tr>
<th>Table 3.1</th>
<th>Counts of Trainees, Attendees, Completers, and Credential Acquirers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AM</td>
</tr>
<tr>
<td>Consented</td>
<td>262</td>
</tr>
<tr>
<td>Assigned training</td>
<td>173</td>
</tr>
<tr>
<td>Attended training 1</td>
<td>133</td>
</tr>
<tr>
<td>Completed training 1</td>
<td>99</td>
</tr>
<tr>
<td>Attended training 2</td>
<td>47</td>
</tr>
<tr>
<td>Completed training 2</td>
<td>42</td>
</tr>
<tr>
<td>Acquired credential</td>
<td>96</td>
</tr>
</tbody>
</table>

**NOTE:** Numbers include training participants who were veterans or from the pilot cohort, none of whom are part of the outcomes analysis.
for training in AM with specializations in electrical, welding, pipefitting, and lineman skills.

Delgado provided all of the training in the AM pathway. The start dates are provided in Table 2.1. Delgado also leveraged its own internal services regarding special needs and adult education to support training participants. According to OWD, the training curriculum had been developed by both Delgado and AM and energy sector businesses through a DOL Trade Adjustment Assistance Community College and Career Training grant. According to OWD, Delgado convened instructors and employers to design the curriculum. Our interviews with employers indicate that they provided general suggestions regarding the curriculum. Overall, the curriculum was broad and based on NCCER standards. The industry partners strongly recommended to the community college that it add an OSHA10 course to the training to improve the competitive edge of pathway graduates when they seek jobs; this recommendation was accepted. In April 2017, Delgado also added a Green Infrastructure curriculum component to the training, which was first initiated during the fourth cohort’s CORE Plus module. This latest addition was motivated by the city’s emphasis on initiatives surrounding waste and water management and coastal restoration and resiliency.

The typical duration of the AM training program was six to eight weeks long, with courses taking place four hours a day, five days a week. The length of the training also varied depending on whether it included Green Infrastructure. The training had two components: a core component (CORE Plus) and an NCCER electrical level-1 component. The core component taught math and industry occupation safety. It included nine math modules that the students needed to pass before moving on (if they chose) to electrical level-1. Students were allowed to retest in math if they did not pass a module the first time. In electrical level-1, students were taught entry-level skills related to electrical work and were provided with opportunities to apply the tools in their classes.

During the training, students were tested in order to obtain their NCCER CORE certificate of completion, as well as their OSHA10 credential. As of spring 2018, cohorts also had the opportunity to be
tested to receive a certificate of completion in Green Infrastructure. There had been a lapse period between the Core Plus and the electrical level-1 components of the training for cohorts 1 and 2, due to low registration numbers following CORE Plus. Subsequently, trainees from those cohorts who were interested in moving on to the next training module were forced to wait until the electrical level-1 course for cohort 3 was offered (April 2017). This led to a number of participants dropping out because they needed to find employment for financial reasons. As indicated above, because of the decrease in the number of participants, the three cohorts were grouped together to receive electrical level-1 training.

Of the 173 assigned training in AM, 133 attended at least one class. Of those, 99 completed the first round of training, and 96 acquired credentials. Also notably, 42 of the 47 individuals who began the second round of training also completed it.

**IT:** Between fall 2016 and spring 2018, a total of 220 individuals across nine cohorts consented to participate in IT training, and 124 trainees were selected to begin training in this career pathway. Of the 124 trainees, 103 have completed training, with 67 receiving a credential. The rate of participation in the second round of training was much lower in IT than in AM, with only 16 individuals beginning second-round IT training, and only four completing it.

New Horizons Computer Learning Center (New Horizons), Delgado Community College, Operation Sparks, and Goodwill provided the IT trainings. New Horizons Computer Learning Centers, one of the largest IT training companies in the United States, trained four of the nine cohorts from fall 2016 through the end of summer 2017. In 2017, OWD asked Delgado to provide two new cohorts with Cisco training starting in October 2017, and then again in August 2018. Similarly, OWD brought in Goodwill to provide IT training for one cohort in February 2018, and Operation Sparks to provide training to two cohorts in JavaScript starting in April and July 2018.

OWD indicated that it had used New Horizons before for other trainings not related to the WIF grant. For the IT pathway, New Horizons implemented a curriculum that it had used in other trainings. Employers were not asked to provide input regarding the curriculum.
The IT pathway curriculum focused on Network+ and Security+ certifications. After completing the curriculum, New Horizons offered testing for certification purposes. All the classes were fully online. Students could therefore attend from any location, though they were encouraged to attend one or two sessions per week from one of the New Horizons Learning Centers in New Orleans. The sessions were recorded so that students could either attend them live or access them after the lecture. The duration of the training varied for these cohorts, as trainees were provided with a range of start and end dates to choose from for their coursework. On average, training took place for five days a week, and lasted four and a half hours per day. The course included a lab where students practiced answering test questions. There were no opportunities for students to have hands-on experiences with IT employers.

The students enrolled in New Horizons’ IT pathway did not have the academic preparation that traditional students have, so New Horizons made several minor adjustments to the training (free of cost to OWD), including placing more emphasis on fundamental concepts in the curriculum, providing online study sessions for the participants (cohort 2), requiring certificate testing to occur within 30 days after curriculum completion, and allowing participants to take the certification test more than once. Because of the online nature of the training, New Horizons incorporated approaches to engage students during the classes, such as polling and opportunities to communicate with the instructors during breaks or specific periods. But even with those techniques, there were issues with student attendance. New Horizons, as well as OWD, indicated that attendance was not consistent. Purely online courses presented a challenge in keeping students motivated and engaged in their courses. Students required more support in both mastering the content and managing their time. This mode of teaching and learning did not allow for face-to-face interaction between faculty and students. Faculty were therefore unable to detect student

---

3 Network+ is an entry-level certification used to measure skills as a network technician. Security+ is an entry-level, vendor-neutral security certification that builds off of the network security knowledge covered by the Network+ certification.
lack of engagement and intervene in a timely manner. New Horizons and OWD engaged in a variety of efforts to monitor and encourage attendance. For example, New Horizons monitored every trainee who logged into the sessions. For those who did not, faculty members would contact them via e-mail and telephone. New Horizons also provided attendance lists to OWD so they could follow up as well.

**Health care:** Between fall 2017 and spring 2018, a total of 134 individuals consented to be randomized for training in health care programs. 70 were assigned training; all 70 attended the first round of training and 57 completed it. Participation in the second round of training was rare, with only two individuals starting and one completing. 40 of the trainees acquired credentials (Table 3.1). For five cohorts, one-on-one patient access training was provided by Ochsner Health Systems, while the remaining four trainings on medical billing and coding were provided by Goodwill. Ochsner’s training program trained participants in entry-level administrative and clinical positions but offered stackable credentials for participants to pursue further education in the health care field.

Because the health care trainings were built and taught later than the trainings for AM and IT, we were only able to capture information from a smaller window of implementation time. Details on impediments to trainings and experiences of trainees are therefore limited.

The expansion of the training programs to cover sectors with high job demand increased the alignment between training programs and labor market needs, which might have contributed to the positive employment outcomes seen with the IT and health care cohorts, which we discuss in Chapter 4.

**Development of partnership between government and non-government entities:** During the proposal preparation and initial planning, OWD worked jointly with businesses to develop the vision of the New Orleans Career Pathway. According to OWD, the businesses have moved away from this partnership for a variety of reasons, including lack of capacity, inadequate funding for continued participation, or perceived misalignment of their mission with the mission of the Pathway.
While employers, as part of WIF, engaged in coordinated activities with OWD, their partnership with the OWD can be described as “loosely coupled.” Our interviews with a few employers indicated that their involvement mostly consisted of orientation-session presentations to participants about job opportunities and skills needed at employers’ firms, and the sectors they serve. In 2017, a few employers had been invited by OWD to conduct mock interviews with Pathway candidates to train them on how to answer questions during job interviews. Two employers reported reviewing the resumes of a few Pathway candidates for positions that they had posted. One of them committed to hiring one Pathway graduate. The two employers interviewed indicated that there was no guarantee they would hire the candidates. In fact, employers stated that they relied on other labor force pathways to access qualified workers.

Throughout the duration of the program, however, OWD reported that they were strategic in terms of which businesses they would formally invite into a partnership. An example of one such business was Ochsner Health Systems. In 2019, Ochsner was among the top five employers in the Greater New Orleans area in terms of number of employees, and it had been involved in other workforce development programs. One such program consisted of customized training for entry-level positions on “the clinic side of the house.” More than 290 individuals were trained, and about 250 of those trainees received employment at Ochsner facilities after completion of the program. OWD replicated this type of training with Ochsner using WIF funding. The training targeted entry-level positions in medical assistance, and was specific to Ochsner’s needs.

### 3.2. Trainee and Trainer Experiences

We next evaluate research question 2: In what ways are participants (both the trainees and employers who hire the trainees) experiencing the program? This includes evaluation of the following research subquestions:

a. What are some positive and negative experiences, and how is program effectiveness perceived?
b. What are participants’ suggestions for improvement?

To answer these questions, we summarize comments from interviewees, focus group participants, and responses from the phone survey regarding stakeholders’ experiences in the program and its perceived quality and effectiveness in meeting its goals.

3.2.1. Stakeholders Noted a Number of Positive Aspects About the Training Program

First, trainees in focus groups reported that the curriculum provided a “good foundation” of the basic fundamentals to the sector. Trainees who had completed the pipefitters training noted that they appreciated how the instructor stressed the importance of safety, given how important this knowledge was for obtaining and retaining a job in the energy or construction industries. One focus group participant commented that he still studies the safety book provided in the course, and that “the safety tips were excellent advice.” Trainees were often realistic about what the courses provided. For example, one focus group participant in a pipefitters course noted, “I would refer individuals to the program but will explain to future students not to expect to become experts from just this course. In order to become an expert in this field, they will have to attend additional training.” And about 75 percent of phone survey respondents either “strongly agreed” or “agreed” to the prompt: “The trainer balanced lecture with hands-on activities in the field.”

Second, the WIF program offered counseling and social supports as a way to support students’ attention and their retention in the programs and to encourage course completion. For example, as part of the WIF grant, participants were connected to OWD navigators or case managers who helped students develop a personal strategy based on their needs. The navigators also provided reactive advisement when needed. The navigators would talk with struggling students and provide them with needed support. Participants in the AM cohort were also connected to career developers at Delgado to help them identify available jobs and prepare their resumes. This service was part of other funding sources that Delgado was able to use for this program. A Del-
gado staff member explained the various ways that the college supported the students in the program:

Academically, I have pulled each student into my office and created a resume for every one of the students for all 60 students. Even if they already had one, we made an updated one that included all of the certifications that they would receive through the program and putting Delgado on [the resume] as well. Also, I helped with role-playing interviews and practicing standard questions that are typically asked during a job interview. Each student also works with a teacher who talks with students about their long-term academic goals, such as whether the student would want to continue their education at Delgado for an associate degree; the teacher could help them do that and transfer credits.

New Horizons also incorporated some support to help participants develop their resumes. New Horizons initially did not have the capacity to provide this support, but as part of the WIF grant, its staff were trained on helping participants develop their resumes by the IT lead for the city of New Orleans. In addition, in 2017, the cultural partners started to provide mentorship services to all participants in the AM and energy and IT pathways. Their role had transitioned from prescreening and recruiting participants to supporting and monitoring them. The cultural partners convened quarterly events where they addressed a topic relevant to the participants. Cultural partners supplemented the quarterly meetings with biweekly check-ins with participants to discuss personal issues or challenges they were facing that could affect their completion of the pathways.

Third, when asked about the quality of pathway program trainees compared with other employees in similar jobs at the business, interviewees noted anecdotal evidence and their personal observations that the program trainees were of a higher quality: Trainees had stronger content knowledge when they started and seemed to know what to expect while on the job, which then led to higher retention rates.
3.2.2. Areas in Need of Improvement

More opportunities for hands-on practice or real work experience:
Across all cohorts, the trainees with whom we spoke reported that the program did not provide them with enough real work experience. They viewed the pathway as helping them obtain accreditation for entry-level positions but lacking adequate opportunities for participants to apply what they learned in labs or real settings. Participants reported the need to be provided with internships to build work experience and to be competitive in the labor market. The most vocal students were those in the electrical and pipefitters’ courses, who noted that having more time doing hands-on practice while in the course would have been beneficial. As one pipefitting student put it:

Most of the training occurred in class with the book and we only spent two hours of shop work. I noticed that plenty of students could not relate to what they learned in the book to the actual tools in the shop. . . . hands-on, many students were clueless and their practical skill was a minimum.

An electrical trainee commented:

We need additional time in the shop to do actual projects. This skill level will not prepare me in getting a job unless I get employed as an apprentice.

This perspective was partially corroborated in the phone surveys. A medical billing respondent reported in an open-ended comment: “Training is a good idea on medical billing, but it did not go deep enough and there wasn’t any guidance on applying it or finding a job.” However, as noted above, 75 percent of the respondents agreed or strongly agreed that the trainer balanced lectures with hands-on activities in the field.

Lack of awareness and communication about stipends or other benefits available to students: Participants were provided with a materials and transportation support to ensure they attended their classes. For example, pipefitters and electricians were provided with tools and equipment. However, this was communicated haphazardly to
students, and trainees did not know what types of benefits or supports were available to them. For example, in one focus group, a participant relayed a story that a student transferred from another location and told the participant about a stipend the participant might qualify for that he was not aware of. The participant was also told that all equipment and tools would be provided but then got charged for boots. This focus group participant expressed frustration about not receiving exact information about stipends, materials, or benefits he could have utilized. He commented: “The program needs to provide all the information to students prior to the course starting date, and give all the tools/supplies the first day of class.”

Although some monetary and material support was offered, a common concern among focus group participants and interviewees was that such support was inadequate. In some cohorts, participants were not allowed to work while enrolled in the training; however, according to our employment records, many did. While being a full-time student could make participants focus on their training, this setup also made them financially vulnerable. Training provider interviewees reported that some students dropped out because they took on a job to provide for their families.

**Personalized instruction and curriculum that integrate employability skills:** We heard from all focus groups a desire for the course to be extended so that trainees could learn more and be more employable on the job market. One phone survey respondent’s open-ended statement supported this perspective: “It’s difficult to find a job because the training is only level 1 and job opportunities want higher level.” Training providers also commented that the courses were meant to be entry-level by design and were to whet the appetite of trainees—if they wanted more education, they could do that. And yet, it was understood that an entry-level course might be inadequate. One training provider interviewee commented:

> I think the only hindrance is the time constraint. You can get through a level one of training within the time allotted but you cannot get into a level two. Level one gives you that entry-level introduction to the craft but it does not give you that deep dive
that you would have in a level two. The funding portion is great; we just need more of an extended period on the amount of time that the training must be completed in. That would really just be the best service to the students.

Another common theme was the lack of flexibility in the curriculum and instruction, noting that there was little individualized instruction. For example, one focus group participant noted that he would recommend changing the curriculum so it would not to be “so strict.” Another trainee added: “Personalize the curriculum and allow the instructor more leeway to come up with their own course curriculum and get it approved by the program director.” A course instructor also noted that the curricula were intended to meet industry standards so that students could pass a credential test; given the pace that was expected of the instructor, it was difficult to personalize learning for struggling students.

Moreover, the content of the curriculum focused on knowledge and applied skills (to some extent), but not on workplace competencies or employability skills, such as showing up every day on time, following instructions, or problem-solving—all of which are important skills to have for any job. Stakeholders we interviewed, including employers, indicated a need for the training to integrate the development of soft skills. One employer stressed that, for entry-level jobs, it is more important to ensure that the participants have the soft skills needed, such as interviewing skills, dependability, and punctuality, than having the technical skills because employees can always learn technical skills on the job. Faculty conducting the training also indicated the need for the training to promote those nontechnical employability skills but voiced challenges in doing so, given that the participants “are adults and likely to have been set in their ways.”

**Reported lack of job counseling and employer engagement:** More than half of surveyed training participants reported receiving information on job opportunities from OWD through JOB1, compared with a third of nonparticipants (see Figure 3.1). Similarly, about 40 percent of surveyed participants received resume development and job-readiness services from JOB1, compared with 30 percent and 23 per-
Effectiveness of Screened, Demand-Driven Job Training Programs

While the non-WIF grant JOB1 services were made available to the nonparticipants (control group of the project), the services did not facilitate participant-employer connections, despite this being a key intended feature of the Career Pathways pipeline. Less than a third of training participants and nonparticipants reported OWD or JOB1 introducing them to employers, with the difference between treatment and control groups for this question being not statistically significant.

The survey finding is substantiated by findings from the focus groups. A majority of focus group participants commented that they would have liked more connections with employers.

In 2016 and 2017 data collection windows, some participants reported that not many businesses came to their classes to talk about job opportunities and the ones that did were unrelated to their field.
No focus group participants in 2019 recall an employer coming to a classroom to talk about jobs available or what it was like to work for a particular employer. Though the training program providers and the JOB1 Career Center provided job counseling opportunities, there was not an opportunity embedded in the course for students to engage with employers. Rather, students could attend job fairs or talk with a job counselor. One focus group participant noted: “As long you visit the JOB1 office on a regular basis, they are willing to assist you.” Focus group participants suggested that program designers “reach out to more companies to assure student get internships or permanent jobs.”

Phone survey respondents had mixed responses on whether the training was useful in helping them find a job. Of the spring 2019 wave of phone interview responses, 49 percent responded that they strongly disagreed or disagreed that the training they received was helpful in finding a job, and 51 percent strongly agreed or agreed; 48 percent agreed or strongly agreed that it helped them find a better paid job. There is also mixed evidence about the extent to which the training helped them in their current job, with 55 percent agreeing or strongly agreeing that it helped them succeed in their current job and 51 percent agreeing or strongly agreeing that it helped them advance in their job. See Appendix B for the full results on these survey questions.

One phone survey respondent in a health care industry cohort noted:

The biggest problem was that the promise for internships were not fulfilled. The internships were promised in the orientation.

Another health care cohort phone survey respondent stated:

It felt like they were just trying to meet a quota rather than truly help the students be successful. It didn’t feel like they really helped students find jobs or connect with the industry.

An AM cohort phone survey respondent painted a dismal portrait of employment support:
JOB1 gave me the runaround. No follow-ups and no leads. They have not been any help or assistance at all. My caseworker doesn’t contact me. Nobody follows up with me.

**Screen to include a person’s comfort level with certain tasks:** Employers and instructors with whom we spoke commented that, on a few occasions, they had encountered talented trainees who simply were not prepared for the challenging nature of the job once they completed the program. As an example, one instructor commented that it would benefit the program to incorporate a screening and application process before the students start training as a way to determine people’s comfort levels and awareness of the expectations of the jobs. He explained:

I’ve run into people who are uncomfortable doing things such as climbing a ladder and things you need to do on the job. If [training providers] had a physical test [that participants had to pass] to be able to be qualify to go into the program, . . . an applicant would demonstrate they are comfortable doing the task or [the applicant is] not going to be necessarily employable.

### 3.3. Nature of the Program Partnerships

In this section, we evaluate research question 3: *What is the nature of the partnership among the various organizations?* This includes evaluation of the following research subquestions:

a. What is the perceived effectiveness of the partnership among the involved entities (e.g., OWD, community college, local businesses) in establishing the Career Pathways program?  
b. Are there areas in which the collaboration could be strengthened?  
c. Are there any unintended consequences as a result of this partnership?
We summarize comments from interviewees to document ways in which stakeholder organizations partnered, how those partnerships changed over the course of the project, and note interviewees’ responses about ways in which the collaborations could be strengthened.

The “loosely coupled” dynamic among the stakeholder partners described throughout this chapter resulted in some challenges. As detailed in Chapter 3.1, OWD made a number of changes in partners over the course of the project. Two of the most dramatic changes were in which organizations would undertake the recruitment and screening of applicants and which industry partners would be invited to participate.

- Cultural organizations were transitioned out of the role to recruit and prescreen potential applicants to the program into more of a mentorship role; OWD asked ResCare to take over the task of recruiting and screening potential trainees.
- When confronted with the challenge that industry partners in the energy sector would no longer participate, OWD shifted the career pathway from energy and AM to AM and IT, and then added health care.

We found that some partners did not have the capacity to implement certain aspects of the program successfully. For example, the cultural partners that were selected to help recruit and prescreen the potential candidates did not have sufficient experience for prescreening and felt uncomfortable doing so with members from within their communities, nor did they have sufficient funding or organizational capacity to carry out the requested activities. They seemed unable to identify whether potential participants had the needed skills to complete the training. Subsequently, OWD made the decision to take on the prescreening responsibility that was originally intended for hospitality employers and then given to the cultural partners. OWD took on this responsibility to ensure that prescreening was implemented in a standardized way and would yield a sufficient number of training candidates. We also heard from interviewees that the loose coupling
left them feeling less than integral to the planning and thus left out of
decisionmaking.

As described in Chapter 3.1, throughout the course of the proj-
ect, OWD modified programming and adjusted the components
of the program, which seemed to result in more-aligned and better-
functioning relationships. In our final window of data collection in
2019, we found that the organizations involved with OWD in the last
year of the program had a strong sense of purpose in the partnership
and reported that collaboration was positive. OWD, training provid-
ers, and employers we interviewed in this window commented that
the partnerships were “strong” and “valuable.” Employer interviewees,
in particular, reported strong working relationships with OWD and
training providers and that they felt that their employment needs were
taken into consideration. Overall, there were many positive comments
about the working relationships among the three stakeholders. For
example, an interviewee from a training provider commented, “We all
share the same goals. How are we going to help this city and the people
in this demographic? Everyone has the mindset of how we are going
to help. We all have a good rapport and good relationships. And we
are very supportive to get people into trainings that will change their
lives.”

3.4. Conclusion

This chapter summarized findings from the implementation analysis
to answer three research questions:

1. How closely do the program’s design features and policies follow
   the original plan, and how are they functioning?
2. In what ways are participants (both the trainees and employers
   who hire the trainees) experiencing the program?
3. What is the nature of the partnership among the various orga-
nizations?
In response to research question 1, we found that OWD implemented the program components but modified the program features over the course of the project, and did so in a strategic manner based on internal determinations about whether partnerships were successful and whether the program was operating in a way that would benefit the number of trainees it was intended to. Expanding the career pathways to include IT when industry partnership with the energy sector fell through is one example of the agility with which OWD used its WIF funding to respond to workforce needs and the priorities of the Office of Economic Development and the city overall. In September 2017, OWD also expanded its pathways to include health care to meet local labor market demands and the needs of the largest health care systems in Louisiana. These shifts highlight the advantages of public-private relationships in developing demand-driven training curricula and choosing the pathways most likely to be of benefit to the local economy. In addition, ensuring consistency in screening and randomizing participants by OWD leading this process—instead of social and cultural partners and Opportunity Centers as initially proposed—seems to have led to better program assignments.

In response to research question 2, we found that stakeholders reported a number of positive impressions of the program. Trainees in focus groups reported that the curriculum provided a “good foundation” of the basic fundamentals to the sector. The WIF program offered counseling and social supports as a way to support students’ attention and retention in the programs and to encourage course completion. Finally, employers with whom we spoke reported that the Career Pathways program trainees, anecdotally, had stronger content knowledge when starting a job and seemed to know what to expect while on the job, which then led to higher retention rates. We also found a number of areas that stakeholders reported were in need of improvement. Both trainees and employers wanted the training to provide more opportunities for hands-on practice or real work experience (e.g., internships or on-the-job exposure). Moreover, communication about the availability of stipends or other benefits to trainees was lacking; many trainees with whom we spoke were unaware that these were available. Trainees also noted that instruction and curriculum could be more individual-
ized and integrate employability skills—such as showing up on time and following direction—which employers reported wanting from new hires. Job counseling and employer engagement was also reportedly lacking. An instructor also noted that the program could be improved if the screening mechanism for entrance into the program included a person’s comfort level with certain tasks, since the instructor noticed that some students were not prepared for the types of uncomfortable tasks they could encounter (such as climbing a ladder).

In response to research question 3, we found that, over time, the nature of the partnerships and relationships shifted and adjusted. By the final two years of the project, OWD recognized that a loosely coupled partnership was not as effective as they had hoped. OWD decided to be more strategic in terms of which employers they invited to participate, and to guide training program development to be demand-driven specifically for those local employer partners. In making these types of midcourse corrections and creating tighter relationships among the partners, OWD succeeded in developing stronger partnerships than those with which it started and in creating a more purpose-driven program overall.

The modifications that occurred over the course of the study seemed to strengthen the program design because they were more responsive to local context and capacity. The modifications did not affect the overall design and its components, but they improved implementation. Specifically, these modifications improved the alignment of training programs with local labor market needs, improved recruitment methods, ensured better screening processes, and strengthened partnerships with employers. As noted in Chapter 3.1, these modifications, over time, might have contributed to the success of the program that we discuss in Chapter Four, in that later cohorts that experienced the modifications had better outcomes than earlier cohorts.
Outcomes Analysis

Chapter Three discussed how the Career Pathway program’s implementation plan and goals followed and at times differed from the implementation in practice. In this chapter, we take that implementation as given and examine the effect of the program on various outcomes. We investigate the analysis related to the quantitative analysis of the effectiveness of the program, as delineated in research questions 4 through 8. These encompass an evaluation of the program participation (research question 4); the effects on employment and earnings (research question 5); the effects on secondary characteristics of job persistence, job satisfaction, and arrests (research question 6); the relationships between profiling tool scores and outcomes (research question 7); and whether the characteristics of a trainee’s peers are related to employment and earnings outcomes (research question 8).

The research design for this analysis is an RCT. This allows for straightforward statistical analysis that is not contaminated by selection bias that would affect evaluation of nonrandomized job training programs. That is, consider an alternative research design in which the sample of individuals that get training self-select into training and the comparison group does not select into it. In this case, training status might be partially the result of positive attributes of the trainee (such as drive, grit, and ability) and would also affect employment, earnings, and arrests. Without careful modeling and analysis, this selection into training would bias the results toward finding positive effects due to these related attributes. Through randomization, however, both the treatment (assigned training) and control (not assigned training) group
members selected into the same pool; our analysis is free of this complicating factor.

Given that randomization occurs after screening, both treatment and control persons have passed the screening threshold, and we cannot contrast outcomes for individuals who did not pass the screening within the cohort. Thus, the analysis measures the effectiveness of the demand-driven pipeline among a population of prescreened individuals, and not the complete effect of the training pipeline; i.e., the effectiveness of both screening populations for training and delivering demand-driven training with firm coordination. The details of the methodology, as well as descriptions of treatments for validity, are contained in Appendix B.

For evaluating outcomes, the unit of analysis is always the individual who enters into the training program randomization pool. We were unable to acquire data, outside of a few interviews, that would have allowed outcome analysis on the employers, such as whether they felt the training program was providing them with more-qualified candidates. For context of the magnitude of the different treatment effects, Table 4.1 presents the average of the various investigated outcomes for the control group. Because of the randomization, Table 4.1 therefore presents what average outcomes would have been for the population admitted to the program, absent the Career Pathways intervention. For example, we find that average quarterly earnings for the control group are $3,317.1 Table 4.1 also indicates that 6.5 percent of individuals were arrested in the period after the start of training and before the end of data collection (an average of 1.5 years).2 Because it is of particular interest in the discussion, we also provide the control group arrest rate for men. We will reference the average values shown in Table 4.1 when discussing the size of the estimated impacts of the training program.

---

1 All earnings in this report are expressed in real terms, as of quarter 3 of 2018, the final quarter for which we have employment and earnings data.

2 Given that we have exact dates of the start of training and when the data sample ended in April 2019, we calculate the fraction of year based on the number of days.
4.1. Program Participation

We first turn our attention to research question 4: What are the levels of program participation? This includes the following research subquestions:

a. At what rates do individuals invited to participate in training attend training, complete training, and earn credentials?
b. How do these rates vary by age, gender, baseline employment status, and baseline earnings?
c. Do these rates change from the beginning to the end of the study?

We next provide the results of the outcomes analysis. The first set of outcomes we look at involve program participation. For those assigned to the training group, we calculate the percentage who attended or completed the first and second round of training, as well as the percentage who acquired a credential. We calculate this separately for each quarter that individuals assigned to training groups to show trends over time. These rates are presented in Figure 4.1.

The attendance rate, defined as attending at least one class session, for the first round of training is relatively high at around 83 per-

Table 4.1
Average Outcomes for Control Group After Training

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employed (fraction)</td>
<td>0.663</td>
<td>0.473</td>
</tr>
<tr>
<td>Quarterly earnings</td>
<td>3,315</td>
<td>4,044</td>
</tr>
<tr>
<td>Job duration (quarters)(^1)</td>
<td>0.496</td>
<td>0.340</td>
</tr>
<tr>
<td>Job satisfaction (0-3)*(^1)</td>
<td>1.742</td>
<td>1.105</td>
</tr>
<tr>
<td>Arrested post-training (fraction)</td>
<td>0.065</td>
<td>0.247</td>
</tr>
<tr>
<td>Arrested post-training, men</td>
<td>0.109</td>
<td>0.313</td>
</tr>
</tbody>
</table>

NOTES: * Higher values indicate greater satisfaction. All estimates come from authors’ calculations and authors’ data. \(^1\) = set to missing for those who were not employed after training.
cent. The attendance rate for the optional second round of training is substantially lower, at 20 percent of those assigned to training, which is 31 percent of those who completed the first round of training. Of the 83 percent who attend at least one session, 77.8 percent completed training, for an overall completion rate of 64.4 percent. This is a relatively high rate of completion for training programs aimed at disadvantaged workers who face several obstacles to participation and have a lower income to support at least partial removal from the labor market during training. The average credential rate of 54.4 percent (or 65.7 percent, conditional on attending at least one session) is relatively high as well, given that credentials could be important signals of skills to potential employers.

Finally, there is an overall upward trend in most of these measures of participation. Table 4.2 presents simple bivariate regressions
Outcomes Analysis

We find positive coefficients (or improvements over time in measures of participation) that are statistically significant for all but credentialing. The coefficients are large; for example, the completed first round of training coefficient of 0.23 suggests that training cohorts that started one year later have completion rates on average 23 percentage points higher. This demonstrates that not only are the program participation outcomes relatively high for these types of job training programs and populations but they were improving significantly with later cohorts. As discussed in Chapter Three, this may be due to changes in program implementation (such as recruitment and screening methods), to the mix of pathways offered, or simply to improvement over time in the quality of the program.

In Table 4.3, we analyze the relationship between sociodemographic variables (as reported in the baseline) on the probability of attending and completing the training and obtaining credentials, among individuals randomized into training. We found that women were more likely to obtain credentials than men, and the difference

---

**Table 4.2**

Regressions of Training Participation Outcomes on Starting Year and Quarter of Training Assignment

<table>
<thead>
<tr>
<th>Starting date (in years)</th>
<th>Attended First Training</th>
<th>Completed First Training</th>
<th>Attended Second Training</th>
<th>Completed Second Training</th>
<th>Credential Attainment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.154**</td>
<td>0.232**</td>
<td>0.281**</td>
<td>0.188*</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td>(0.013)</td>
<td>(0.041)</td>
<td>(0.086)</td>
<td>(0.583)</td>
</tr>
<tr>
<td># Obs.</td>
<td>261</td>
<td>261</td>
<td>261</td>
<td>261</td>
<td>261</td>
</tr>
<tr>
<td># Study IDs</td>
<td>261</td>
<td>261</td>
<td>261</td>
<td>261</td>
<td>261</td>
</tr>
</tbody>
</table>

**NOTES:** Obs. = observations. This analysis is considered exploratory. Each effect is estimated in a separate regression. *p*-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training cohort. Each regression additionally contains a constant. *** indicates *p*-value smaller than 0.01; ** indicates *p*-value smaller than 0.05; * indicates *p*-value smaller than 0.1.
is relatively substantial and statistically significant (11.2 percentage points). We also found a similar higher probability of earning a credential for participants with reported incomes larger than $5,000 a year. Notably, we also found that older individuals (older than 35) have substantially higher rates (ranging from 12 percent to almost 21 percent higher) of attending and completing training and earning credentials. These differences are statistically significant, at the 0.10 level or lower.
4.2. Program Effects on Employment and Earnings

We next evaluate research question 5, *What effect does the program have on employment and earnings?* This involves several research subquestions, as described below.

4.2.1. Overall Effects of the Program on Employment and Earnings

We first examine research subquestions 5a: *Does offering demand-driven prescreened job training lead to an improvement in employment status following the training period?* and 5b: *Does offering demand-driven prescreened job training lead to an improvement in earnings following the training period?* Table 4.4 provides the estimates of the effects of the training program on participants’ employment. We define employment as whether an individual has non-zero earnings in a given quarter. Our analysis includes only cohorts that ended their training at least one quarter prior to the third quarter of 2018, which is the latest quarter for which we have administrative employment and earnings records; we included in the analysis every quarter of post-training period data on employment and earnings that was available (except for the analysis represented by Figure 4.3, which will be discussed later in this chapter).

The first row in Table 4.4 shows the ITT treatment effects. These results are based on treatment assignment, whether the individual assigned training ever attended training or not. Overall, pooling all cohorts, we do not find effects that are statistically different from zero. Based on the previous analysis that indicates participation was dramatically increasing in successive cohorts, and based on the assumption that there is a return to experience, or learning-by-doing, in the organization and implementation of the training programs (both for the city and for the training providers), we examined whether there was a clear break point after which training impact was dramatically better in terms of positive results on employment and earnings. The second

---

3 For the analysis represented by Figure 4.3, we limit the sample to individuals observed at least five quarters after the end of training, in order to estimate the trend of the effect on earnings over time.
Table 4.4  
Average Effects on Employment Status

<table>
<thead>
<tr>
<th></th>
<th>All Cohorts</th>
<th>2016 Cohorts</th>
<th>2017 and Later Cohorts</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITT (OLS with training assignment)</td>
<td>−0.007</td>
<td>−0.285*</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>(0.867)</td>
<td>(0.087)</td>
<td>(0.336)</td>
</tr>
<tr>
<td>TOT (2SLS with training attendance)</td>
<td>−0.009</td>
<td>−0.311*</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>(0.867)</td>
<td>(0.085)</td>
<td>(0.329)</td>
</tr>
<tr>
<td># Quarterly obs.</td>
<td>1,591</td>
<td>376</td>
<td>1,215</td>
</tr>
<tr>
<td># Study IDs</td>
<td>395</td>
<td>59</td>
<td>336</td>
</tr>
</tbody>
</table>

NOTES: OLS = ordinary least squares; TOT = treatment on the treated; 2SLS = two-stage least squares. This analysis is considered confirmatory. Each effect is estimated in a separate regression. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects. Employment regressions control for average employment prerandomization. Earning regressions control for average earnings prerandomization. 2016 cohorts refers to those cohorts that began training in 2016; 2017 and later cohorts are those that began training in 2017 or later. *** indicates significance levels smaller than 0.01; ** indicates significance levels smaller than 0.05; * indicates significance levels smaller than 0.1. Interference is adjusted using Benjamini and Hochberg’s (1995) procedure, with domains defined by sample (e.g., 2016 cohorts for both ITT and TOT analysis are in one domain).

The row presents the TOT effect, which is estimated using 2SLS regressions, using treatment assignment status as an instrument for attendance. This measures the effect for those who attend at least one day of the training. This makes the effects slightly larger in magnitude, given the fraction of the people that never attend is nonzero. The ITT results are the more policy-relevant of the two, because they capture the reality that treatment assignments can be made but there may always be some who do not attend despite being offered the treatment.
We also split the sample into cohorts that started in 2016 and cohorts that started in 2017 or later. In general, the effects for the first two cohorts (AM 1 and IT 1) are negative and significant, with a lower probability of employment for those assigned into the training group. This negative effect disappears and even becomes slightly positive (although not statistically significant) for the 2017 and later cohorts.

Table 4.5 presents the effects on quarterly earnings. We present the results for both unconditional earnings (values of zero entered for any person in a quarter they did not work) and conditional earnings (regressions limited to observations where there were positive earnings that quarter). We again find dramatically different effects for the 2016 cohorts and the 2017 and later cohorts. For the 2016 cohorts, there is a negative effect, albeit not statistically different from zero. In comparison, we find that for the other cohorts, there is a positive and statistically significant effect on quarterly earnings. The average impact in the latter case is about $804 additional earnings per quarter in comparison with the group not randomized into training, which is an increase of almost 25 percent over the control group average of $3,317 (Table 4.1). For the TOT (the effect for attendees), the estimated average causal impact on earnings for later cohorts was $1,051 per quarter, which represents an increase of almost 30 percent over the average control group earnings in this same time period.

The treatment effects are slightly larger for the earnings conditional on employment than when earnings of all sample members (regardless of employment) were considered. This suggests that the impacts on earnings may not be driven simply by treatment group members having a higher probability of being employed, but by an effect on earnings. However, the two sets of results are very similar. Given the parameter of greater interest in the unconditional earnings (as it is the overall program effect), from here, we limit the presentation pertaining to earnings to that outcome.

Note that the conditional earnings analysis captures both the potential shift in the sample (who is employed in the treatment and control group) and the impact on earnings. Thus, it does not fit within the experimental framework of specifically looking at the impact of quarterly earnings conditional on employment, holding constant the effect of treatment on employment.
We split the sample into 2016 cohorts and 2017 and later cohorts for several reasons. First, there were fundamental shifts in the program between these years, as detailed in Chapter Three. Among these are large changes in how individuals were recruited and how they were screened. Second, there are very large differences in the effectiveness of the program across these two time periods. We can see that immediately in Table 4.4. We re-estimated a modified version of the main specification regression for quarterly earnings in which we allowed for different treatment effects before and after a given time point. We tested this for

<table>
<thead>
<tr>
<th>ITT (OLS with training assignment)</th>
<th>Quarterly Earnings</th>
<th>Quarterly Earnings (Conditional On Employment)</th>
<th>All Cohorts</th>
<th>2016 Cohorts</th>
<th>2017 and Later Cohorts</th>
<th>All Cohorts</th>
<th>2016 Cohorts</th>
<th>2017 and Later Cohorts</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>247.477</td>
<td>−2140.726</td>
<td>803.201**</td>
<td>330.810</td>
<td>−1241.857</td>
<td>903.705**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.531)</td>
<td>(0.113)</td>
<td>(0.020)</td>
<td>(0.387)</td>
<td>(0.247)</td>
<td>(0.012)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOT (2SLS with training attendance)</td>
<td>316.925</td>
<td>−2410.684</td>
<td>1050.075**</td>
<td>403.149</td>
<td>−1317.251</td>
<td>1109.946**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.533)</td>
<td>(0.106)</td>
<td>(0.018)</td>
<td>(0.389)</td>
<td>(0.248)</td>
<td>(0.011)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

# Quarterly obs. | 1,591 | 376 | 1,215 | 1,072 | 256 | 816
# Study IDs      | 395   | 59  | 336   | 324   | 52  | 272

NOTES: This analysis is considered confirmatory. Each effect is estimated in a separate regression. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects. Employment regressions control for average employment prerandomization. Earning regressions control for average earnings prerandomization. 2016 cohorts refers to those cohorts that began training in 2016; 2017 and later cohorts refers to those that began training in 2017 or later. *** indicates significance levels smaller than 0.01; ** indicates significance levels smaller than 0.05; * indicates significance levels smaller than 0.1. Inference is adjusted using Benjamini and Hochberg’s (1995) procedure, with domains defined by column of the table.
every possible division point of time to separate the sample into two periods; we also compared it with no split. The model with the best fit, as defined by having the lowest overall Bayesian Information Criterion and Akaike Information Criterion, was to split the sample right after the first two cohorts that began in the first quarter (the fourth quarter of 2016). This model fit was better than no split or any other choice of a split, suggesting that there was a shift in effectiveness after the first quarter.

We also looked at whether a particular quarter or specific quarters stand out as having an earnings impact different from earnings impacts in other quarters. Specifically, we explored differential training effects by the starting date of the training by running the same regression across all of the cohorts, but interacting treatment status, as well as pre-treatment average wage, with the quarter that the cohort started. Figure 4.2 presents these results. The only quarter with a statistically significant and negative effect is the fourth quarter of 2016 (i.e., AM 1 and IT 1).

All together, we consider these results to be evidence of a meaningful shift in the program and its effectiveness from the first two cohorts (starting in 2016) to the remaining cohorts (starting in 2017 and later), and we consider the 2017 and later cohorts to represent the fully implemented training program, which is what we are interested in evaluating. These findings also align with the period in which there were substantial changes to the recruitment and screening methods used, as discussed in Chapter Three. Specifically, recruitment shifted from a focus on community partners to a range of open recruitment methods pursued by OWD, and the screening switched from the community partners to OWD’s interview profiling tool and TABE test, both happening between these two time periods. For these reasons, for the remainder of this chapter, we focus on the fully implemented program of the 2017 and later cohorts. In a few exceptions, we examined the first two cohorts as well, but, unless otherwise noted, the reader should assume that the following results apply only to the 22 cohorts that started after 2016 and not those first two cohorts in 2016.

We also examined whether the magnitude of the treatment effects changed as a function of time after training completion. The sample
was limited to individuals for whom we observed at least five quarters of post–training date outcomes, so that the results are not conflated with changes in the sample (as each time point has the same individuals). We examined this question in two ways. First, Figure 4.3 presents the results from a nonlinear model, allowing a different treatment coefficient for each post-training quarter. This figure shows that there is no meaningful change in the treatment effect the longer the person has been out of training. Second, we ran a regression of quarterly earnings on the number of quarters after the end of training interacted with treatment status, as well as the other usual control variables. The coefficient on this interaction represents a linear trend in the treatment effect on earnings. The estimate is not statistically significant but is positive at around $80, suggesting a higher treatment effect per quar-

Figure 4.2
ITT Effect on Quarterly Earnings for Each Quarter in Which Cohorts Started Training

NOTES: This analysis is considered exploratory. P-values are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. The regression interacts treatment status and preprogram average earnings with beginning quarter of training, and additionally controls for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects.
ter after end of training, or a $320 higher effect after a year, although again, this is not statistically different from no trend.

4.2.2. Variation of Effects of the Program on Employment and Earnings Across Pathways

We investigate research subquestion 5c: How do the effects of the program vary by pathway (AM, health care, and IT)? This represents a middle ground between analyzing average total effects of the initiative, as in Tables 4.4 and 4.5, and analyzing effects disaggregated by cohort. Evaluating effects by cohort could better inform what types or areas of training are more successful in moving individuals into better-paying jobs. However, the variation in results among cohorts can be driven by many factors, such as implementation differences, changes in demand from potential employers, or other random factors. Therefore it can

Figure 4.3
ITT and TOT Effects on Quarterly Earnings by Quarters After Training

NOTE: This analysis is considered exploratory. P-values are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. The regression interacts treatment status and preprogram average earnings with beginning quarter of training, and additionally controls for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects.
be difficult to generalize conclusions from impact estimates from one training episode. Conversely, aggregate estimated effects offer the possibility to average out potential fluctuations in external factors that affect outcomes but provide little information on different effects by training area or pathway.

Our middle ground between the two approaches is to group cohorts by pathway and estimate average impact for each pathway separately. Figure 4.4 presents the results. It shows that the training related to health care had the most considerable returns in terms of quarterly earnings, with an estimated effect of over $1,900 per quarter. However, it is important to note that we have post-training employment and earnings data for only two cohorts that were trained in this pathway. Updating the estimates with additional quarters of post-training earnings from these and later cohorts, particularly in medical billing and coding, could result in important revisions to this average estimate.

We also find that the cohorts trained in AM had an impact on their quarterly earnings of $639, significant at the 10-percent level. This figure increases to $909 if we account for attendance. Finally, the estimates for IT are not statistically significant and are smaller, though they are still positive and have a meaningful magnitude.

4.2.3. Variation of Effects of the Program on Employment and Earnings Across Trainee Subgroups

We investigate research subquestion 5d: How do those results differ by age, gender, baseline employment status, and baseline earnings? We looked at effect by age, gender, self-reported employment at baseline, and self-reported earnings at baseline. Figures 4.5a and 4.5b present the results. We found large effects for participants who were female, older than 35, reported to be unemployed at baseline, and reported to earn less than $5,000 a year. The only groups for which differences are statistically different from each other are for employed versus unemployed, with those unemployed at baseline having significantly better outcomes than those employed at baseline.
Figure 4.4
Average Effects on Employment and Earnings, by Pathway

Employment

<table>
<thead>
<tr>
<th>Pathway</th>
<th>ITT</th>
<th>TOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advanced manufacturing</td>
<td>0.190*</td>
<td>0.191*</td>
</tr>
<tr>
<td>Health care</td>
<td>0.094</td>
<td>0.122</td>
</tr>
<tr>
<td>Information technologies</td>
<td>-0.027</td>
<td>-0.039</td>
</tr>
</tbody>
</table>

Quarterly Earnings

<table>
<thead>
<tr>
<th>Pathway</th>
<th>ITT</th>
<th>TOT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advanced manufacturing</td>
<td>1,950.05**</td>
<td>1,964.99**</td>
</tr>
<tr>
<td>Health care</td>
<td>641.25*</td>
<td>912.45</td>
</tr>
<tr>
<td>Information technologies</td>
<td>601.96</td>
<td>776.65</td>
</tr>
</tbody>
</table>

NOTES: This analysis is considered exploratory. The regressions have 1,215 observations with 336 unique Study IDs. Approximately 47 percent are in AM, 19 percent in health care, and 34 percent in IT. Each grouping of bars is estimated in a separate regression. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects. Employment regressions control for average employment prerandomization. Earning regressions control for average earnings prerandomization. Results include only 2017 and later cohorts. *** indicates p-values smaller than 0.01; ** indicates p-values smaller than 0.05; * indicates p-values smaller than 0.1.
Figure 4.5a
Effect on Employment by Subgroups

NOTES: This analysis is considered confirmatory. Each pair of effects (e.g., female and male, older and younger) for a given outcome and sample is estimated in a separate regression. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects. Employment regressions control for average employment prerandomization. Earning regressions control for average earnings prerandomization. Sample includes 2017 and later cohorts. *** indicates significance levels smaller than 0.01; ** indicates significance levels smaller than 0.05; * indicates significance levels smaller than 0.1. For the difference between groups within a category, ††† indicates p-values smaller than 0.01; †† indicates p-values smaller than 0.05; † indicates p-values smaller than 0.1. Inference is adjusted using Benjamini and Hochberg’s (1995) procedure, with domains defined by outcome (employment or earnings) and separately for point estimates (does training assignment help these groups?) and for the differences (are there differences between the two categories within a group?).
NOTES: This analysis is considered confirmatory. Each pair of effects (e.g., female and male, older and younger) for a given outcome and sample is estimated in a separate regression. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cohort fixed effects and cross-strata (gender, employment, income, age) fixed effects. Employment regressions control for average employment prerandomization. Earning regressions control for average earnings prerandomization. Sample includes 2017 and later cohorts. *** indicates significance levels smaller than 0.01; ** indicates significance levels smaller than 0.05; * indicates significance levels smaller than 0.1. For the difference between groups within a category, ††† indicates p-values smaller than 0.01; †† indicates p-values smaller than 0.05; † indicates p-values smaller than 0.1. Inference is adjusted using Benjamini and Hochberg’s (1995) procedure, with domains defined by outcome (employment or earnings) and separately for point estimates (does training assignment help these groups?) and for the differences (are there differences between the two categories within a group?).
4.2.4. Effectiveness of Training on Employment in Target Industry

We next look at research subquestion 5e: *Are trainees more likely to get jobs in the target industry of their training pathway?* Table 4.6 presents the results of a series of regressions, each with a dependent variable that is an indicator for working in the given target industry, regressed on treatment status (an indicator for being employed in that industry before the training period), and on fixed effects for randomization blocks and cohorts. We do this regression for all individuals as well as for subsets of those (treatment and control) in the pathways intended for the target industry in question. We find overall increases in the proportion working in health care and in IT, with the health care effect

Table 4.6

ITT Employment in Target Industries Treatment Effects

<table>
<thead>
<tr>
<th>Pathway</th>
<th>AM</th>
<th>Health Care</th>
<th>IT</th>
<th># Obs.</th>
<th># Study IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>−0.003</td>
<td>0.100</td>
<td>0.009**</td>
<td>718</td>
<td>238</td>
</tr>
<tr>
<td></td>
<td>(0.792)</td>
<td>(0.225)</td>
<td>(0.006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AM</td>
<td>−0.005</td>
<td></td>
<td></td>
<td>351</td>
<td>118</td>
</tr>
<tr>
<td></td>
<td>(0.800)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Health care</td>
<td></td>
<td>0.554</td>
<td></td>
<td>107</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.210)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td></td>
<td>0.014</td>
<td></td>
<td>260</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.118)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTES: This analysis is considered exploratory. Each cell is from a separate regression. Regressions additionally control for the \( p \)-values, calculated using 2,499 wild bootstrap replications (null imposed). \( p \)-values are shown in parentheses. Bootstrap clusters are defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. Each regression additionally controls for an indicator for working in the target industry baseline randomization strata characteristic (gender, binary age, baseline employment status, and binary baseline income). ** indicates \( p \)-values smaller than 0.01; ** indicates \( p \)-values smaller than 0.05; * indicates \( p \)-values smaller than 0.1.
being larger but not statistically significant; the effects are substantially larger when limited to the pathways intended for the target industries, although the decrease of the $p$-values from the smaller samples and far fewer cohorts in the clustering leads to nonsignificance. Meanwhile, we find no effect for treatment in increasing employment in AM industries. Health care is much more dominated by women trainees (about 97 percent of the individuals), while AM is around 86 percent male. IT is approximately even across gender. None of the other randomization strata are as disproportionately sorted between pathways outside of gender. Given the gender findings of Figures 4.5a and 4.5b, it is unclear whether the observed heterogeneity in findings reflects differential effects by pathway, gender, or both.

4.3. Program Effects on Other Outcomes

We next look at research question 6: What effect does the program have on other outcomes?

4.3.1. Job Persistence

We examine research subquestion 6a: Does offering demand-driven prescreened job training lead to longer job persistence? We look at post–training period job stability by examining the duration of each job held after the end of the training period. The average observed job duration is about half of a year, but many periods of employment were ongoing at the end of our observation period in the third quarter of 2018. Treatment could lead to longer durations because of the ability to find better jobs, or to shorter durations because workers are able to transition out of worse jobs into better ones. Table 4.7 presents the treatment estimates from the Cox proportional hazards model. We do not find any meaningful impact of training on job duration.

4.3.2 Job Satisfaction

We examine research subquestion 6b: Is offering demand-driven prescreened job training related to higher job satisfaction? This information is based on our telephone surveys. However, note that we had
low response rates—26 percent for the treatment group and 9 percent for the control group. The nonresponse weights are therefore especially important for these results; the weighting is described in Appendix B.3. Even with these weights, these results should be interpreted with caution due to the overall low response rates, sizable difference between the response rates of the treatment and control individuals, and—for a subset of the survey respondents—uncertain treatment status (see Appendix B.3). For this reason, we classify this analysis as exploratory instead of as confirmatory and again suggest caution in interpretation of these findings.

It is important to consider nonpecuniary benefits of a job to fully understand the success of labor market interventions (Baird, 2017). In the survey, we ask employed individuals the question, “Are you cur-

### Table 4.7
Cox Regressions of the Effect of Treatment on Job Duration (Hazard Rate Odds-Ratios)

<table>
<thead>
<tr>
<th></th>
<th>Odds Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITT</td>
<td>1.092</td>
</tr>
<tr>
<td></td>
<td>(0.895)</td>
</tr>
<tr>
<td>TOT</td>
<td>1.086</td>
</tr>
<tr>
<td></td>
<td>(0.902)</td>
</tr>
</tbody>
</table>

# Obs.  647
# Study IDs  294

NOTES: This analysis is considered confirmatory. Each cell is from a separate regression. *P*-values are reported in parentheses and clustered, with clusters defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Each regression additionally controls for baseline randomization strata characteristic (gender, binary age, baseline employment status, and binary baseline income), cohort, and an indicator for holding the job in the quarter prior to the end of training. The Cox regression additionally controls for right-censoring for job duration spans ending at the end of our data span. Inference is adjusted using Benjamini and Hochberg’s (1995) procedure, with all coefficients in the table in one domain.
rently satisfied with your main work or job?” The results are shown in Table 4.8. The job satisfaction variable ranges from 0 (strongly disagree) to 3 (strongly agree). For simplicity of the analysis, we estimate this assuming the Likert scale is a cardinal measure of satisfaction. Details are contained in Appendix B.

We find that treatment assignment or receipt led to higher job satisfaction. When we split the sample by the timing of the survey, while not significant, the TOT analysis shows that the treatment effects were larger in the follow-up period than the interview soon after the end of training, as we would expect given the time it would take to find an improved job. The treatment effect is also relatively large; noting from Table B.2 that the standard deviation of job satisfaction for the control

<table>
<thead>
<tr>
<th>Table 4.8</th>
<th>Regressions of the Effect of Treatment on Job Satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All Periods</td>
</tr>
<tr>
<td>ITT, satisfied (0–3)</td>
<td>0.386*</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
</tr>
<tr>
<td>TOT, satisfied (0–3)</td>
<td>0.466*</td>
</tr>
<tr>
<td></td>
<td>(0.066)</td>
</tr>
<tr>
<td># Obs. (ITT, LATE)</td>
<td>109, 96</td>
</tr>
<tr>
<td># Persons (ITT, LATE)</td>
<td>86, 76</td>
</tr>
</tbody>
</table>

NOTE: LATE = local average treatment effect. This analysis is considered exploratory. Each cell is from a separate regression. Regressions additionally control for the p-values, calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. Each regression additionally controls for baseline randomization strata characteristic (gender, binary age, baseline employment status, and binary baseline income). There are fewer observations for the TOT model, given this requires knowing whether participants attended or not, which requires a clean match between the telephone surveys and our training records. In the desire to include as many individuals as possible from the telephone survey, we include the persons for whom we cannot match names in the training records and thus do not know their attendance status. *** indicates p-values smaller than 0.01; ** indicates p-values smaller than 0.05; * indicates p-values smaller than 0.1.
group is around 1, the TOT results are around one-half a standard deviation increase in job satisfaction, relative to the control group.

We are also able to leverage two additional questions from the survey to relate training experiences to job satisfaction. The first question asked participants if training helped them find a better paid job, while the second asked if training helped them succeed in their current job. Taking one of these variables at a time, we interact each of the four levels of this response with treatment to show how the treatment effects differ depending on whether the training was helpful. The regression still includes both treatment and control groups. As these two questions are only asked of the treatment group but we desire to view differences in the responses by these subgroups, we impute the missing values for the control group and then estimate the model using the observed responses for the treatment group and the imputed responses for the control group. The model and the strong assumptions it relies on are explained in more detail in Appendix B.4.3.

The estimated differences are shown in Figure 4.6. As we might expect, the favorable effects on job satisfaction listed in Table 4.8 seem, in Figure 4.6, to be related to some extent to those who report that training helped them succeed in their current job or with finding a better paid job. In fact, the treatment effects are negative for those who report that the training did not help in those regards. However, these results should be interpreted with caution, especially because we are now taking the already small sample and looking at effects within subgroups of the sample and because we imputed the missing responses of the independent variable of interest for the control group.

4.3.3. Arrests
We examine research subquestion 6c: Does offering demand-driven pre-screened job training lead to fewer arrests? Here, we examine the results

---

5 The question was worded as follows: “On a scale from 1 to 4, how much do you agree with each statement, with 1 being you strongly disagree and 4 being you strongly agree. The training has helped you find a better paid job?”

6 The question was worded as follows: “On a scale from 1 to 4, how much do you agree with each statement, with 1 being you strongly disagree and 4 being you strongly agree. The training has helped you succeed in your current job?”
from the regressions of getting arrested after the start of training on treatment status, an indicator for having been arrested prior to the start of training (going back several decades), and the common set of cohort and randomization strata fixed effects. Table 4.9 presents the regression results. The magnitudes of these estimates suggest overall decreases in arrest rates, but none of the estimates were statistically significant. Figure 4.7 presents the results for subgroups. While none of the results are statistically significant, the largest estimated decrease is for men, which represents a decrease of around 9 percentage points (12 percentage points for TOT). Given that the control group’s arrest rate is
Effectiveness of Screened, Demand-Driven Job Training Programs

12 percent, this represents a decrease of three-quarters, a substantial impact of the program—though, again, not statistically significant.

### 4.4. Relationships Between Screening Scores and Outcomes

In this section, we evaluate research question 7: *Do higher prescreening scores relate to improvement in the training completion rate and job placement rates, wages, and employment duration?* Here, we investigate the extent to which the alternative profiling tools were related to attending and completing training, passing final examinations to obtain credentials, and their effects on post-training employment and earnings outcomes. We first examine the predictive power of several of the profiling tool scores. The profiling tools were designed primarily to improve
Figure 4.7
Arrest Regressions by Group

NOTES: This analysis is considered confirmatory. Each grouping of bars is a separate regression, with treatment status, prearrests indicator, and time interacted with the bar’s category (e.g., gender). For ITT, there were 459 observations from 407 individuals; for TOT, 452 observations for 401 individuals (multiple Study IDs for some persons caused the difference in numbers). They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training-cohort level for treatment, and at the individual (across time) level for control individuals. All regressions control possible time for arrests (from start of treatment until end of data), possible time interacted with treatment status, an indicator for being arrested even before training, for cohort fixed effects, and for strata (gender by employment by income by age) fixed effects. Inference is adjusted using Benjamini and Hochberg’s (1995) procedure, with all coefficients in the figure in one domain.
attendance and completion of the training. The first group of variables is constructed from the LWC administrative data set on quarterly earnings and relates to average employment and average earnings before training, as well as prior job stability. The second group of variables is the scores from the different screening tests realized at baseline. These variables are explained in more detail in Table 2.4. In contrast to the variables from the LWC, the results from the screening tests are only available for a smaller number of individuals, in part because not all tests were administered to everyone, and in part because OWD did not retain all scores, and therefore was not able to submit all of them.

For ease of comparison, we converted all variables into standardized scores by demeaning to zero and dividing by the pooled standard deviation of the analytic sample. We use a standardized version (or z-scores) of the scores on the screening tests.

Table 4.10 shows the estimation results. Most coefficients are positive, indicating that individuals with stronger past employment and earnings history, as well as individuals scoring higher on the screening assessments, are more likely to show up for training, complete it, and pass the final examination. However, most of the coefficients are not statistically significant. A notable exception is the TABE score, where we found that scoring one standard deviation higher has a statistically significant effect of over 10 percentage points, on average, on the probability of obtaining a credential, and a positive relationship with all three outcomes, though not statistically significant for attendance or completion. This provides suggestive evidence that, at least with the TABE, the profiling tool was meeting its designed intention of improving program attendance and completion metrics, which was not evident in the other tools (the interview score and the Wonderlic) used for the other cohorts.

Next, we examine how the profiling tools relate to the program effects on employment and earnings outcomes. The model is described in Appendix B. As discussed in Bell and Orr (2002), we are interested in both screening (selecting people with the largest potential treatment effects) and creaming (likelihood of including people who would have seen larger earnings growth whether or not they were trained). Given our RCT design, the coefficient on the profiling tool score represents
how a one standard deviation increase in the profiling tool is related to better outcomes, giving us an estimate of the creaming that would occur if the measure was used to select trainees. The coefficient on the interaction of the profiling tool score and treatment status represents how the treatment effect changes with a one standard deviation increase in the profiling tool score, and therefore measures the value of the tool for screening for trainees who would benefit the most from the initiative.
A desirable profiling tool would have screening effects and creaming effects with opposite signs. By choosing candidates with low creaming values, the program would be choosing candidates who would not have good outcomes in the absence of the program. By choosing candidates with high screening values, the program would be choosing candidates who would benefit the most from the program.

Table 4.11 shows the estimated values for creaming and screening. For employment, there are small, insignificant, and mostly positive effects for both creaming and screening. Average pre-employment creams the most, which might be expected, given that it is the baseline version of the outcome. The highest screening, though not statistically significant, is for the Wonderlic score. The worst is the interview score. As for the quarterly earnings, the prior employment variables heavily cream the sample, with no subsequent screening, and therefore are poor policy choices for selecting candidates for training. The interview score, though not statistically significant, also does poorly as to the desired goals. The TABE and Wonderlic scores actually do the best, though results are not statistically significant. Nonetheless, further research could investigate the reasons why these two tests fare the best and if these results hold in other training settings.

4.5. Peer Effects

We next investigate research question 8: Do a trainee’s classmates in the training cohort have an effect on the success of the trainee in terms of employment and earnings? Peers can affect training outcomes in different ways. For instance, the learning environment and participants’ motivation can be affected by the class composition. Also, participants could learn both hard and soft skills not only from instructors but also from their peers. The training is also an opportunity to network, which can also help in landing new and better-paying jobs.

To estimate the role of peers and class composition, we used the profiling tool variables constructed from the LWC administrative data set regarding average employment and average earnings before training, prior job stability, and the other tools investigated above. For each person, we constructed their cohort’s average, leaving out the individ-
**Table 4.11**  
ITT Effect on Employment and Earnings by Values of the Profiling Tools (OLS Estimates)

<table>
<thead>
<tr>
<th>Profiling Tool</th>
<th>Coefficient for Creaming</th>
<th>Coefficient for Screening</th>
<th>Coefficient for Creaming</th>
<th>Coefficient for Screening</th>
<th># Obs.</th>
<th># Study IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average pre-employment</td>
<td>0.065*</td>
<td>0.039</td>
<td>730.279***</td>
<td>20.665</td>
<td>1,215</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>(0.074)</td>
<td>(0.431)</td>
<td>(0.004)</td>
<td>(0.958)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average pre-earnings</td>
<td>0.061</td>
<td>-0.012</td>
<td>1471.539***</td>
<td>-346.200</td>
<td>1,215</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>(0.209)</td>
<td>(0.863)</td>
<td>(0.002)</td>
<td>(0.573)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum job tenure</td>
<td>0.064*</td>
<td>0.013</td>
<td>692.709**</td>
<td>70.672</td>
<td>1,215</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>(0.078)</td>
<td>(0.788)</td>
<td>(0.015)</td>
<td>(0.872)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TABE score</td>
<td>-0.075</td>
<td>0.120</td>
<td>-351.501</td>
<td>414.608</td>
<td>763</td>
<td>229</td>
</tr>
<tr>
<td></td>
<td>(0.338)</td>
<td>(0.121)</td>
<td>(0.468)</td>
<td>(0.395)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wonderlic score</td>
<td>0.094</td>
<td>0.082</td>
<td>143.773</td>
<td>939.851</td>
<td>390</td>
<td>83</td>
</tr>
<tr>
<td></td>
<td>(0.122)</td>
<td>(0.387)</td>
<td>(0.767)</td>
<td>(0.106)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interview score</td>
<td>0.033</td>
<td>-0.049</td>
<td>1090.794</td>
<td>-1837.378</td>
<td>178</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>(0.818)</td>
<td>(0.759)</td>
<td>(0.373)</td>
<td>(0.259)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*NOTES: This analysis is considered exploratory. Each row of effects is estimated in a separate regression. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cohort fixed effects and for cross-strata (gender, employment, income, age) fixed effects. *** indicates p-values smaller than 0.01; ** indicates p-values smaller than 0.05; * indicates p-values smaller than 0.1.*
ual’s value of the variable of interest. We constructed two peer measures: the average across individuals randomized into treatment, and the average across individuals who attended treatment. The goal is, as before, to estimate the ITT (using the first peer measure) and the TOT for those who attended training (using the first peer measure to instrument for the second peer measure). When estimating the peer effects for those who attend training, the decision to take up the treatment is endogenous and can be motivated by peers, in part, which is why we need to use the instrumental variables analysis. Figure 4.8 shows the estimation results. Each effect is estimated in a separate regression, as described in Section B.4.5 in the Appendix.7

Our previous analysis shows that the training resulted in positive but not statistically significant effects on employment. Interestingly, however, Figure 4.8 shows that the training participants may benefit from exposure to peers with higher rates of employment and job stability in the past. For instance, increasing the average probability of employment pre-training among peers by one standard deviation is associated with an increase of 16 percentage points in the probability that a participant is employed after training. Increases of about one standard deviation in peers’ measures of job stability is associated with an increase in the probability of employment post-training (20 percentage points). Furthermore, while we found the interview score not predictive of screening, we did find that a trainee’s peer’s interview score is very much related to outcomes.

Therefore, the picture emerging from Figure 4.8 is that participants benefit from peers with better employment histories. We cannot assess whether these gains are coming from better learning through class interactions, increased motivation, networking effects, or other mechanisms. This is an interesting research avenue for future evaluations of similarly randomized training programs.

7 As an additional check, we performed a separate analysis for the individuals randomized to the control condition. Reassuringly, none of the peers-effects for the controls were statistically significantly different from zero, as we would expect since they did not form a group. This is also notable for being a test of selection into cohorts; that there is no effect reassures us that our findings for the treatment group are due to peer influences and not to selection into different quality cohorts.
Figure 4.8
Effect of Average Peers’ Screening Variable on Employment and Earnings Among Those Assigned Training

NOTES: This analysis is considered exploratory. Each effect is estimated in a separate regression. Peers are defined based on treatment assignment. P-values are shown in parentheses. They are calculated using 2,499 wild bootstrap replications (null imposed). Bootstrap clusters are defined at the training-cohort level for treated individuals and at the individual (across time) level for control individuals. Replication Wald tests are robust to bootstrap clusters and individuals participating in more than one cohort. All regressions control for cross-strata (gender, employment, income, age) fixed effects. Each regression also includes, as a covariate, the individual’s own value of the screening variable. *** indicates p-values smaller than 0.01; ** indicates p-values smaller than 0.05; * indicates p-values smaller than 0.1.
4.6. Conclusion

In this chapter, we investigated program participation rates as well as the effect of offering the training program and attendance in that program on several outcomes, including employment status, quarterly earnings, industry of employment, job duration, job satisfaction, and arrests. We find that the training program was successful in several of these areas, at least after the initial two cohorts that began in 2016. After this learning period and changes in the implementation of the program, we found significant increases in quarterly earnings for those in training. These effects were most dramatic for the populations of individuals most in need of the program: those at baseline who were not working or those who had annual individual incomes below $5,000. While we found no overall effect of the program on employment, we did find again that those who entered the program without a job did have a large and statistically significant improvement in their likelihood of being employed after training compared with persons in the control group. We found no meaningful impact on arrests or job duration and found improvements in job satisfaction, though these findings should be read with caution because of data limitations on the survey, most notably in terms of a low and imbalanced response rate that, although we corrected for it as best we could, remains not to the same standard as the other analysis.

We further investigated how the profiling tools related to the success of the program, and found that TABE performed best, both in terms of increasing program attendance, completion, and credentialing, and in terms of screening for those with the higher treatment effects of earnings. However, even these findings were statistically weak and typically not significant. The interview score was never significant and was typically in the wrong direction.

We found evidence of peer effects, especially on the likelihood of being employed after training. Individuals in cohorts with better peers in terms of pre-training average employment rates and job durations were more likely to be employed after training.
In this chapter, we present findings on the effectiveness of the Career Pathways program through a comparison of the costs and benefits to participants, the public, and society overall. Table 5.1, based on Hollenbeck (2012), shows the components we measure in the cost-benefit analysis and the expected effects for the participants and the public. Plus signs for participants capture expected positive monetary benefits for participants in the program while negative signs denote expected costs to participants. While there are anticipated earnings increases for participants, there are also some monetary costs in the form of increased tax liability, reduced welfare benefits, and forgone earnings while enrolled in training. For the public, plus signs denote increases in monetary benefits (such as increased tax revenue from participants and a reduction in welfare benefit payouts). The only expected monetary cost from the public perspective is the cost of executing the program and providing the training subsidies to program participants. The expected costs and benefits for society represent the summation of the participant and public costs and benefits. Many cost elements for society are represented by a zero, as the participant costs are equally offset by the public benefits, and represent transfers between the groups with no net change. Earnings and fringe benefits are shown as positive elements from society’s perspective because there is no cost to the public in addition to the positive participant benefit. Forgone earnings and program costs are an overall negative cost to society and therefore are shown with negative signs in the table. Note that the table does not present a comprehensive list of all the effects from the program. For
example, as stated in the logic model, the program may decrease arrests (positive for both participants and public), increase the job satisfaction of participants, and reduce job turnover (and thus reduce hiring costs for employers). These are, in general, difficult effects to monetize. We follow Hollenbeck’s rule of thumb to be as conservative as possible in cost-benefit analysis, and thus omit nonmonetized benefits but make every effort to include full costs. The methodology for this chapter is detailed in Appendix C.

Benefits for the participants include changes in net earnings and fringe benefits minus taxes, with potential costs borne in changes in transfers (i.e., higher earnings disqualifying participants from such potential transfers as social welfare programs, and the incidence of higher tax payments). Another benefit we discuss is the reduction in

Table 5.1
Expected Program Costs and Benefits

<table>
<thead>
<tr>
<th>Benefits/Costs</th>
<th>Participant</th>
<th>Public</th>
<th>Society</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benefits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings</td>
<td>+</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>Fringe benefits</td>
<td>+</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>Taxes</td>
<td>−</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Transfers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>−</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>TANF</td>
<td>−</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Food stamps</td>
<td>−</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Medicaid</td>
<td>−</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td>Costs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgone earnings</td>
<td>−</td>
<td>0</td>
<td>−</td>
</tr>
<tr>
<td>Program costs</td>
<td>0</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>

NOTES: TANF = Temporary Assistance for Needy Families; UI = unemployment insurance. + denotes a net gain; − denotes a net cost, 0 represents net-zero difference.
crime due to increases in employment and earnings. Note that some changes in benefits for the participants are exactly offset by the changes for the public. This is the case of higher taxes paid and likely a reduction in transfers received by the participants. Costs for participants include forgone earnings during the period of training, while costs for the public are the subsidies for the training program and the costs of administering the training program.

5.1. Program Costs

We first examine research question 9: What is the cost per individual completing the program? We address this question by first estimating the total costs associated with the program. The cost per individual completing the training simply divides the total costs presented in this section by the number of participants completing the program. Table 5.2 summarizes the total costs incurred by calendar year through February 2019. As expected, costs were smaller during the initial stages of the program, with the initial investment limited to some government and contractor staff to manage the program in 2015. Costs increased in 2016 and again in 2017.

The following sections provide additional details of the cost activities in Table 5.2. Note that the sum of government salary and fringe costs presented in Table 5.3 and the overhead for government staff presented in Table 5.4 capture the total OWD government cost in Table 5.2.

5.1.1. OWD Government Costs

Since the beginning of the New Orleans WIF program, OWD has had a varying number of staff providing various levels of support. Table 5.3 summarizes the various OWD job titles and the associated salary and fringe benefits paid out to the staff for each job title. Costs include all

---

1 While the program costs are through February 2019, the WIF program participant data is through September 2018, to align with the data used in the outcomes analysis and not include the costs of training these later cohorts, which are also not included in calculations of the benefit.
direct costs, including salary and such fringe benefits as government-paid medical insurance, life insurance, workers’ compensation insurance, retirement contributions, and other benefits.

In addition to the salary and fringe benefits paid to the government staff, there are overhead charges paid out as well. Table 5.4 summarizes the overhead costs by category.²

The following paragraphs describe some of the overhead activities outlined in Table 5.4 in more detail.

### 5.1.1.1. Outreach Activities

The initial plan for outreach activities was to utilize cultural partners in the New Orleans area to participate in outreach and recruitment activities. As such, memoranda of understanding (MOUs) were established in 2016 between two cultural partners and a fiscal agent acting on behalf of OWD to carry out outreach and recruitment activities. The fiscal agent received $14,900 in WIF funds to manage the cultural partner activities and award payment according to a step function

---

² It should be noted that while OWD incurs costs for the evaluation of the WIF program, those costs are not included in this table. Evaluation costs are considered out of scope for the cost-benefit analysis.
<table>
<thead>
<tr>
<th>Job Title</th>
<th>2015&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2016</th>
<th>2017</th>
<th>2018 and 2019&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Total Cost</th>
<th>Total Cost per Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project manager</td>
<td>$69,246</td>
<td>$95,395</td>
<td>$93,481</td>
<td>$0</td>
<td>$258,122</td>
<td>$881</td>
</tr>
<tr>
<td>Infrastructure project lead</td>
<td>$21,818</td>
<td>$81,616</td>
<td>$63,637</td>
<td>$0</td>
<td>$167,072</td>
<td>$570</td>
</tr>
<tr>
<td>Deputy director</td>
<td>$14,180</td>
<td>$7,307</td>
<td>$7,468</td>
<td>$19,394</td>
<td>$48,349</td>
<td>$165</td>
</tr>
<tr>
<td>Fiscal manager</td>
<td>$11,261</td>
<td>$5,392</td>
<td>$6,529</td>
<td>$18,581</td>
<td>$41,763</td>
<td>$143</td>
</tr>
<tr>
<td>Director</td>
<td>$0</td>
<td>$0</td>
<td>$0</td>
<td>$23,603</td>
<td>$23,603</td>
<td>$81</td>
</tr>
<tr>
<td>Total direct labor and fringe cost</td>
<td>$116,505</td>
<td>$189,710</td>
<td>$171,116</td>
<td>$61,578</td>
<td>$538,909</td>
<td>$1,839</td>
</tr>
</tbody>
</table>

NOTE: Dollar figures adjusted for inflation to 2018.

<sup>a</sup> 2015 is a partial year and includes only OWD government costs beginning in April 2015.

<sup>b</sup> 2018 and 2019 costs are through February 2019.
Table 5.4
Overhead Costs for OWD Government Staff

<table>
<thead>
<tr>
<th>Overhead Category</th>
<th>2015&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2016</th>
<th>2017</th>
<th>2018 &amp; 2019&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Total Cost</th>
<th>Total Cost per Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel</td>
<td>$5,276</td>
<td>$3,658</td>
<td>$0</td>
<td>$0</td>
<td>$8,934</td>
<td>$30</td>
</tr>
<tr>
<td>Material and supplies</td>
<td>$3,615</td>
<td>$340</td>
<td>$7,066</td>
<td>−$103</td>
<td>$10,918</td>
<td>$37</td>
</tr>
<tr>
<td>Telephone/cell phones</td>
<td>$796</td>
<td>$450</td>
<td>$283</td>
<td>−$24</td>
<td>$1,504</td>
<td>$5</td>
</tr>
<tr>
<td>Outreach</td>
<td>$0</td>
<td>$34,865</td>
<td>$43,115</td>
<td>$5,300</td>
<td>$83,281</td>
<td>$284</td>
</tr>
<tr>
<td>Curriculum design</td>
<td>$0</td>
<td>$0</td>
<td>$24,150</td>
<td>$0</td>
<td>$24,150</td>
<td>$82</td>
</tr>
<tr>
<td>Info sessions</td>
<td>$4,566</td>
<td>$4,137</td>
<td>$3,103</td>
<td>$11,800</td>
<td>$23,606</td>
<td>$81</td>
</tr>
<tr>
<td>Rent</td>
<td>$0</td>
<td>$8,948</td>
<td>$22,202</td>
<td>$25,712</td>
<td>$56,862</td>
<td>$194</td>
</tr>
<tr>
<td>Data tracking</td>
<td>$0</td>
<td>$0</td>
<td>$55,539</td>
<td>$2,750</td>
<td>$58,289</td>
<td>$199</td>
</tr>
<tr>
<td>Indirect</td>
<td>$0</td>
<td>$0</td>
<td>$0</td>
<td>$43,189</td>
<td>$43,189</td>
<td>$147</td>
</tr>
<tr>
<td>Total overhead cost</td>
<td>$14,253</td>
<td>$52,398</td>
<td>$155,458</td>
<td>$88,624</td>
<td>$310,732</td>
<td>$1,061</td>
</tr>
</tbody>
</table>

NOTE: Dollar figures adjusted for inflation to 2018.
<sup>a</sup> 2015 is a partial year and includes only OWD government costs beginning in April 2015.
<sup>b</sup> 2018 and 2019 costs are through February 2019.
based on the follow-up and retention of candidates for the WIF program. However, this approach failed to attract many candidates into the program, and any payouts to cultural partners were negligible. The recruitment methods have since been adjusted such that these costs will not recur.

In 2017, OWD entered into a contract with a communications firm to create and deliver outreach material to assist in recruitment. Activities include the development of a WIF video and program logo design and branding. The costs for all outreach activities are captured in Table 5.4.

5.1.1.2. Data Tracking

OWD made investments, with expenditures beginning in 2017, in a workforce development data-tracking tool. This data management system is used to support the implementation of the WIF program. The system tracks data for program participants in the control and treatment group—including demographics, enrollments, assessments, referrals, attendance, services, income, case notes, indicators, and outcomes—specifically for the purposes of measuring impact and improving program performance. Table 5.4 includes the WIF funds invested by OWD to assist in the development of a data management tool. This includes the procurement of ten Microsoft Dynamics customer relationship management software licenses and a software development firm to tailor the product to OSD needs.

5.1.1.3. Curriculum Design

OWD partnered with several organizations, including nonprofits and other local governments, to participate in the National Green Infrastructure Certification Program (“National Green Infrastructure Certification Program,” 2019). The aim of this program is to develop and implement a certification program to establish a protocol for the certification of individuals to perform specific green infrastructure work. The city of New Orleans’ desire to develop green expertise in its local labor force led to its investment in the certification program. Table 5.4 includes the WIF funds invested by OWD in the development of this certification program.
It should be noted that we interviewed the training partners to gather potential costs incurred by the training partners in support of the WIF program. However, there were no instances noted where training partners modified the curriculum for the WIF program in ways that required OWD to make payments. All courses, whether in a classroom or online, are the same courses already developed and available to the general public.

5.1.2. OWD Contractor Costs
In addition to government staff, OWD employs contracted support to provide outreach, interview screening, and advising to participants in the program. Like the government staff, the contractor support has had a numerous number of staff providing different levels of support. Table 5.5 summarizes the various OWD job titles and the associated salary and fringe benefits paid out to the staff for each job title. Costs include all direct costs including salary (i.e., take-home pay) and fringe benefits, such as company-paid medical insurance, life insurance, workers’ compensation insurance, retirement contributions, and other benefits. The job titles for contract staff help to distinguish among the various activities being conducted. Specifically, some staff are outreach specialists while others specialize in advising.

In addition to the direct labor and fringe benefits paid to contractor staff, there are contractor overhead charges, as well. Table 5.6 summarizes the overhead costs by category.

5.1.3. Participant Support Payment Costs
WIF program participant costs include payouts to an individual training account for each participant and support services costs. These costs are summarized in Table 5.7.

5.2 Program Benefits
We next evaluate research question 10: What is the value of the benefits of the program to the trainee, the government, and to society? The benefits enumerated for this come from Chapter 4—specifically, from
Table 5.5
Salary and Fringe Costs for OWD Contractor Staff

<table>
<thead>
<tr>
<th>Job Title</th>
<th>2015&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2016</th>
<th>2017</th>
<th>2018 and 2019&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Total Cost</th>
<th>Cost per Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>WIF business consultant</td>
<td>$9,048</td>
<td>$24,517</td>
<td>$24,941</td>
<td>$9,475</td>
<td>$67,981</td>
<td>$232</td>
</tr>
<tr>
<td>Project director</td>
<td>$2,556</td>
<td>$8,106</td>
<td>$5,467</td>
<td>$0</td>
<td>$16,129</td>
<td>$55</td>
</tr>
<tr>
<td>WIF outreach specialist</td>
<td>$0</td>
<td>$13,787</td>
<td>$35,844</td>
<td>$48,659</td>
<td>$98,290</td>
<td>$335</td>
</tr>
<tr>
<td>Project accountant</td>
<td>$0</td>
<td>$0</td>
<td>$203</td>
<td>$198</td>
<td>$401</td>
<td>$1</td>
</tr>
<tr>
<td>Quality assurance analyst</td>
<td>$0</td>
<td>$0</td>
<td>$0</td>
<td>$5,466</td>
<td>$5,466</td>
<td>$19</td>
</tr>
<tr>
<td>Receptionist</td>
<td>$0</td>
<td>$1,501</td>
<td>$2,389</td>
<td>$899</td>
<td>$4,788</td>
<td>$16</td>
</tr>
<tr>
<td>WIF career advisor</td>
<td>$9,105</td>
<td>$29,791</td>
<td>$41,753</td>
<td>$48,840</td>
<td>$129,488</td>
<td>$442</td>
</tr>
<tr>
<td>Total salary costs</td>
<td>$20,709</td>
<td>$77,702</td>
<td>$110,596</td>
<td>$113,537</td>
<td>$322,544</td>
<td>$1,101</td>
</tr>
<tr>
<td>Total fringe benefits costs</td>
<td>$2,502</td>
<td>$10,999</td>
<td>$18,316</td>
<td>$21,010</td>
<td>$52,827</td>
<td>$180</td>
</tr>
<tr>
<td>Total salary and fringe cost</td>
<td>$23,211</td>
<td>$88,700</td>
<td>$128,912</td>
<td>$134,547</td>
<td>$375,370</td>
<td>$1,281</td>
</tr>
</tbody>
</table>

NOTE: Dollar figures adjusted for inflation to 2018.
<sup>a</sup> 2015 is a partial year and includes only OWD costs beginning in April 2015.
<sup>b</sup> 2018 and 2019 costs are through February 2019.
Table 5.6
Overhead Costs for OWD Contractor Staff

<table>
<thead>
<tr>
<th>Job Title</th>
<th>2015&lt;sup&gt;a&lt;/sup&gt;</th>
<th>2016</th>
<th>2017</th>
<th>2018 and 2019&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Total Cost</th>
<th>Cost Per Participant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Postage</td>
<td>$0</td>
<td>$0</td>
<td>$0</td>
<td>$12</td>
<td>$12</td>
<td>$0</td>
</tr>
<tr>
<td>Travel</td>
<td>$0</td>
<td>$939</td>
<td>$920</td>
<td>$0</td>
<td>$1,859</td>
<td>$6</td>
</tr>
<tr>
<td>Material and supplies</td>
<td>$1,034</td>
<td>$2,177</td>
<td>$1,557</td>
<td>$568</td>
<td>$5,337</td>
<td>$18</td>
</tr>
<tr>
<td>Equipment purchases</td>
<td>$1,101</td>
<td>$1,669</td>
<td>$569</td>
<td>$0</td>
<td>$3,339</td>
<td>$11</td>
</tr>
<tr>
<td>Phones</td>
<td>$140</td>
<td>$414</td>
<td>$270</td>
<td>$0</td>
<td>$825</td>
<td>$3</td>
</tr>
<tr>
<td>Recruiting drug testing</td>
<td>$79</td>
<td>$138</td>
<td>$59</td>
<td>$0</td>
<td>$276</td>
<td>$1</td>
</tr>
<tr>
<td>Insurance</td>
<td>$401</td>
<td>$397</td>
<td>$0</td>
<td>$0</td>
<td>$799</td>
<td>$3</td>
</tr>
<tr>
<td>Accounting and audit</td>
<td>$0</td>
<td>$8</td>
<td>$7</td>
<td>$0</td>
<td>$15</td>
<td>$0</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td>$966</td>
<td>$1,150</td>
<td>$347</td>
<td>$364</td>
<td>$2,828</td>
<td>$10</td>
</tr>
<tr>
<td>Indirect</td>
<td>$2,581</td>
<td>$9,138</td>
<td>$13,364</td>
<td>$15,464</td>
<td>$40,546</td>
<td>$138</td>
</tr>
<tr>
<td>Management fee</td>
<td>$1,476</td>
<td>$5,237</td>
<td>$7,300</td>
<td>$11,037</td>
<td>$25,049</td>
<td>$85</td>
</tr>
<tr>
<td>Total overhead cost</td>
<td>$7,778</td>
<td>$21,267</td>
<td>$24,393</td>
<td>$27,444</td>
<td>$80,882</td>
<td>$276</td>
</tr>
</tbody>
</table>

NOTE: Dollar figures adjusted for inflation to 2018.
<sup>a</sup> 2015 is a partial year and includes only OWD costs beginning in April 2015.
<sup>b</sup> 2018 and 2019 costs are through February 2019.
Table 4.4 and the earnings return to the program. This is scaled to account for fringe benefits accompanying jobs, as described in Appendix C. As explained, we are conservative in considering only this benefit, discounting our findings of potential effects on job satisfaction and arrests reduction (though these results were either deemed exploratory or were not statistically significant). The effect of the increased earnings also leads to higher taxes and lower government program transfers (both net zero at the society level, as it represents a gain for public perfectly offset by a loss to the participants). We also allow for forgone earnings in the form of lower earnings during the training period.

5.3. Cost-Benefit Results

Using the findings from Sections 5.1 on costs and 5.2 on benefits, we are able to address research question 11: What are the resulting cost-benefit net values of the program, including the IRRs and ROIs, and how many years does it take for benefits to exceed costs?

Table 5.8 summarizes the benefits and costs associated with the WIF program from the perspective of the participant, the public, and society, based on the calculations and methods discussed above. It considers a short-run time frame of three years and longer-term time frame of 30 years. In a similar fashion to Hollenbeck (2012), we felt it appropriate to compare a relatively short period of three years in which soci-
### Table 5.8  
**Participant, Public, and Society Benefits and Costs Per Participant**

<table>
<thead>
<tr>
<th>Benefit/Cost</th>
<th>3 Years</th>
<th>30 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Participant (2016 Cohorts)</td>
<td>Participant (2017 and Later Cohorts)</td>
</tr>
<tr>
<td></td>
<td>Participant (2016 Cohorts)</td>
<td>Participant (2017 and Later Cohorts)</td>
</tr>
<tr>
<td>Benefits</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Earnings</td>
<td>−$13,140</td>
<td>$8,899</td>
</tr>
<tr>
<td>Fringe benefits</td>
<td>−$5,061</td>
<td>$3,427</td>
</tr>
<tr>
<td>Taxes</td>
<td>$2,323</td>
<td>−$1,573</td>
</tr>
<tr>
<td>Transfers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UI</td>
<td>$0</td>
<td>−$825</td>
</tr>
<tr>
<td>TANF</td>
<td>$0</td>
<td>−$861</td>
</tr>
<tr>
<td>SNAP</td>
<td>$0</td>
<td>−$969</td>
</tr>
<tr>
<td>Medicaid</td>
<td>$0</td>
<td>−$735</td>
</tr>
<tr>
<td>Costs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forgone earnings</td>
<td>−$903</td>
<td>−$78</td>
</tr>
<tr>
<td>WIF program costs</td>
<td>$0</td>
<td>$0</td>
</tr>
<tr>
<td>Net Benefits/Costs</td>
<td>−$16,781</td>
<td>$7,285</td>
</tr>
<tr>
<td>IRR (quarterly rate)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ROI (annualized rate)</td>
<td>−360.01%</td>
<td>355.28%</td>
</tr>
</tbody>
</table>

**NOTE:** N/A = not applicable. Dollar figures adjusted for inflation to 2018.

² Note that, as mentioned in the body of the report, the society column for both the three- and 30-year estimates are not a simple summation of the participant and public columns. Again, this is due to the fact that the 2016 participant data are treated as a fixed learning-curve cost which is then distributed to later cohorts. For example, in the case of earnings, the total negative earnings estimate for 2016 cohort participants is divided by the number of participants in cohorts after 2016 and therefore reduces the assumed earnings from the perspective of society. This same approach holds true for the other cost elements.

b The table shows the results assuming a 5-percent discount rate. The 30-year net benefits and costs to society, assuming a discount rate range of 3 to 10 percent, result in a net benefit and cost range of $32,022–$77,440.
Cost-Benefit Analysis

ety might begin to see positive net benefits with a longer period of 30 years to capture when earnings for current participants might begin to end as they near retirement age. As shown in Table 5.9, we also looked at the cumulative net benefits through the first five years to capture how the net benefits change over time. Appendix C describes in detail the assumptions and methodologies used to extrapolate costs and benefits to 30 years from only several quarters of reported data. For participants, the benefits and costs are separated into the two 2016 cohorts and all of the remaining cohorts in 2017 and later. This reflects our findings that the program had an upfront learning curve with no returns to the program for the first two cohorts, and the cohorts that followed have, on average, positive earnings. This distinction is evident in Table 5.8, in which we compare the benefits and costs of participants early in the program with those later in the program. It is important to include these early cohorts in the analysis because they demonstrate early challenges in program implementation, and these are potential costs to any program as the implementers learn and adapt during early

Table 5.9
Cumulative Net Benefits and Costs by Year, and Break-Even Year

<table>
<thead>
<tr>
<th></th>
<th>Participant (2016 Cohorts)</th>
<th>Participant (2017 and Later Cohorts)</th>
<th>Public</th>
<th>Society</th>
</tr>
</thead>
<tbody>
<tr>
<td>By Year 1</td>
<td>−$9,694</td>
<td>$2,499</td>
<td>−$5,956</td>
<td>−$4,847</td>
</tr>
<tr>
<td>By Year 2</td>
<td>−$14,877</td>
<td>$4,952</td>
<td>−$4,412</td>
<td>−$1,593</td>
</tr>
<tr>
<td>By Year 3</td>
<td>−$16,781</td>
<td>$7,285</td>
<td>−$2,879</td>
<td>$2,001</td>
</tr>
<tr>
<td>By Year 4</td>
<td>−$16,781</td>
<td>$9,505</td>
<td>−$1,382</td>
<td>$5,718</td>
</tr>
<tr>
<td>By Year 5</td>
<td>−$16,781</td>
<td>$11,618</td>
<td>$42</td>
<td>$9,255</td>
</tr>
<tr>
<td>Break-even year</td>
<td>Never</td>
<td>Year 1</td>
<td>Year 5</td>
<td>Year 3</td>
</tr>
</tbody>
</table>
implementation. These early challenges and negative results are real economic costs that should be captured in any cost-benefit analysis.\(^3\)

In order to account for the public and societal costs of the program, given this separated cohorts approach, we assume that the 2016 cohorts are a fixed learning curve investment, while the 2017 and later cohorts can be scaled to more trainees thereafter. In essence, to sum up to the public and society levels, we multiply the benefits and costs of the 2016 cohorts by the total number of persons assigned to training in these cohorts (42, including veterans), and then divide this product by the trainees in the later cohorts (293, including veterans), with the concept being that the costs of the initial cohorts are distributed across however many trainees that follow. For example, the first benefits row in Table 5.8 captures the estimated earnings impact per participant randomly assigned to the treatment group as discussed in the methodology and data section above. Over three years, the estimated losses for the 2016 cohorts is $13,140, while the gains to 2017 and later cohorts was estimated to be $8,899.\(^4\) The total earnings impact on a per-participant basis from a societal perspective is therefore slightly less than the earnings impact for all cohorts after 2016 alone, as we capture the

\(^3\) For the 2017 and later cohorts, despite finding that the earnings gap increased with more time elapsed after the end of the program (see Figure 4.3), we assume a more conservative constant difference in earnings thereafter at the sample average ITT estimate from Table 4.7. For the 2016 cohorts, we followed a different strategy in which we allowed the earnings losses implied by Table 4.7 to decrease to zero with time and stay at zero thereafter. We did this for two reasons: first, in results not presented in this report, the analogous analysis of Figure 4.3 for the 2016 cohorts shows a negative ITT estimate that converges toward zero instead of diverging away from zero as in the 2017 and later cohorts. Second, unlike the 2017 cohorts, the ITT estimate of Table 4.7 for quarterly earnings for the 2016 cohorts is not statistically significant. Given the small sample, we fit a model that allowed for a linear time trend for the ITT and used the estimated ITT for each quarter it was negative until it reached zero; thereafter, it was left at zero. This happens in the fourth year after the end of training.

\(^4\) In the longer-term (30 years) columns, it should be noted that the 2016 cohort losses are the same as the shorter-term (three years) columns, at an estimated $13,140. This is because the analysis, as discussed in Chapter 4, showed that the losses of these cohorts gradually diminished over time and, by year four, the losses turned positive. The results were not statistically significant, however; as a conservative assumption, we assumed that by year four, there would be no assumed lost or gained earnings in our cost-benefit model.
cost of early program losses to earnings. The same is true for fringe benefits and taxes. As shown, tax revenue is a benefit to the public, though, as expected, the tax revenue benefit to the public is less than it would otherwise be if we did not include the 2016 cohorts: The impact to tax revenue is actually an estimated $2,323 loss to the public for the 2016 cohorts because of their lost earnings. If we were to exclude the lost tax revenue from the 2016 cohorts, the public tax benefit would be equal to the 2017 and later participant loss in tax payouts. The societal tax impact is zero, however, as it must be true that the net participant payouts (or nonpayouts in the case of 2016 cohorts) must be equal to the public revenue from tax receipts (or nonreceipts in the case of 2016 cohorts). This logic for earnings, fringe benefits, and taxes applies in both the three-year and 30-year sets of columns.

For transfers, the 2016 cohorts saw no net changes in welfare benefits such as UI, TANF, the Supplemental Nutrition Assistance Program (SNAP), and Medicaid. That is, there were no reductions in those receiving these benefits in the first two cohorts. The method for estimating these impacts for all participants is included in the methodology and data section in previous sections of this chapter. As expected, the loss in these benefits is equally offset by the fact that the public no longer needs to pay these benefits. The net impact to society is therefore zero. For example, as shown in Table 5.8, we estimate the net impact to UI benefits as a loss of $825 per participant and a gain to the public of $825 over three years, and a loss of $4,613 per participant and a gain to the public of $4,613 over 30 years. The net impact to society is therefore $0.

Program costs are simply the total costs of the program on a per-participant basis using all program participants from the 2016 cohorts and later. This is captured by the public and societal cost of $7,509 on the WIF program cost row in Table 5.8. The program costs are all public costs, because the costs to start and operate the program and the participant subsidies are all publicly funded. Forgone earnings are based on OLS estimates and the societal impact of forgone earnings includes both the relatively large negative impact to the 2016 cohorts as well as the much smaller impact to 2017 and later cohorts. The 2016 cohort impact is a $903 loss per participant, while the 2017 and later
The cohort impact is a much smaller $78 loss per participant. The relatively small forgone earnings impact is partly due to a fairly short training period and the fact that many trainees continued to work, and it is based on the estimates comparing the adjusted average treatment and control group earnings through OLS regressions during the quarters in which individuals were being trained. It should also be noted that the costs are the same in the three-year time frame and 30-year time frame. This is because forgone earnings only capture those earnings forgone during training participation and the program costs only capture those costs to provide the initial subsidy for training and costs to manage the WIF program during the initial time frame of the program. A discussion of the methodology and data used to calculate the benefits and costs in Table 5.8 are summarized in the previous section. All future benefits are discounted to 2018 dollars assuming a 5-percent discount rate. There are several conceptual bases for determining the appropriate discount rate, including potential returns on private savings options (e.g., the interest rate on treasury bills) or the potential return to entrepreneurs’ investments in the private sector. While there is no consensus in the literature on the proper discount rate to use in such analyses, according to Levin and McEwan (2000), rates between 0 percent and 11 percent are often used. As such, 5 percent seems to be a reasonable rate to use as a baseline assumption. We also show the impact to 30-year net benefits and costs with a 3-percent and 10-percent discount rate in the footnote to Table 5.8, to demonstrate how sensitive the results are to the discount rate. All costs are adjusted for inflation to 2018 dollars. Costs for forgone wages are also discounted with the same 5-percent rate because they extend slightly beyond one quarter. Program costs are not discounted because there are no future costs included in the analysis.

5 The training time was two to four months.

6 Specifically, we estimated the primary model of the impact of the program on earnings (Table 4.5) as presented in Appendix B.2, equation B.3, but instead of including post-training quarters of earnings, we included only the quarters that occurred during training for the treatment group, and for the control group, the same quarters as their comparison treatment group was in training.
Table 5.8 also shows the net benefits and costs, IRR, and ROI for the average participant from the perspective of the 2016 cohort participants, the 2017 and later cohort participants, the public, and society. These metrics are also shown for both a three- and 30-year time frame.

The IRR is a calculation that determines the discount rate required to make the net present value of future cash flows equal to zero. Put another way, it is the rate required to equalize the benefits and costs in present-value terms. This calculation is not included for participants, but for different reasons in the cases of the 2016 and 2017 and later cohorts. For the 2016 cohorts, the IRR is not calculated because the costs in lost earnings through year three are never made up as the model assumes earnings impacts are zero beginning in year four and continue on at zero into the future. For the 2017 and later cohorts, the IRR is not calculated because the only costs to participants (forgone earnings during training period) are immediately overwhelmed by the earnings within a quarter. There is essentially no time required to pay for the participants’ small investment in forgone earnings.

The annualized ROI is calculated by the following equation:

$$ROI = \left( \frac{\text{Benefits}}{\text{Costs}} \right)^{1-t} - 1$$

where $t$ equals the number of years. Unsurprisingly, the ROI from the participants’ perspective is extremely large in the negative direction for the 2016 cohorts, and extremely large in the positive direction for the 2017 and later cohorts, particularly in the short run. As noted in the IRR calculation from the perspective of participants, the benefits are very large relative to the costs. This is also evident in the 355.28-percent ROI for the WIF program from the participant perspective. Over the long run, this ROI shrinks with the assumption that the earnings gap remains constant between the treatment and control groups and earnings in the distant future are highly discounted in present-value terms.
Turning to the public perspective, the benefits do not overcome the costs in the first three years as demonstrated by a negative IRR and ROI. The public benefits of increased tax revenue and lower pay-outs for welfare benefits are not enough to overcome the fairly substantial subsidy and program costs in the first three years. Over the long term, the benefits eventually become large enough to justify the costs strictly from the public perspective. According to the results, the benefits would begin to overcome the costs in five years. The year in which each category breaks even (e.g., the year in which benefits begin to equal costs) is captured in Table 5.9.

Finally, from a societal perspective, combining the participant and public benefits and costs, the ROIs are positive in the short run. The return is fairly substantial in both the short and long runs.

Table 5.9 shows that in only three years, from a cost-benefit perspective, society benefits from this program. In the first five rows of Table 5.9, the cumulative net benefits (i.e., benefits minus costs) are shown at the end of each given year. The last column points out the break-even year for each societal group. As expected, the Year 3 row net benefits in Table 5.9 are the same as the net benefits in the “3 Years” time frame shown in the first four columns of Table 5.8. Table 5.9 shows at what point the benefits begin to outweigh the costs of the program. As already discussed, the costs to 2016 cohorts are never overcome by benefits in our cost-benefit model. However, for 2017 and later cohorts, the benefits immediately outweigh the costs to participants because the training stipend is completely a public cost. At year five, the public begins to realize a positive net benefit. For society as a whole, including all participants and the public, net benefits are positive by year three.

5.4. Conclusion

Consistent with the positive findings earlier in the report, the cost-benefit findings show encouraging results. Both the participants and the public benefit from the implementation of the job training program with immediate benefits to participants, particularly after a pro-
gram implementation learning period. The participant benefits include increased earnings and associated fringe benefits. While the public benefits are slower to accrue relative to the program costs and training stipends, increased tax revenue and decreased welfare payouts offset these costs in a relatively short time frame by the end of year five. As a result of the significant benefit to participants and eventual positive benefit to the public, it is not surprising that society as a whole has benefited from this program in a relatively short time frame. Despite early investment costs and participant losses in the form of decreased earnings for some of the first cohorts, the significant gains from later cohorts enabled this initiative to see positive returns fairly quickly.
Our study of this job training intervention generated several valuable findings. Overall, we found that the intervention as originally envisioned was problematic but that the city was agile in its adaptation, utilizing lessons learned, and this ultimately proved relatively successful with positive, meaningful increases in earnings associated with the program, as well as increases in job satisfaction, though these results should be interpreted with caution. There were not significant changes to employment rates, job duration, or arrests. Our research adds to the three strains of literature discussed earlier by showing an example of an effective WIA program, reinforcing the importance of demand-driven job training programs, and showing that the screening and creaming questions are difficult to assess for many reasons. In this chapter, we discuss all of the findings.

The initial idea to use hospitality and leisure firms and cultural partners to screen did not work. A major change in the Career Pathways program involved the nature of the screening, which had implications for the type of training that was likely to be most successful. As originally proposed, hospitality industry employers would screen their current employees and refer individuals who were judged to have the work habits and aptitude for obtaining more training that would allow them to move to a higher-wage job. It was thought that these employers would be willing to refer their good employees to the program because they realized that these employees were likely to leave anyway due to a lack of opportunity in their current jobs and because the employers could use the promise of the Career Pathway program
to recruit eager and capable replacements. However, the combination of various factors, such as political conflicts and reevaluation of the cost of referring incumbent employees, resulted in the hospitality employers deciding not to participate. OWD’s attempt to replace this screening and referral pipeline with similar screening by community cultural partners based on long-standing relationships with candidates was also unsuccessful. The resulting replacement of the profiling tool with a more formal—albeit transient—interview and testing process performed by workforce development professionals who had no relationship with the candidates changed the nature of the screening substantially.

It is not clear whether the initial idea of using low-skill, low-wage industries to provide a source of trainees for a cross-industry pipeline could work in other settings, despite its failure in New Orleans with the hospitality and leisure industry. We are inclined to believe that it generally would not be workable, and would require a very specific type of industry and employers, where the goal of the employers is only temporary hiring and afterward the trainee transitions into a different firm or industry. This may be the result, for example, of a mission-driven nonprofit firm that seeks to provide transitions from unemployment to employment. However, these firms are unlikely to be sufficiently large in any given location to account for job training recruitment needs.

It was not clear whether the sole use of cultural partners as sources of potential trainees would ever succeed. The goal here was to use those partners’ more-intimate knowledge of their members’ soft skills to form reasonable predictions about the likelihood of each candidate completing training and engaging in such a way as to make the training efficacious. From the start, there were concerns that using cultural partners would not be generalizable to cities other than New Orleans, and we learned in this analysis that even in New Orleans, where these organizations exist and plausibly would want their members to receive training and better employment, the organizations were largely unable to provide a sufficient number of potential recruits and seemed to recommend all potential candidates, negating the usefulness of the screening mechanism. Perhaps the use of cultural partners could succeed in cities where such organizations exist in sufficient number, if certain actions were taken. First, the cultural partners would have to be better
educated as to the reason for a meaningful screen and given reassurances that those who fail the screening would receive support. Second, the cultural partners would likely need to receive resource support to make the endeavor feasible financially. It is unclear whether these two measures would be sufficient to make such a partnership successful, but they could improve the likelihood of a positive relationship and outcomes.

**OWD was reflective during early implementation; there is evidence that this may have improved the implementation and impacts of the program.** Creating a pipeline to career pathways is a challenging endeavor. Many of the features of the proposed design were modified as OWD learned what worked and what did not work in the initial plan. Our findings indicate that OWD was reflective during the early implementation stages and continually adjusted strategies in response to the realities of the political and economic environment in which the Career Pathways program is embedded, as well as in response to organizational capacity. OWD attempted to stay faithful to the mission of the Career Pathways program while adjusting its design and strategies as needed. When the hospitality and leisure sector resisted referring employees and otherwise partnering on the Career Pathways program and the cultural partners did not have sufficient capacity to recruit the necessary numbers of candidates nor the incentive to properly screen, OWD opened the pipeline to the public through several recruitment methods and conducted the screening process in-house. Although this resulted in changes in the population targeted, the training still catered to those in need (underemployed and unemployed) even if they were recruited from other sectors or had no previous work history. Similarly, when industry demand for a skilled workforce halted in the energy sector job market, OWD expanded the Career Pathways program to include training in health care and IT, the latter of which is aligned with the Mayor’s Office of Economic Development’s strategic priorities and with the labor market needs in the greater New Orleans area, according to OWD.

We found that the changes may have been successful. Specifically, treatment effects and thus ROI improved drastically after the first set of training cohorts, after changes had been made. The training
program overall required this burn-in period, where adjustments were made, processes were refined, and relationships were strengthened.

At times, the training curriculum was not tailored to the needs of the trainees. Though the educational institutions selected to participate in the program as training providers have extensive expertise in delivering coursework in the program areas of these trainings, there were areas of the program that could have been modified to better address the needs of participants instead of using preexisting coursework. The trainings could have incorporated even more hands-on experiences to improve participant employability and satisfaction. Furthermore, the curricula could have been structured to promote more soft skills or teach competencies that traditionally lead to increased likelihood of employability. For example, the curricula could incorporate opportunities for trainees to work in teams by including group work in the lesson plans. Similarly, the curricula could develop participants’ communication skills by requiring them to participate in classwide discussions and presentations. Other skills, such as responsibility and professionalism, could also be developed by having clear class expectations regarding attendance and completing assignments.

The relationship with firms was not sufficiently strong post-training. While the relationships with local firms were sufficient to produce redirection away from the energy industry (given falling oil prices) towards health care and IT, training participants noted a significant lack in facilitation of post-training connections to firms in target industries. There was no evidence of program funds being used for on-the-job training, as was allowed, and treatment group individuals were not statistically more likely to report receiving support in employer connections than the control group was receiving from the WDB. The Career Pathways program could have been stronger and potentially led to even better outcomes if there had been stronger relationships with the firms in the target industries.

The training program was successful in increasing earnings of program participants in later cohorts, but there is no evidence of impact on employment. While the first two cohorts were not successful in producing higher earnings, from 2017 and later, the remaining 13 cohorts in our employment and earnings analysis produced,
on average, meaningful earnings increases for those assigned to the treatment group—$804 per quarter for our primary specification, and over $1,000 for those who attended training from the TOT estimates. The overall treatment effect of $804 represents a sizable improvement in earnings. Given the control group’s average quarterly earnings per participant in the post-training period was $3,317, treatment assignment caused an approximately 25-percent increase in quarterly earnings. These results compare favorably with the research on job training programs (e.g., Andersson et al., 2013, with quarterly earnings gains for two other WIA-funded programs of between $236 and $2,056; Heinrich et al., 2013, finding gains of around $600 across several WIF-funded training programs; and Maguire et al., 2010, finding earnings gains of 18.3 percent). Meanwhile, we found no impact overall for employment rates, except for individuals who entered training without a job.

There is an important learning curve for implementation of job training. We find negative and statistically significant effects on earnings and employment for the initial two cohorts. Later cohorts were significantly better, which we account to OWD making necessary changes in recruitment and screening, improvements in curriculum and industry partners, and overall growth over time. While we are not able to separate out these competing reasons for the improvements (which happened more or less simultaneously), this suggests that local governments implementing job training programs should be patient and not eliminate a program if it does not succeed in its first or second iterations. If the evaluation ended after looking only at the 2016 cohorts, there would have been strong evidence to eliminate this program, which could have been premature. Meanwhile, we find strong evidence of favorable cost-benefit later on, and even including these initial cohorts. There should be space for the relationships and programs to mature, at least past their first or second attempts, if there is reason to believe in the ultimate success of the program.

The pathways with the best outcomes were those with more-involved industry partners. Outcomes were worst in AM; one of the target industries withdrew at the beginning (energy) and there was further withdrawal of support from local firms in helping develop curriculum. The best outcomes seem to have been with industries that were
more involved. For example, in the health care pathway, Oschner was one of the training providers; as one of the most important employers in the region, it gave crucial support for the training process and post-training outcomes (even if no one was assured employment). While we cannot demonstrate a causal relationship between industry involvement and outcomes, these results are suggestive of a possible connection.

**There are suggestive nonearning improvements in outcomes from training.** We find higher job satisfaction and some evidence for placement in target industries. The job satisfaction results should be read with caution because of low survey response rates. On the other hand, we found no effect for job persistence. This might not be surprising, as there may have been countervailing forces from treatment, leading trainees to be more likely to leave bad jobs (shorter job persistence) while placing them in positions that are more stable, with skills that make them less likely to be let go (longer job persistence). A longer post-training measurement would be necessary to properly investigate and separate these two factors. We also found no real effect for employment status, with training having the real effect of increasing earnings in jobs, and not increasing the likelihood of holding any job in the quarter. We should note that there were large effects on employment status for those who entered training without a job. Finally, we did not find any statistical evidence of an impact on arrests.

**The impact of training on earnings is larger for specific subgroups of individuals.** We find the largest treatment effects for older persons, those who entered randomization with no job, and the most poor (prior annual incomes below $5,000). This is very encouraging for the purposes of the training program, especially that the earnings increases and employment effects are largest for those most in need prior to training. These results also stand in contrast to some of the prior literature, which found the weakest effects of job training programs for displaced workers without a job (Andersson et al., 2013; Heinrich et al., 2013). Women had higher earnings gains than men, though the difference between the impacts on the two subgroups was not statistically significant.

**Trainees have better outcomes if their training cohort peers have better prior employment histories.** We find evidence of peer
effects. Individuals whose fellow trainees have a better history of being frequently employed are more likely to be placed into jobs at the end of training and more likely to have better earnings. This may be due to a better classroom environment, networking creating better opportunities after training, or other unexamined factors.

There is no evidence that the screening interviews produced the intended effects, although the TABE operated better. The hope was that the screening interviews would lead to lower attrition from training and better post-training outcomes. While we were unable to compare against an unscreened population, we did compare those with higher and lower interview scores, and found that scores were not related to these desired outcomes. If anything, screening interviews serve as a creaming tool, selecting individuals likely to succeed whether or not they participated in training. On the other hand, the TABE, a basic literacy and numeracy test, is related to higher program completion, credentialing, and better treatment effects for higher scores (screening) with lower creaming effects, though these effects generally are not statistically significant. However, it is worth exploring in the literature how the TABE (and potentially a combination of other screening tools) is related to the desired outcomes of training completion and credentialing. It would be better to select those participants who would benefit the most from training (screening) and, where possible, avoid those who would have the best outcomes regardless of whether they were trained (anti-creaming).

Overall, we find the program has high ROI. For participants, the benefits of the program almost immediately exceed the costs (increased earnings exceeding the fractional loss in social benefits, the increased taxes, and the forgone earnings during training). For the public, five years are needed to make up the implementation costs, in terms of decreased welfare transfers and increased tax returns. For society, less than four years are needed for benefits to exceed costs, and there is a societal three-year annualized ROI of 7.99 percent—and 7.44 percent over 30 years. This makes this overall intervention a good investment, especially as this calculation is conservative: It does not account for all of the realized benefits, such as improved job satisfaction and potential decreases in arrests for men.
In evaluating the Career Pathways job training program for unemployed and underemployed workers in New Orleans, we had many findings to be optimistic about. While there was a slow start to the effectiveness of the program, after the first few cohorts of training, we found meaningful increases in earnings post-training as well as some suggestive evidence of increases in job satisfaction. Most notably, the populations of most interest for this program—unemployed and low-income workers—had large increases in earnings due to training assignment, with those who were unemployed in particular showing substantially larger benefits from the program than those entering the program already employed. While the program deviated from the originally proposed implementation, the adjustments that were made seemed to be related to improvements in effectiveness and to display the agility necessary for success in demand-driven job training. Overall, we find the job training program to be a good return on investment in terms of benefits outweighing costs, both for the individual and for the government—and, ultimately, for society.

While the program was ultimately successful according to several metrics, there are areas in which it could be improved, and there are many takeaways from the study of this program across 25 training cohorts. We have a number of recommendations for future implementations of such job training programs. These recommendations and lessons learned may be of special interest to WIBs and employers who plan to invest in disadvantaged workers, as well as for philanthropic foundations interested in workforce development, researchers inter-
usted in this topic, and DOL. Furthermore, these recommendations and lessons could be most applicable to areas similar to New Orleans: urban areas with sizable low-skill, unemployed, and underemployed populations.

Two- to four-month job training programs aimed at low-income individuals can work. Our primary takeaway is that something about this program succeeds in terms of increasing earnings, and there is suggestive evidence of increased job satisfaction. These gains seem to be most prominent among the populations that we most would want to benefit from such a program, namely the lowest-income workers and those not working at the outset of training.

These job training programs are a good return on investment after a burn-in learning curve period: in the very short term for the trainees, in the short term for society, and in the medium term for the government. The positive returns to society suggest that this program demonstrates a good use of public resources and could be a model for future training programs. However, some patience is required—for the government, the benefits of reduced public assistance and increased tax revenues take five years after training to overcome the costs. Looking over a 30-year period, though, the public has a 3.95 percent annualized ROI for these job programs. And these returns are strictly to the government—again, if we include the benefits to the individual so as to calculate societal returns, payoffs come in the third year after training and the 30-year annualized ROI is 7.44 percent, suggesting a very effective program, especially because these calculations are conservative by not including all benefits. While we cannot assure that the same program effectiveness would be realized in other cities and applications of this training model, the gains would be most likely if the circumstances that made the approach successful in New Orleans in 2017–2018 applied to other locations and conditions. We list the most-important conditions in the following paragraphs, including having an allowance for a burn-in period, bringing in industry partners to create a demand-driven curriculum, casting a wide recruiting net, incorporating hands-on learning as part of the curriculum where possible, and potentially using tests of basic literacy and numeracy to select candidates for training.
Given the poor cost-benefit results early in the program and the turnaround to positive returns following these initially poor results, time should be built into similar training programs for learning. Our results strongly suggest that the program improved after the first few cohorts of training. If the program had been evaluated simply on these initial programs, it would have been viewed as a very ineffective intervention. The city and training providers needed to learn, through trial and error, the best approaches for screening and predicting participant success; this, in turn, produced positive economic results. Implementers should be patient with these types of interventions and potentially start with smaller training cohorts for the first few waves as they figure out what relationships and programs are required to move forward.

Be flexible, and consider employer needs in creating workforce education and training programs. There are potential lessons to be learned from the change of sectors; i.e., dropping the energy sector and bringing on the health care and IT sectors. The energy sector was first considered to be a viable target industry for OWD to partner with when local firms in the energy sector (specifically, the oil and natural gas industry) had high demand for labor, given high oil prices. However, in 2015 and 2016 there was a drop in oil prices (after the WIF proposal was submitted but before the program began) that decreased the industry’s interest in hiring. Sector-specific demand-driven programs such as these might always be sensitive to changes in demand exogenous to the firms. Any job training program should therefore be flexible enough to respond to these changes in a timely manner, as well as train candidates in skills that will be useful across multiple industries. We are not sure whether this means that the original and current sectors were chosen “correctly.” Sectors were chosen based on perceived interest from the firms as determined by OWD interactions with industry points of contact.

Where feasible, incorporate hands-on practice and classroom instruction. The provision of fully online training to the program population enrolled in the IT pathway is potentially concerning. Though online programs have many benefits, this mode of instruction might not have been the most effective for a vulnerable population
that might have multiple competing demands and limited professional experience. Blended approaches to instruction might be a better option because they have the potential to address nontraditional students with unique needs during the part of instruction that occurs in class. The class becomes part of the students’ routines, and students are able to get immediate responses to their questions and concerns. Furthermore, trainees in focus groups frequently cited the desire to have more hands-on experience in their coursework, though around 75 percent of telephone survey respondents agreed or strongly agreed that the trainer balanced lectures with hands-on activities.

Creating strong and sustainable partnerships between government and nongovernment entities can be challenging. The ability to build such partnerships is affected by funding constraints and changes in the economic and political contexts in which the partnerships are embedded. For example, the partnership with employers in the hospitality industry appears to have been based on a misunderstanding regarding the willingness of these employers to refer current employees for training. Firms in the energy sector that showed initial interest in partnering in this effort withdrew their commitments due to the economic implications they felt as a result of the drop in oil prices. Similarly, many cultural partners that were interested in being partners in the Career Pathways program were unable to do so because there were not adequate funds for compensation, and those that were involved did not ultimately provide a viable pathway for continued recruitment and screening. Findings also suggest that the partnerships were loosely built and very few of them were formalized. This design could have been intentional.

When confronted with challenges, OWD acted strategically in how it involved employers, allowing the business sector to define its needs and how it developed a demand-driven curriculum and to participate in hiring when possible. OWD coordinated its efforts around the program, but there were no truly collaborative partnerships in which partners worked together to define common goals, share information, and participate in decisionmaking. This limited effectiveness of the collaboration might have been due to a number of reasons, such as lack of true employer labor demand, lack of employer capacity to help,
missteps or insufficient outreach by OWD in these interactions, or evidence that these collaborations are unhelpful in training development and execution. Overall, OWD responded effectively to lessons learned: the current recruitment is sufficiently large and the screening seems to be, if nothing else, working to send some to the potential trainee pool and remaining individuals elsewhere to receive other help from OWD.

Plan job training programs that have participation from industry in curriculum design and capitalized commitments to follow-up, but be flexible and agile enough to make changes in industry partners as needed. We believe that the demand-driven aspect of the training program was critical to its success; the connections with local firms allowed OWD the agility to switch pathways after energy sector demand dried up. However, more could have been done in the training to connect workers with local firms. While on-the-job training funds were allocated, these were severely underutilized. One of the most successful models employed out of the cohorts was the one trained by Oschner, more directly connecting training with potential employers. The Oschner model is not necessarily reproducible in all cases, but local WIBs can form meaningful industry partnerships and buy-in that allow for post-training introductions and support. Furthermore, while the initial partnership involved firms in the energy sector, when oil prices decreased and demand for energy-sector trainees diminished, OWD was agile enough to switch industry partners, which was likely important to the success of the program.

Screening could improve training completion and better outcomes, though more research is necessary to understand which profiling tool would have the best outcome. We learned that the initial plans to use hospitality firms and community partners to screen did not work—hospitality firms withdrew for fear of losing their best workers, and community partners were unlikely to impose a binding screening, instead recommending everyone they encountered during the screening process. We also found no evidence that the eventual interview score was effective in identifying those more likely to complete training or screen those with the highest treatment effects. Instead, it seems that the TABE test of basic literacy and numeracy scores has the best potential characteristics. Additional research is required to parse
how the treatment effects (and control group results) differ, depending on which profiling tool the cohort is exposed to, as well as how combinations of the tools might improve treatment assignment.

These job training programs are effective for workers who are more than 35 years old, and so could be considered for retraining and midcareer changes. The future for older workers who are displaced due to exogenous factors, such as outsourcing or technological innovation, is often a cause for concern—especially outcomes for low-income older workers. However, we found that these populations had larger treatment effects, suggesting that a part-time medium-skill training of two to four months in a high-demand area could offer a meaningful solution to retraining such workers over 35 years old and providing them with skills that can improve their outcomes.

Make sure nonemployment benefits are included when considering the value of programs. We found improvements in job satisfaction from training. While we did not find statistically significant effects on crime, our study did suggest that future research might benefit from evaluating the impact of job training programs on arrests. Most evaluations of these job training programs would have been limited to employment and earnings, and would have missed gains from the program in these other dimensions.

Increasing the size of training to hundreds of individuals in the city did not seem to be a problem, but it is unclear what more-extensive scaling would yield. The program succeeded even as additional trainers and training cohorts were added on. This is encouraging with respect to the scalability of these types of programs in any given city. However, training providers should be carefully vetted and monitored, and target industries require buy-in, so there would be a definite ceiling on the scalability of this program. Even though we found mixed evidence on the prescreening efforts with regard to outcomes, our best evidence from this study suggests that leveraging the TABE is beneficial for selecting individuals qualified for training, and this would put another limit on the number of trainees. WIBs should use these tests not to decide which individuals to assist, but to target appropriate assistance decisions. Those with sufficiently high TABE scores, for example, should be routed toward these types of training programs,
while those with TABE scores below the relevant threshold should be routed to alternative programs and assistance from the WIB.

Further work is needed in several areas surrounding this job training. For example, we would like to further investigate the role of credentialing, which trainees felt was important. We also need to better understand the optimal collection of prescreening profiling tools. However, this study strongly suggests that there is space in our public policy for job training programs aimed at low-income workers, if such a program is well designed and targeted.
The evaluation looks at the key steps in the implementation of the project, including the factors that facilitate or impede executing the logic model presented in Chapter 1. To do this, we conducted a process evaluation (implementation study). A process evaluation is conducted to document and analyze the early development and implementation of a program or intervention, assessing whether and how well services are delivered as intended or planned (Whooley, Hatry, and Newcomer, 2010; Rossi et al., 2004; Patton, 2001). We used the logic model as a guiding template and touchstone for the process evaluation; we reviewed how program activities were implemented and documented that process and the progress of the initiative as a whole. In a process evaluation, findings can support ongoing revisions to policies. Thus, we used the findings from the process evaluation to continually identify areas of strength and areas needing improvement to enable the training providers and OWD to understand whether the project was working in a way that would promote the intended outcomes and whether this could be scalable to other sectors (Whooley, Hatry, and Newcomer, 2010; Rossi et al., 2004). The findings from the process evaluation also provided contextual information to explain results from the quantitative outcomes and cost-effectiveness analyses.

To assess the implementation of Career Pathways, we identified the original design features of the program, juxtaposing those features with the information from the interviews and focus groups. The information then was synthesized qualitatively to assess whether each of the three design features were implemented as intended or whether adjustments were made and why.
B.1. Randomization

For each training cohort, interested individuals who passed the screening mechanism, signed the consent forms to participate in our study, and filled out the baseline survey entered into the randomization pool for that cohort. When the recruitment for a given cohort was completed, OWD would provide us a list of all of the eligible candidates for that training cohort, along with their background surveys. We eliminated veterans from the lottery because they were guaranteed participation in the training per DOL protocols. We generated a set of four binary variables for each individual: gender (male or female), employment status (working or not working), annual income (more or less than $5,000), and age (younger or older than 35 years old). From these, we created 16 gender-by-employment-by-income-by-age strata cells. If any of the 16 cells had only one person in it, we pooled that cell with the closest matching cell, according to a preprogrammed ordering of proximity (e.g., male, low-income, unemployed, and young individuals would be pooled with male, low-income, unemployed, and older individuals). Once there were no singleton cells, each person was assigned a random number and ordered by that number within each stratum, with half assigned treatment and half assigned control. As some strata cells had an odd number of persons within the cell, we randomly ordered the odd strata groups and alternated between picking one more or one less person to be assigned treatment than control for each consecutive
group. We stratified along these dimensions to improve the likelihood of balance—or baseline similarity and thus comparability—between control and treatment groups.

**B.2. Baseline Equivalence**

We test baseline equivalence of the treatment and control groups in terms of sociodemographic characteristics reported at the baseline and the profiling tools described in Table B.1. We define equivalence for a given variable as an effect size less than 0.20; that is, the difference between the treatment and control means for that variable is less than 20 percent of the pooled standard deviation. This is equivalent to Cohen’s (1988) threshold for a small effect, and is more conservative than the 0.25 threshold used by U.S. Department of Education’s What Works Clearinghouse. The equivalence in sociodemographic characteristics (i.e., the first four variables in Table B.1: gender, age, employment, annual income above $5,000) was expected, as we used block randomization within the cells defined by the intersection of the variables, as described previously. Notably, we also find balance on the profiling tool scores. The randomization achieved equivalence in the baseline outcomes before randomization (and thus, before training)—average employment, earnings, job stability, arrest rates, and screening test scores—which we did not stratify for randomization. The one exception is the Wonderlic score, a common test of pre-employment capability that has an effect size of 0.29. However, we note that this difference is not statistically significant at even the 10-percent level, and that this is for the smaller subsample of individuals who were administered the Wonderlic and had scores transmitted to RAND. Note that we had some missing interview scores and TABE scores for some individuals who should have had these scores present, as well as legitimate cases where the profiling tool was not used for a given cohort.

As mentioned above, we exclude veterans from the analysis because they were not randomized but were all assigned to the treatment per DOL policy. Furthermore, we include only individuals for whom we have post-training outcomes. For the employment and earnings analysis, this means that their assigned cohort finished training prior to June 30, 2018 (so that we have at least one post-training quarter of data from LWC, given our last available data are from the third quarter of 2018). For the crime outcome, we use all participants because we have crime data through April 2019, after all cohorts had finished training. Analyses of telephone survey data also used all cohorts for which we had at least one respondent, as none were excluded because their training had not ended or for any other reason. The inclusion or exclusion of each cohort is shown in Table 2.2. We had attrition from the telephone

Table B.1
Baseline Equivalence Results

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Treatment</th>
<th>Difference</th>
<th>P-value from T-Test</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>% male</td>
<td>0.55</td>
<td>0.60</td>
<td>−0.05</td>
<td>0.64</td>
<td>0.10</td>
</tr>
<tr>
<td>% older (≥ 35 years old)</td>
<td>0.51</td>
<td>0.59</td>
<td>−0.08</td>
<td>0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>% employed</td>
<td>0.53</td>
<td>0.54</td>
<td>0.00</td>
<td>0.94</td>
<td>0.01</td>
</tr>
<tr>
<td>% income above $5,000</td>
<td>0.60</td>
<td>0.64</td>
<td>−0.04</td>
<td>0.51</td>
<td>0.08</td>
</tr>
<tr>
<td>Average pre-employment</td>
<td>0.60</td>
<td>0.62</td>
<td>−0.01</td>
<td>0.78</td>
<td>0.03</td>
</tr>
<tr>
<td>Average pre-earnings</td>
<td>3526</td>
<td>3584</td>
<td>−58</td>
<td>0.91</td>
<td>0.01</td>
</tr>
<tr>
<td>Arrested before</td>
<td>0.40</td>
<td>0.43</td>
<td>−0.03</td>
<td>0.46</td>
<td>0.06</td>
</tr>
<tr>
<td>randomization</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum job tenure</td>
<td>3.86</td>
<td>3.55</td>
<td>0.31</td>
<td>0.36</td>
<td>0.11</td>
</tr>
<tr>
<td>TABE</td>
<td>7.37</td>
<td>7.71</td>
<td>−0.34</td>
<td>0.49</td>
<td>0.17</td>
</tr>
<tr>
<td>Wonderlic</td>
<td>22.23</td>
<td>21.10</td>
<td>1.13</td>
<td>0.26</td>
<td>0.29</td>
</tr>
<tr>
<td>Interview score</td>
<td>80.54</td>
<td>81.90</td>
<td>−1.36</td>
<td>0.58</td>
<td>0.17</td>
</tr>
</tbody>
</table>

NOTE: This analysis includes only cohorts used in the analysis. That is, it includes only cohorts with post-training earnings data and with information on training dates received from the training provider. Numbers are unweighted and unadjusted.
survey sample due to either not having up-to-date contact information or nonresponsiveness; this is discussed in the following subsection. We also had some individuals whose Social Security numbers did not match in the LWC data set for any quarter of data in the 2014–2018 data range. This could happen for one of at least four reasons:

- The person never worked in Louisiana during that time and thus should be considered unemployed in our data.
- The person could have worked only “under the table” or for excludable jobs that would not be reported in LWC data, in which case employment outcomes should be considered missing in our data (not knowing their earnings or employment).
- The person could have left Louisiana and had earnings in other states, and thus earnings should be considered zero (as we are investigating earnings in Louisiana only).
- The person could have entered the incorrect Social Security number, in which case we should consider the individual as missing.

Not knowing which of the four cases or combination thereof any individual was, we coded each of these persons as missing and corrected for this using nonresponse weights.

Similarly, for the crime outcome, we could not tell whether someone was missing these data because they left New Orleans or did not commit any crimes. In the face of this missing information, we defined the outcome implicitly in terms of the sample (i.e., employment in Louisiana or arrests in Orleans Parish) so we set the missing records for these outcomes to zero, with the exception of individuals not located in LWC data by Social Security number (see previous), which we set as missing in the crime data. If the treatment individuals were more (less) likely to leave the state or Orleans Parish than the control individuals, this would lead to under (over) estimation of the treatment effects (i.e., in any geography) for employment and earnings by assuming that they are unemployed, and over (under) estimation of the full treatment effects for arrests by assuming they did not get arrested.
Table B.2 presents the total number of participants in the program. 509 nonveteran individuals consented to participate in the study. As discussed in Chapter 2, the program was set up so that a person assigned to be in the control group for a given cohort could enter into a later randomization cohort; the person could be assigned to the treatment group and receive training later, though they were not necessarily encouraged to do so by OWD above and beyond what any individual who walked in to a JOB1 center would receive, nor were they provided an explicit path into the later cohort. This represented business as usual for the control group (they could receive later benefits from the city and JOB1 center); however, the city was instructed to not tell the control-assigned individuals that they should enter into new randomization cohorts, only that they could return to the JOB1 center to seek other help. This is represented by the Study ID, a unique identifier given to each person separate for each cohort they might be in. Thus, for the persons who are in four different cohorts (the maximum value for a small selection of individuals who were randomized into control groups three times, and then finally into the treatment group in their fourth randomization pool), they would have four separate Study IDs. This ability to enter into later randomization cohorts was a requirement of OWD in order to administer the randomization.

There were 42 people who were in more than one randomization cohort because of their being assigned to the control group in the first set of cohorts and re-entering later cohorts’ randomization pools. This also represents the reason for the larger number of those only ever assigned treatment (256 individuals) and those only ever assigned control (211 individuals), as such individuals are, by definition, assigned to the control group first.

The second line of Table B.2 presents the Study IDs in treatment and control. This accounts for the repetition of individuals in more than one cohort by reapplying after being assigned control. Thus, the total number of treated is 256 (those always treated) + 42 repeated individuals = 298, as shown in the second row. The control group grows by more than the 42 because some individuals are in more than one control group, entering the randomization pool up to four times
Table B.2
Number of Program Participants in Outcomes Analysis

<table>
<thead>
<tr>
<th></th>
<th>Only Treatment</th>
<th>Only Control</th>
<th>Control and Later Treatment</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of consented individuals</td>
<td>256</td>
<td>211</td>
<td>42</td>
<td>509</td>
</tr>
<tr>
<td>Number of Study IDs</td>
<td>298</td>
<td>281</td>
<td>—</td>
<td>579</td>
</tr>
</tbody>
</table>

(effectiveness of Screened, Demand-Driven Job Training Programs).

We discuss the methodology for handling these repeats below.

Table B.3 presents the numbers of study participants by outcome. For employment and earnings, we only have 15 of the 24 analysis-sample cohorts with post-treatment earnings data available, given the data timeline from LWC (see Table 2.2). This is also the reason for the smaller number of individuals in the study. We code any individual with no match in the LWC data as missing, for the reasons described above. This accounts for approximately 8 percent of the sample and is equal between control and treatment groups.

Table B.3 also reports the number of clusters used for calculating the standard errors. As described later, we defined clusters at the cohort level for the treatment group (as outcomes may be correlated with each other) and at the individual level for the control group (given that we expect no correlation in outcomes for control persons who happened to be in the same randomization cohort). Table 4.3 shows that we have 172 clusters for the analysis of employment and earnings.

For the analysis of the effects on crime, we have a large sample covering all cohorts (comparing the sample of those for whom we have post-training data in the arrest file with those in Table B.2) as we acquired administrative data on arrests from the New Orleans Police Department for all individuals in the study. As a result, we have crime data for 24 cohorts and 252 clusters. However, we assume that all individuals who did not match Social Security numbers in the LWC employment data are also missing for the arrest data. This is supported by the fact that none of these Social Security numbers match any arrest records, before or after training, which would be very unlikely given
that, overall, around 40 percent of participants had been arrested at some point in their lives before training.

For the analysis of job satisfaction, the overall response rate for the phone survey was around 20 percent, with the treatment group more than double the response rate of the control group. The nonresponses are due either to not having correct or updated contact information for study members or because individuals did not respond to our repeated attempts to survey them.\(^1\) We found a higher rate of responses to the

\(^1\) Another important thing to note is that we do not have a full definition of treatment status for job satisfaction, given that we are unable to always reliably match on names. We use treatment assignment from our baseline surveys whenever there is a clean merge on the participant’s name with the analytic data file (i.e., the randomization data file). However, some persons were not able to merge, and for them we use their survey response to the question of whether they participated in the Career Pathways program. We do not rely solely on this latter measure because there are incorrect responses to this question based on the sample of individuals that do merge. To be safe, for any individual who did merge, we used the true
telephone survey among the treated individuals than among control individuals, though the rates of response are below 30 percent for even the treatment group. One reason for the lower response rate for the control group is because we could not field surveys to some of the repeaters during the time they were in the control but before joining the treatment group. Another is that, despite the financial incentives to reply, control persons may feel less obligated to reply because they were not trained.

To correct for missingness in each of the data sets, as discussed previously, we use inverse probability weights for nonresponse. To do so, for any outcome and data set, we first fit a logistic regression of nonmissing indicators onto the person’s treatment status and the four randomization strata of baseline age, sex, income, and employment status. Using this fitted regression, we predict the probability of being a nonmissing response and generate the regression weights as the inverse of this predicted probability. Thus, individuals who are often missing covariates will have a lower prediction of being nonmissing, which when inverted will yield a larger weight to account for the persons who are similar and are missing data.

B.4. Statistical Methods

We measure the effect of ITT, or assignment to training status, to account for incomplete participation in training or noncompliance with random assignment (Huber, 2012; Imbens and Rubin, 1997). This is the policy-relevant estimator, because it provides the average effect over all eligible individuals, allowing for the fact that there will be imperfect compliance with random assignment. We also estimate the local average treatment effect for those who attend at least one training class through instrumenting the attendance variable with treatment status.

We clustered the standard errors to reflect expected intraclass correlations. We did so using multilevel clustering. Specifically, each treatment status, while for anyone who did not merge, we used their response to the participation in the Career Pathways program.
person assigned treatment is assigned to a cluster given by their training cohort (of which there are up to 24, depending on the model), while each control person is assigned his or her own cluster because we do not expect there to be any correlation in a control person’s outcomes with any other control person, but we do expect correlation within individuals across time and across cohorts if they are in more than one cohort. That is, the clustering allows but does not require correlation across observations of a person in multiple cohorts while in the control group but assumes the more conservative cohort-level clustering once they are in a treatment group. We also cluster at the individual level across all individuals to account for repeated observations per treated persons that will have correlation. Given the imbalance of cluster size and the small fraction of clusters that are treated given this approach, we adjust p-values using wild bootstrap clusters (Roodman et al., 2018).

A person may be in more than one cohort. To account for this, we generate Study IDs, which are unique to each person within a training cohort but not necessarily across cohorts for those who enter more than one randomization cohort (see Table B.2 and the surrounding discussion for more on this). If a person enters a later cohort, they are assigned a second Study ID when they enter the new cohort (whether they are a treatment assignment or control again). They will have a separate set of quarterly observations for this new Study ID running from after the new randomization date until the third quarter of 2018, including lagged outcomes that are calculated with respect to the randomization date of their new cohort. If they are randomized into the control group of their new cohort, they have the opportunity to enter yet another cohort at a later date, get assigned another Study ID, and contribute more records to the regression. As mentioned in Chapter Two, the most cohorts entered by any individual was four.

The only time that an individual’s quarterly observations are truncated prior to the third quarter of 2018 are if the individual enters a new cohort and is randomized into the treatment group. For such a person, we included quarterly observations for all of his or her previous cohorts, truncated at the date he or she was randomized into treatment, as well as a set of quarterly records with a new Study ID for the cohort in which he or she was treated.
In addition to the ITT effects, we estimate the local average treatment effect for attending treatment at least once (Imbens and Angrist, 1994). In these, we use the lottery assignment of being invited to receive training as an instrumental variable for whether the individual attended any training. Given both are binary, this will have the effect of scaling the treatment effect up (in absolute value), depending on the level of program attendance.

As discussed in the research questions in Chapter 1.5, we designate each analysis either confirmatory or exploratory. **Confirmatory analysis** is that which seeks to directly test a hypothesis and provide causal evidence of whether that hypothesis is true or not, and requires the strongest identification; **exploratory analysis** is used to generate hypotheses—for example, for future research. To account for our testing multiple hypotheses within a domain in confirmatory analysis, we use Benjamini and Hochberg (1995) false discovery rate corrections. In classifying domains for the multiple hypothesis corrections, we did our best to follow the advice in Schochet (2008). First, we did correction only for estimators classified as confirmatory. Second, we considered outcomes reflecting separate aspects of the labor market as separate domains. As stated in Schochet, “Outcome domains should be delineated using theory or a conceptual framework that relates the program or intervention to the outcomes. The domains should reflect key clusters of constructs represented by the central research questions of the study” (Schochet, 2008, p. 4). We put each outcome into a separate domain, as we believe they are each evaluating a different aspect of the potential success of the program. We also separate into different domains within outcome according to the research question, representing our interpretation of the last sentence of the prior quote. Thus, the question of the impact of training on earnings is a different research question and, in our minds a different domain from the heterogeneity of returns to training across different demographic groups. We further separate into domains the 2016 cohorts and 2017 and later cohorts, as we believe these are two fundamentally different periods of time (the burn-in period and the fully realized program period). We put ITT and 2SLS analyses in the same domain, reflecting that they are measuring the same research question, outcome, and underlying model of
action. Because of this, there are no adjustments across tables or figures in this report, but for confirmatory analysis, there is always some correction within a table, as we have noted in the note on each table.

As we look at several outcomes and models, we describe each in detail.

**B.4.1. Models for Chapter 4.1**

In Chapter 4.1, we investigate the trends in program attendance, completion, and credentialing. Table 4.1 and Figure 4.1 are raw statistics over the defined populations. Table 4.2 is based on a regression where we keep one observation per Study ID assigned treatment status. Equation B.1 presents the regression used. $\varepsilon_{ic}$ is the unobserved error term.

$$Y_{ic} = \alpha + \beta \text{Start}_{Qc} + \varepsilon_{ic}$$

$Y_{ic}$ represents a set of three dependent variables, each an indicator for whether individual $i$ in cohort $c$: (1) attended training at least once, (2) completed the first training, and (3) acquired a credential from the training. $\text{Start}_{Qc}$ is a variable that contains the quarter in which an individual’s cohort began training, measured in years. $\beta$ is the coefficient reported in Table 4.2, and measures how a one-year difference in the start of training (e.g., a cohort that began in the fourth quarter of 2017 instead of the fourth quarter of 2016) is related to changes in the outcomes. This analysis is exploratory.

Table 4.3 provides an estimator for how characteristics of the trainees are related to the probability of attendance and completion. Specifically, it is based on equation B.2, where we again keep one observation per Study ID.

$$Y_{ic} = \alpha + S_i \beta + \psi_{c} + \varepsilon_{ic}$$

$Y_{ic}$ represents a set of three dependent variables, each an indicator for whether individual $i$ in cohort $c$: (1) attended training at least once,
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(2) completed the first training, and (3) acquired a credential from the training. $S_i$ is a vector containing the four randomization strata for individual $i$: gender, whether he or she is over 35, whether the individual is working at the time he or she applies for training, and whether he or she has annual personal income over $5,000, each measured at the time of randomization. $\psi_c$ presents cohort fixed effects.

B.4.2. Models for Chapter 4.2

We next present the models associated with Tables 4.4 and 4.5, which look at the impact of training assignment on employment, earnings, and conditional earnings. Equation B.3 presents the model used.

$$ Y_{itc} = \alpha + \beta \text{Treat}_i + \lambda Y_{ib} + X_i \gamma + \psi_c + \phi_t + \epsilon_{it} $$

$Y_{itc}$ is the dependent variable. It is either a binary variable indicating whether individual $i$ in cohort $c$ is employed in quarter $t$, or the dollar amount of an individual’s earnings from all jobs in quarter $t$. For each individual, we use all quarters after the end of his or her cohort’s training period through the third quarter of 2018, leading to multiple records across time for many individuals. The regression for conditional earnings is the same as the regression for earnings but limits the sample to quarters with nonzero quarterly earnings.

$\text{Treat}_i$ (whether or not individual $i$ was selected for training) is the independent variable of interest (with independence ensured through randomization). The covariate $Y_{ib}$ represents the average outcome before the training periods (i.e., at baseline). More specifically, it represents the average quarterly employment rate (for the regressions of employment status) or average quarterly earnings (for the regressions of earnings) from 2.5 years to 0.5 years prior to the randomization.

To reflect the randomization process and increase the precision of our estimates, we additionally control for the baseline characteristics (the fully interacted set of indicator variables for gender, baseline employment status (working or not), baseline annual income (less than or greater than $5,000), and baseline age (younger or older than 35
years old), captured by \( X \), and fixed effects for each cohort, captured by \( \psi \). We also include year and quarter fixed effects (\( \varphi \)).

We estimate equation B.3 using OLS regression for the ITT model. The TOT model that estimates the effect of attendance on the outcomes estimates a slight modification of equation B.3, given by equation B.4, using 2SLS where attendance in training is instrumented using treatment status.

\[
Y_{itc} = \alpha + \beta \text{Attend}_{i} + \lambda Y_{ib} + X_{i} \gamma + \psi_{c} + \phi + \epsilon_{it}
\]

Figure 4.2, which measures the effects on quarterly earnings depending on the starting quarter, is similar to equation B.3, with treatment status and baseline earnings interacted by starting quarter. Specifically, it is given by equation B.5. The summation is across the different starting quarters, with \( h \) indexing which quarter a given cohort started in.

\[
Y_{itc} = \alpha + \beta h \text{Treat}_{i} + \lambda h Y_{ib} + X_{i} \gamma + \psi_{c} + \phi + \epsilon_{it}
\]

Figure 4.3 measures how the treatment effect changes depending on how many quarters have elapsed since the end of training. It, too, is a modification of equation B.3 for earnings, and is given by equation B.6. The summation is across which quarter after the end of training the observation is in, with \( s \) indexing the quarter.

\[
Y_{itc} = \alpha + \sum_{s} \beta s \text{Treat}_{i} \times 1 (s = t) + X_{i} \gamma + \psi_{c} + \phi + \epsilon_{it}
\]

Table 4.4 examines how the effects on employment status and earnings differ depending on which pathway the cohort was in, using
a simple interaction of treatment status and cohort. This is estimated by equation B.7, where we look at the pathways for AM, health care, or IT, with the pathway indexed by $h$.

$$Y_{itc} = \alpha + \sum_{h=AM, IT, H} \beta_h \text{Treat}_i \times 1 \left( c \in h \right) + \lambda Y_{iB} + X_i \gamma + \psi_c + \phi_t + \epsilon_{it}$$

Figure 4.5 estimates the effects by different subgroups, and does so by interacting treatment status with the subgroups. This is done separately for each subgroup (e.g., a separate regression investigating the differences by gender from the regression investigating the differences by age), as shown in equation B.8, where $X_{pi}$ is the scalar for the $p$th variable investigated: gender, age, baseline employment status, and baseline earnings.

$$Y_{itc} = \alpha + \sum_{s=0,1} \beta_s \text{Treat}_i \times 1 \left( X_{pi} = s \right) + \lambda Y_{iB} + X_i \gamma + \psi_c + \phi_t + \epsilon_{it}$$

Table 4.6 presents the likelihood of working in the target industries.

$$\text{Emp.Ind.} . H_{itc} = \alpha + \beta \text{Treat}_i + \lambda \text{Worked}H_i + X_i \gamma + \psi_c + \phi_t + \epsilon_{it}$$

Here, $\text{Emp.Ind.} . H_{itc}$ is an indicator for the individual working in industry $H$ (which is tested separately for each of the three target industries). $\text{Worked} H_i$ is an indicator for having worked in industry $H$ in the four years prior to the start of training. Both take the value of zero (and not missing) when an individual is not working. We do this separately for the sample of all individuals and for those in cohorts targeting industry $H$.

**B.4.3. Models for Chapter 4.3**

Chapter 4.3.1 investigates the impact of training on job duration. For this, we estimate a Cox model, with one observation per job per Study
ID in the post-training period. We use a Cox model here because it is very common for jobs to end during the data period, and because there is a more complicated pattern of censored data, with jobs starting at very different times that are not finished when the data sample ends.

We evaluate each job that is held after the start of training for each individual. The model is represented by equation B.10, where \( h_{ij}(t) \) is an indicator for still having a job \( t \) quarters after starting job \( j \), \( h_0(t) \) is the baseline hazard function, and \( HadAtStart_{ij} \) is an indicator for individual \( i \) holding job \( j \) at the start of training. We again tested a linear model for comparison, and it yielded very similar results.

\[
h_{ij}(t) = h_0(t) \exp\left( \beta \text{Treat}_i + X_i \gamma + \delta \text{HadAtStart}_{ij} + \psi \right)
\]

Chapter 4.3.2 investigates the impact of training on job satisfaction. The outcome is the measure of job satisfaction (on a 0 to 3 scale) from the telephone surveys. Equation B.11 presents the model for Table 4.8, estimated using OLS. The sample is limited to individuals who had a job at the time of the survey (because they were the only ones asked about how satisfied they were with their jobs). They were asked either in an initial survey (\( t = 1 \)) or in a follow-up survey approximately six months later (\( t = 2 \)). Here, we do not control for the fully interacted 16 cells of the randomization strata but the four marginal strata (baseline gender, age over 35, working status, and income). We also do not control for cohort fixed effects. We do not control for these two (as we do in the other models) because of the much smaller sample size.

\[
Satis_{it} = \alpha + \beta \text{Treat}_i + S_i \delta + \phi_i + \epsilon_{it}
\]

Figure 4.6 is similar, separately estimating the effect depending on how strongly the treated respondents reported agreeing that training helped them either find a better job or in their current job (measured by \( Helped_{it} \)). Given that this is unobserved for control persons, and for
better comparisons, we impute the $Helped_{it}$ variable for control persons. We do so by fitting an ordered logistic regression of the response to $Helped_{it}$ on their marginal strata $S_i$ and the period (first survey after training or the follow-up survey). We do this regression only on the sample of treated persons who responded to the survey and this question, and then predict the probabilities of answering each response (strongly agree, agree, disagree, strongly disagree) using these estimated coefficients for the control group. For each individual, we then assign as the imputed response to $Helped_{it}$ the value of the four levels of agreement that has the highest predicted probability. We replace the missing values of $Helped_{it}$ with these imputed values for the sample of control persons who answered the job satisfaction question (the dependent variable). We then estimate equation B.12. Note that this requires more assumptions than are made in the other analyses because of this imputation. We are making a missing at random (conditional on the covariates used) assumption that implies that, conditional on these covariates, there are no remaining unobserved confounders for the control group that are jointly related to the true probability of being in one of these subgroups (e.g., if they had treatment, then how strongly they would agree it helped them with their job) and the outcome of job satisfaction. We acknowledge that this may be a strong assumption in this case; hence, we deem this an exploratory analysis that can shed some light into the potential differences in the observed differences in job satisfaction between the treatment and control group.

$$Satis_{it} = \alpha + \sum_{s=1,2,3,4} \beta Treat_i \times 1 \left( Helped_{it} = s \right) + S_i \delta + \phi_i + \varepsilon_{it}$$

We next discuss the methodology for Chapter 4.3.3, which looks at the impact on arrests. For these analyses of crime, we keep one observation per Study ID (i.e., we do not use each quarter record per Study ID). Equation B.13 presents this model, in which $arrested_i$ is an indicator of being arrested after the start of the individual’s cohort started training, $base arrest_i$ is an indicator for being arrested ever before the start of training, and $time_i$ is a measure in days converted to years.
from the start of training until April 25, 2019, when we received the data draw from the NOPD. This is to account for the fact that earlier cohorts had a longer period in which they could have been arrested after the start of training. The rest of the parameters are as defined above. We also use a Cox proportional hazards model for time until arrest, which allows for right-censored data, and found the same basic results from that analysis. We opted not to use the Cox model because there was no existing software for implementing the wild bootstrap clustered methodology with the Cox model.

\[
\text{arrested}_i = \\
\alpha + \beta_{\text{Treat}_i} + \lambda_{\text{basearrest}_i} + \delta_{\text{time}_i} \\
+ \theta_{\text{time}_i \times \text{Treat}_i} + X_{it} \gamma + \psi_c + \epsilon_{it}
\]

We also test the model for different demographic subgroups for Figure 4.7, shown in equation B.14. This is done separately for each subgroup (e.g., a separate regression investigating the differences by gender from the regression investigating the differences by age), as shown in equation B.14, where \(X_{pi}\) is the scalar for the variable investigated: gender, age, baseline employment status, and baseline earnings.

\[
Y_{ic} = \alpha + \sum_{s=0,1} \beta_s \text{Treat}_i \times 1 (X_{pi} = s) + \\
\lambda_{\text{basearrest}_i} + \delta_{\text{time}_i} + \theta_{\text{time}_i \times \text{Treat}_i} \\
+ X_{i} \gamma + \psi_c + \epsilon_{it}
\]

**B.4.4. Models for Chapter 4.4**

Chapter 4.4 presents results for the analysis around the profiling tools. We first examine the effect of the profiling tool scores on the outcomes of attendance, completion, and credentialing, as shown in Table 4.10. This is estimated using equation B.15. As is done for the job satisfaction regressions, we use the four marginal strata instead of the fully
interacted 16 cells of $X_i$. $Profile_i$ is the profiling tool scores, as shown in Table 2.4, and $\beta$ is the coefficients of interest reported in Table 2.4.

$$Y_{ic} = \alpha + \beta Pr\text{ of} file_i + S_i \gamma + \psi_c + \epsilon_{it}$$

For estimating screening versus creaming as shown in Table 4.11, we estimate equation B.16 for each examined profiling tool score. $\beta_2$ measures the extent of creaming given the score, as it is how much the outcome changes with an improvement in the score for the control group. $\beta_3$ is the measure of screening, or how much the treatment effect itself improves for an increase in the profiling tool score. The desire is to have a large and positive $\beta_3$, so that one is selecting individuals who will benefit the most from training, while potentially minimizing (negative and large) $\beta_2$ so as to anti-cream, or select individuals who would not fare as well without the training. $Y_{itc}$ looks at the outcomes of employment status and quarterly earnings.

$$Y_{itc} = \alpha + \beta_1 Pr\text{ of} file_i + \beta_2 Pr\text{ of} file_i + X_i \gamma + \phi_i + \psi_c + \epsilon_{it}$$

### B.4.5. Model for Chapter 4.5

We also investigate the effect that peers have on outcomes (as reported in Figure 4.8); that is, how the quality of other individuals in a cohort, as measured by various profiling tool scores, impacts the employment and earnings outcomes of individuals. To do so, we estimate equation B.17 for just one group at a time, either the treatment group or the control group. $Profile_{-lc}$ is the average profiling tool score for all other persons in individual’s cohort, and $\beta_2$ is our estimate of the effect of a person’s cohort peers.

$$Y_{itc} = \alpha + \beta_1 Pr\text{ of} file_i + \beta_2 Pr\text{ of} file_{-lc} + X_i \gamma + \phi_i + \epsilon_{it}$$
B.5. Threats to Validity

The validity of the RCT analysis depends on our ability to obtain outcome data from all members of the treatment and control groups. Fortunately, most of our outcome data come from administrative data sources. Therefore, we have over 90 percent of employment and earnings outcomes data on all RCT subjects that accurately reported their Social Security number and remain in Louisiana. We have complete arrests outcomes data for arrests in Orleans Parish for all individuals for whom we have LWC data. We could be underrepresenting employment or arrests if some subjects leave the area to work or commit crimes. However, we have no \textit{a priori} reason to expect this to be systematically different between the treatment and control subjects. While the relatively transient nature of the New Orleans population makes this something of a concern, this is offset by the fact that New Orleans is not on the state boundary (as are many big cities) and Orleans Parish makes up a large portion of the metropolitan area population.

We do, on the other hand, lose many subjects to survey follow-up in the job satisfaction analysis. We attempted to minimize this loss by providing financial incentives for survey-takers, but we still ended up with about a 20-percent response rate for the control group, and a much higher response rate for treated persons.

We handle missing data throughout by implementing survey nonmissing weights using inverse probability weights, as described in Chapter B.3. This approach provides consistent estimates if missingness was random, conditional on baseline characteristics.

\textbf{External validity:} Even if we have strong internal validity through randomization, we cannot necessarily claim that these results would hold in other settings. This was a more serious concern for the originally proposed study design, in which the training plan relied on the unique seasonal hospitality and leisure industry and the presence of community partners, such as the Social Aid and Pleasure Clubs. However, as implemented, the program is much more easily replicated in any metropolitan area. Local WIBs and cities can implement their own screening tools and use local firms to design the curriculum. However,
as is true in any city, the New Orleans labor market has unique features that could limit the generalizability of our findings.

**Heterogeneous effects:** One of the strengths of this initiative—variation in training providers and provided skills—also leads to challenges in estimating the overall impact. We have adequate power to estimate the average impact of the initiative, but not to precisely estimate the impact of individual training programs or providers, and we are left with an overall estimate that is composed of several different training providers and programs that are at times quite different. Furthermore, our lack of power at the cohort or provider level makes it difficult to provide strong evidence about which provider or trainee features lead to a large positive impact.
The evaluation is only able to directly estimate program benefits up to one to two years post-training, and assumes that the later benefits will be equal to the average benefits in the first year and a half. Furthermore, less data is available to analyze the later cohorts, some of which ended training after the end of our LWC data-collection period. Additional assumptions are needed to calculate the lifetime benefits of the training. A key factor in the calculation of lifetime earnings is determining what assumption to make regarding how the earnings gap changes over time. While the Hollenbeck (2012) study shows a decrease in the earnings gap between treatment and control groups over time and therefore uses a decay rate to account for this convergence, the analysis of this training program does not show a similar decrease (see Figure 4.3 and the surrounding discussion). Because the number of quarters of data collected post-treatment is not very large, it would be difficult to draw any conclusions suggesting this gap would continue to increase at a constant rate. Therefore, to be conservative in the estimate of the benefits from earnings, we assume that the absolute dollar amount gap will remain constant into the future.

In order to estimate the cost of the program per trainee, we employed the Resource Cost Model (RCM) approach (Levin and McEwan, 2000). RCM assesses costs by viewing the total cost as an aggregation of the costs of all of the inputs—or resources—employed in the program. We collected all direct costs reported on itemized budgets from program implementation, with indirect or unreported costs gathered through in-person interviews and follow-up questionnaires.
with members of OWD government and contractor staff, source and target firms, and training providers.

The in-person interviews helped provide context for the costs, including the types of activities conducted with the various resources expended. Costs are categorized into the activities they supported (e.g., screening, outreach). All costs are adjusted for inflation using the Consumer Price Index and presented in 2018 dollars.

To use best practices and leverage prior work, we modified existing RCM interview templates based on prior related RAND research (Schwartz and Karoly, 2011). The interviews served two major functions. First, they allowed the organizations to report all indirect or non-monetary costs (such as volunteer work and the use of facilities) and served as a prompt for each group to consider more-obscure resources as costs. Second, the interviews enabled the groups to accurately identify and communicate fractional contributions, such as the number of hours that management spent on the pipeline project, which could then be added to the total expenditure.

Given the strong possibility of large start-up costs in establishing such a job training program, we analyzed the resource costs using the RCM method by year. The in-person interviews were necessary to ensure that the proper time and energy was dedicated to each question and to explain any unclear portions of the interview questions. With annual costs evaluated, the respondents identified which costs were attributable to initiating the program (start-up costs) and which costs were the continuing operational costs of the program.

The following sections describe, in detail, the data sources and methods used to report, estimate, and monetize the costs and benefits of the WIF program. Each section includes a discussion on each component of the cost-benefit analysis, as shown in Table 5.1.

C.1. Benefits

The program benefits we include in this calculation include four components: impact on earnings of receiving the program participation offer, additional fringe benefits received as a result of gaining employ-
ment or increasing the level of employment, additional taxes generated (a benefit to the public but a cost to the individual), and benefits from reductions in crime. The following sections explain the methods and data used to estimate these benefits.

C.1.1. Earnings
To estimate the per-participant earnings benefit from the program, the results from ITT regressions were used, as reported in Table 4.5. Details on assumptions and methodologies used in those regressions can be found in that section of the report. We do this for all cohorts, but particularly for the 2017 and later cohorts (where we include the two 2016 cohorts in the costs of the program but estimate the benefits using the post–learning curve results).

C.1.2. Fringe Benefits
Fringe benefits were estimated using data from the BLS. Specifically, the BLS data on “Employer Costs for Employee Compensation – December 2018” was used to estimate a fringe benefit rate (Bureau of Labor Statistics, 2019a). We applied this rate to the quarterly earnings ITT treatment effects and assumed that the estimated fringe benefit rate will persist into the future. Of course, this will likely not be the case in reality, as nonsalary compensation increasingly makes up a larger percentage of total compensation. A further challenge with estimating a reasonable fringe benefit rate is that as an individual’s earnings increase, the percentage of their total compensation made up of fringe benefits could go down despite the general overall increase in nonsalary compensation as related to total compensation (which, given the lower income of the population in the study, means we are likely underestimating the value of fringe benefit gains and thus again being conservative). Therefore, there are reasons to believe that these changes could cause the fringe benefit rate to increase or decrease. Holding this rate constant seems like a reasonable assumption based on these uncertainties.

In our model, we are assuming a fringe benefit rate of 38.5 percent. The BLS report shows compensation data for different cross-sections, including by region and by major occupational and industry
group. Unfortunately, there was not a breakout by occupation and region, so we examined some rates by region alone and then also by occupational group. The occupational groups showed a fairly large range of job types, so these were found to be less useful for the specific job types in this study. Ultimately, the 38.5 percent rate used in this analysis is the average rate in the West South Central region, which includes the state of Louisiana. Examining some of the occupational groups, which might include the types of jobs included in this study, fringe benefit rates ranged from 35 percent to 42 percent. Because the 38.5 percent rate fell within this range, it seemed reasonable to use this rate for all individuals.

C.1.3. Taxes
There are four types of taxes included in the estimates for tax liabilities for individuals but benefits for the society: payroll taxes, sales or excise taxes, federal income taxes, and state income taxes.

Estimating the impact on participant cost of payroll taxes, including taxes for Social Security and Medicare, is relatively straightforward. The current rate is 7.65 percent of earnings. This rate was used to estimate the future payroll liability for individuals by applying it to the earnings estimates. We assume that this rate will remain steady throughout the estimated period and that all individuals will be employed by other parties (i.e., not self-employed).

Estimating the impact on sales or excise tax is challenging because, unlike the other taxes, the base for which to apply a tax rate is unknown. While we know the state and local sales tax rates for the state of Louisiana, we do not know the consumption expenditures of individuals for which to apply the known rate. We relied on a similar approach that estimates the rate at 4.6 percent for lower-income workers (Hollenbeck and Huang, 2014). The approach compares annual income ranges and data collected on average annual sales and excise taxes for those ranges on a per-individual or per-household basis. Looking at 2017 Louisiana data for both average household income (Federal Reserve Bank of St. Louis, 2018) and average state and local sales tax collections per capita

---

1 There are other cross-sections of data; however, they were less useful for this analysis.
(Tax Foundation, 2019), we estimated a sales or excise tax rate relative to income for individuals in Louisiana at 3.6 percent.

Finally, for the impact on federal income tax burden from the participant perspective, we used an effective tax rate of 3.4 percent. This rate was calculated by using 2016 federal income tax return data for the state of Louisiana. Internal Revenue Service data were collected and sorted by various adjusted gross income (AGI) levels (Internal Revenue Service, 2019). The most typical AGI level used in the analysis was a range of $10,000 to $25,000. The total tax liability, as a percentage of total AGI for this group of individuals, was approximately 3.4 percent. This gross method of calculation was chosen to account for the multitude of special tax situations (e.g., Earned Income Tax Credit, which varies by income level and household size) that make it challenging to estimate tax rates at a more granular level.

Finally, for state income taxes, we chose to use a rate of 3 percent. The lowest tax rate in Louisiana is 2 percent on the first $12,500 of net income. The next tax rate is 4 percent on net income between $12,501 and $50,000. Using a similar range assumption as the federal income tax range in the previous paragraph to include earners up to $25,000, we assumed an effective tax rate of 3 percent.

C.1.4. Crime Reduction

As discussed in the outcomes analysis, there is evidence that the gains in employment and earnings contributed to reductions in crime. The costs of crime are well documented and include victim costs (such as medical care, lost earnings, property damage or loss) and public costs (such as police protection, legal and adjudication services, and corrections programs—e.g., incarceration). While we acknowledge these potential benefits, we do not include them in the benefit calculation because it would be difficult to monetize them given the limited specific participant data related to crime (e.g., whether individuals are actually convicted or incarcerated and the exact nature of the crime, which can have significant societal cost differences); also, the net effects of the crime analysis, though showing reductions, were not statistically significant, as discussed in the outcomes analysis chapter.
C.1.5. Transfers
Transfers include components that may represent a benefit to participants but are equally offset by costs to the public. In our cost-benefit study, we specifically analyze four transfers: unemployment compensation, TANF, SNAP, and Medicaid.

C.1.5.1. Unemployment Compensation
Unfortunately, we were unable to collect unemployment compensation data on individuals during the study. Therefore, we are relying on publicly available information and the data we did collect to make assumptions and estimate the potential impact of the program on unemployment compensation on a per-individual basis. Looking at the available earnings data, we used the average baseline earnings as an approximation of historical earnings, which are used in the calculation of an individual’s weekly benefit rate (WBR) should the individual become unemployed through no fault of their own. The WBR for Louisiana is then calculated as 4 percent of an average of historical quarterly earnings multiplied by 1.2075. We are assuming that the baseline earnings are roughly indicative of historical earnings. It should be noted that for this calculation, we include all data points in the pre-treatment period, including those of the treatment and control individuals, because at pre-treatment, these groups should be similar, and this allows us to include the largest amount of data available, which increases the accuracy of our estimates. To carry out the calculation, the average baseline quarterly earnings, including all individuals, was $3,096. The WBR is therefore estimated as $149.54. This can be extrapolated to a quarterly amount of $1,943.98.

To estimate the number of participants who may have gained or lost this benefit over the course of the study, we used some gross indicators where participants’ baseline salary changed from $0 (presumably unemployed) to any amount greater than $0 (presumably employed) post-treatment. We also considered the opposite situation, where individuals could have lost employment post-treatment. We then calculated the net impact, comparing those who presumably gained employment with those who lost employment from the treatment group, using these gross indicators of employment.
Finally, to qualify for unemployment, the participant must have become unemployed through no fault of their own. They must also be actively looking for work. Without additional data, we assume half of those in our previous net calculation qualify for unemployment compensation. The final amount is calculated by applying this theoretical number of individuals to the assumed quarterly unemployment earnings and dividing by the total number in the treatment group to calculate a dollar amount on a per-participant basis.

C.1.5.2. Temporary Assistance for Needy Families

TANF is the federal government program that provides grants to states as a way to support needy families on a temporary basis. This program is colloquially referred to as “welfare benefits.” Each state, in turn, creates specific programs to disburse TANF resources to needy families, according to general guidelines provided by the federal government. The state of Louisiana has several programs that meet the federal government TANF requirements, particularly the Family Independence Temporary Assistance Program (FITAP) and Kinship Care Subsidy Program (KCSP).

We were unable to collect data on individuals receiving FITAP and KCSP benefits over the course of the study. Therefore, we had to rely on public data to make assumptions and estimate the potential impact to these TANF-related benefits on a per-individual basis. First, we used Louisiana state information on eligibility criteria and FITAP and KCSP payout amounts based on income requirements (Louisiana Department of Children and Family Services, undated a; Louisiana Department of Children and Family Services, undated b). Using the income eligibility requirements, we used the earnings data collected on participants, along with telephone survey data on household size, to make assumptions regarding the theoretical number of households and average household size receiving these TANF-related benefits before and after treatment.

With this value, we use the earnings data for participants receiving the treatment to determine who would qualify for this benefit both before and after treatment. On average, as would be expected, fewer participants qualify for both FITAP and KCSP benefits as they gain
employment or their earnings increase beyond the maximum to qualify, though the change is marginal. Despite increased earnings on average, many still are below the threshold and qualify for these benefits. There were some cases where those who did not qualify based on pretreatment earnings did qualify post-treatment.

Using the net decrease for those who qualify for TANF benefits post-treatment, we applied the maximum monthly payout to calculate the decrease in cost. Applying the payout cost to the net number impacted resulted in a total dollar change, which was then divided by the total number of participants in the treatment group to calculate a dollar amount on a per-participant basis. In the analysis, we also time-limited this payout to the maximum number of months, which is sixty months for any individual.

C.1.5.3. Supplemental Nutrition Assistance Program

SNAP, which was formerly known as the Food Stamp Program, is a federal program providing a monthly stipend to low-income people for the purchase of food. We were unable to collect data on individuals receiving SNAP benefits over the course of the study. Therefore, as was the case for TANF, we relied on publicly available information and the data we did collect to estimate the potential impact on SNAP benefits on a per-individual basis. First, we relied on Louisiana state information on eligibility criteria and SNAP payout amounts based on income requirements (Louisiana Department of Children and Family Services, undated c). Using the income eligibility requirements, we used the earnings data collected on participants, along with telephone survey data on household size, to make assumptions regarding the theoretical number of households and average household size receiving the SNAP benefit before and after treatment.

Using Louisiana’s Department of Children and Family Services website data for maximum gross monthly income criteria by household size and our participant data and demographic information from telephone surveys, we were able to calculate a weighted average of maximum gross monthly income eligibility standard to account for the average household size of study participants. From our telephone surveys, we were able to estimate how many participants live alone and how
many live with other adults (e.g., a spouse or partner) and children, and thus the average size of a household. Based on the data, a rough approximation of household size for those not living alone is four. Using this information, we calculated a weighted average maximum gross monthly income to qualify for SNAP benefits. With this value, we use the earnings data for participants receiving the treatment effect to determine who would qualify for this benefit both before and after treatment. On net, as would be expected, fewer participants qualify for SNAP as they gain employment or their earnings increase beyond the maximum to qualify, though the change is marginal. However, despite increased earnings on average, many still are below the threshold and qualify for SNAP. There were also some cases where those who did not qualify based on pre-treatment earnings did qualify post-treatment.

Using the net decrease for those who qualify for SNAP benefits post-treatment, we applied the weighted average maximum monthly payout to calculate the decrease in cost. As in the maximum gross monthly income standard calculation, the average payout is weighted to account for some individuals living alone (i.e., a household size of one) and another population averaging a household size of four. Applying the payout cost to the net number affected resulted in a total dollar change, which was then divided by the total number of participants in the treatment group to calculate a dollar amount on a per-participant basis.

C.1.5.4. Medicaid

Medicaid is a federal and state program that assists low-income individuals and families with medical care costs. Like the other transfers, participant data on whether individuals receive Medicaid benefits before or after treatment was not collected. We were again left with the method of using available data to estimate the potential pre- and post-treatment impact of potentially being a Medicaid recipient. There are many determining factors that make estimating whether a participant received Medicaid very challenging. For instance, if an individual already receives other welfare benefits (particularly TANF), then recipients are automatically enrolled in Medicaid. There are many Medicaid programs for children, the aged, the disabled, or medically needy fami-
lies. We cannot ascertain many of these scenarios from the available data on participants in the study. For our purposes, we limit the criteria to Medicaid expansion for adults. In these instances, the income limit is 138 percent of the federal poverty guidelines.

Using data from the Louisiana Department of Health, we determined what the income requirements are for Medicaid recipients and what the average annual payment is for Medicaid recipients. Using the income criteria by household size and our participant data and demographic information from telephone surveys, we were able to calculate a weighted average income eligibility standard adjusted for the average household size of study participants. From our telephone surveys, we could estimate how many participants lived alone and how many lived with other adults (e.g., a spouse or partner) and children, the average size of a household. Based on the data, a rough approximation of household size for those not living alone is four. Using this information, we calculated a weighted average monthly income required to qualify for Medicaid benefits. With this value, we used the earnings data for participants receiving the treatment effect to determine who would qualify for this benefit both before and after treatment. On net, as would be expected, fewer participants qualify for Medicaid as they gain employment or their earnings increase beyond the maximum to qualify, though the change is marginal. It should be noted that there were some cases where those who did not qualify based on pre-treatment earnings did qualify post-treatment.

Using the net decrease for those who qualify for Medicaid benefits post-treatment, we applied the weighted average annual payment per recipient. Applying the payout per-recipient cost to the net number affected resulted in a total dollar change, which was then divided by the total number of participants in the treatment group to calculate a dollar amount on a per-participant basis.

C.2. Costs

There are two costs included in the cost-benefit analysis; forgone earnings and program costs. Forgone earnings represent a cost to partici-
pants as they presumably forgo earnings to participate in the training program. Program costs are a cost to the public in the form of subsidies to participants to cover training costs, including tuition and stipends for materials. Additionally, program costs include all government costs to operate the WIF program.

C.2.1. Forgone Earnings
Forgone earnings were estimated using the participant earnings data and conducting OLS regression. Specifically, we did the same regression model as for earnings in the post-training periods, but limited the sample to the training periods. The coefficient on treatment status indicates the expected foregone earnings for participation in training.

C.2.2. Program Costs
Costs are categorized by OWD government costs, OWD contractor costs, and WIF program participant costs in the form of government subsidies to cover training. The government staff’s main activity is management of the program. In some cases, these costs could be segregated by activity based on job titles. These were obtained through interviews with key persons and documents provided to us by OWD.
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Lower-skilled workers in the United States face a shrinking pool of employment opportunities. To combat this, the city of New Orleans’ Office of Workforce Development (OWD) developed a job training program with a grant, awarded in 2014, from the U.S. Department of Labor Workforce Innovation Fund. The program, Career Pathways, was designed to help lower-skilled, unemployed, and underemployed individuals train for and find skilled jobs in the fields of advanced manufacturing and energy, medical care, and information technology.

The authors of this report examine that program’s implementation and effectiveness and perform a cost-benefit analysis using a randomized controlled trial design. They found that the program created strong, valuable partnerships among OWD, training providers, and employers. Of all screening mechanisms used to select trainees, the Test of Adult Basic Education was most likely to identify applicants who were likely to complete the training program, whereas screening by community partners was least successful. Some aspects of program implementation needed strengthening, such as the provision of hands-on work experience and the distribution of supplementary benefits to trainees.

The team found that the Career Pathways program produced meaningful, positive results in several areas. These included individuals’ wage growth, job satisfaction, and the program’s return on investment. There were also areas that had no significant change, such as arrest rates, likelihood of employment, and the duration of trainees’ employment.