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What Is the Internet of Bodies?

A wide variety of internet-connected “smart” devices now promise consumers and businesses improved performance, convenience, efficiency, and fun. Within this broader Internet of Things (IoT) lies a growing industry of devices that monitor the human body, collect health and other personal information, and transmit that data over the internet. We refer to these emerging technologies and the data they collect as the Internet of Bodies (IoB) (see, for example, Neal, 2014; Lee, 2018), a term first applied to law and policy in 2016 by law and engineering professor Andrea M. Matwyshyn (Atlantic Council, 2017; Matwyshyn, 2016; Matwyshyn, 2018; Matawyshyn, 2019).

IoB devices come in many forms. Some are already in wide use, such as wristwatch fitness monitors or pacemakers that transmit data about a patient’s heart directly to a cardiologist. Other products that are under development or newly on the market may be less familiar, such as ingestible products that collect and send information on a person’s gut, microchip implants, brain stimulation devices, and internet-connected toilets.

These devices have intimate access to the body and collect vast quantities of personal biometric data. IoB device makers promise to deliver substantial health and other benefits but also pose serious risks, including risks of hacking, privacy infringements, or malfunction. Some devices, such as a reliable artificial pancreas for diabetics, could revolutionize the treatment of disease, while others could merely inflate health-care costs with little positive effect on outcomes. Access to huge torrents of live-streaming biometric data might trigger breakthroughs in medical knowledge or behavioral understanding. It might increase health outcome disparities, where only people with financial means have access to any of these benefits. Or it might enable a surveillance state of unprecedented intrusion and consequence.

There is no universally accepted definition of the IoB. For the purposes of this report, we refer to the IoB, or the IoB ecosystem, as IoB devices (defined next, with further explanation in the passages that follow) together with the software they contain and the data they collect.

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>CCPA</td>
<td>California Consumer Privacy Act</td>
</tr>
<tr>
<td>CFIUS</td>
<td>Committee on Foreign Investment in the United States</td>
</tr>
<tr>
<td>CGM</td>
<td>continuous glucose monitor</td>
</tr>
<tr>
<td>CPAP</td>
<td>continuous positive airway pressure</td>
</tr>
<tr>
<td>EHR</td>
<td>electronic health record</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>EULA</td>
<td>end user license agreement</td>
</tr>
<tr>
<td>FDA</td>
<td>U.S. Food and Drug Administration</td>
</tr>
<tr>
<td>FTC</td>
<td>Federal Trade Commission</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>H-ISAC</td>
<td>Health Information Sharing Analysis Center</td>
</tr>
<tr>
<td>HIPAA</td>
<td>Health Insurance Portability and Accountability Act</td>
</tr>
<tr>
<td>ICS-CERT</td>
<td>Industrial Control Systems Cyber Emergency Readiness Team</td>
</tr>
<tr>
<td>IoB</td>
<td>Internet of Bodies</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>MDIC</td>
<td>Medical Device Innovation Consortium</td>
</tr>
<tr>
<td>NCD</td>
<td>noncommunicable disease</td>
</tr>
<tr>
<td>NFC</td>
<td>near-field communication</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NITRD</td>
<td>Networking and Information Technology Research and Development</td>
</tr>
<tr>
<td>PGHD</td>
<td>person-generated health data</td>
</tr>
<tr>
<td>RFID</td>
<td>radio frequency identification</td>
</tr>
</tbody>
</table>
An **IoB device** is defined as a device that
- contains software or computing capabilities
- can communicate with an internet-connected device or network
and satisfies one or both of the following:
- collects person-generated health or biometric data
- can alter the human body’s function.

The software or computing capabilities in an IoB device may be as simple as a few lines of code used to configure a radio frequency identification (RFID) microchip implant, or as complex as a computer that processes artificial intelligence (AI) and machine learning algorithms. A connection to the internet through cellular or Wi-Fi networks is required but need not be a direct connection. For example, a device may be connected via Bluetooth to a smartphone or USB device that communicates with an internet-connected computer.

**Person-generated health data** (PGHD) refers to health, clinical, or wellness data collected by technologies to be recorded or analyzed by the user or another person. **Biometric or behavioral data** refers to measurements of unique physical or behavioral properties about a person. Finally, an **alteration to the body’s function** refers to an augmentation or modification of how the user’s body performs, such as a change in cognitive enhancement and memory improvement provided by a brain-computer interface, or the ability to record whatever the user sees through an intraocular lens with a camera.

IoB devices generally, but not always, require a physical connection to the body (e.g., they are worn, ingested, implanted, or otherwise attached to or embedded in the body, temporarily or permanently). Many IoB devices are medical devices regulated by the U.S. Food and Drug Administration (FDA).

Figure 1 depicts examples of technologies in the IoB ecosystem that are either already available on the U.S. market or are under development.

Devices that are not connected to the internet, such as ordinary heart monitors or medical ID bracelets, are not included in the definition of IoB. Nor are implanted magnets (a niche consumer product used by those in the so-called bodyhacker community, described in the next section) that are not connected to smartphone applications (apps), because although they change the body’s functionality by allowing the user to sense electromagnetic vibrations, the devices do not contain software. Trends in IoB technologies and additional examples are further discussed in the next section.

Some IoB devices may fall in and out of our definition at different times. For example, a Wi-Fi-connected smartphone on its own would not be part of the IoB; however, once a health app is installed that requires connection to the body to track user information, such as heart rate or number of steps taken, the phone would be considered IoB.

Our definition is meant to capture rapidly evolving technologies that have the potential to bring about the various risks and benefits that are discussed in this report. We focused on analyzing existing and emerging IoB technologies that appear to have the potential to improve health and medical outcomes, efficiency, and human function or performance, but that could also endanger users’ legal, ethical, and privacy rights or present personal or national security risks.

For this research, we conducted an extensive literature review and interviewed security experts, technology developers, and IoB advocates to understand anticipated risks and benefits. We had valuable discussions with experts at BDYHAX 2019, an annual convention for bodyhackers, in February 2019, and DEFCON 27, one of the world’s largest hacker conferences, in August 2019. In this report, we discuss trends in the technology landscape and outline the benefits and risks to the user and other stakeholders. We present the current state of governance that applies to IoB devices and the data they collect and conclude by offering recommendations for improved regulation to best balance those risks and rewards.

**An Emerging Landscape of Devices and Ideas**

**Internet of Things**

IoT is closely related to the IoT, which also has no universal definition; however, IoT devices do have
several widely agreed-upon characteristics. First, IoT devices are connected to the internet either directly or through a local network. Second, they have at least one of the following functions: the ability to cause or sense some physical change, to directly get information from or provide information to humans, or to retrieve or store data. Finally, IoT devices must interact to provide some benefit to the user. For example, a lightbulb can be programmed to turn on at dusk without being connected to a network. It becomes part of the IoT only when it is connected to another IoT device, such as a smartphone, which then allows a user to turn on the light without being at home. Based on our definitions, any IoB device is an IoT device.

Our definition of the IoB includes technologies from what is often called the health-care Internet of Things (Healey, Pollard, and Woods, 2015), though not every health-care IoT device would be considered an IoB device. EHRs, robotic surgery systems, and devices used for medical treatment, such as smart ventilators, are all part of the IoT ecosystem because they collect users’ information or alter the body’s function. However, a hospital’s “smart” refrigerator used for storing vaccines, which might be connected to a network and alert staff if stock runs low, is not an IoB device because it does not meet our definition.

Transhumanism, Bodyhacking, Biohacking, and More

The IoB is related to several movements outside of formal health care focused on integrating human bodies with technology. Next, we summarize some of these concepts, though there is much overlap and interchangeability among them.

*Transhumanism* is a worldview and political movement advocating for the transcendence of humanity beyond current human capabilities. Transhumanists want to use technology, such as artificial organs and other techniques, to halt aging and achieve “radical life extension” (Vita-Moore, 2018). Transhumanists may also seek to resist disease, enhance their intelligence, or thwart fatigue through...
diet, exercise, supplements, relaxation techniques, or nootropics (substances that may improve cognitive function).

Bodyhackers, biohackers, and cyborgs, who enjoy experimenting with body enhancement, often refer to themselves as grinders. They may or may not identify as transhumanists. These terms are often interchanged in common usage, but some do distinguish between them (Trammell, 2015). Bodyhacking generally refers to modifying the body to enhance one’s physical or cognitive abilities. Some bodyhacking is purely aesthetic. Hackers have implanted horns in their heads and LED lights under their skin. Other hacks, such as implanting RFID microchips in one’s hand, are meant to enhance function, allowing users to unlock doors, ride public transportation, store emergency contact information, or make purchases with the sweep of an arm (Baenen, 2017; Savage, 2018). One bodyhacker removed the RFID microchip from her car’s key fob and had it implanted in her arm (Linder, 2019). A few bodyhackers have implanted a device that is a combined wireless router and hard drive that can be used as a node in a wireless mesh network (Oberhaus, 2019). Some bodyhacking is medical in nature, including 3D-printed prosthetics and do-it-yourself artificial pancreases. Still others use the term for any method of improving health, including bodybuilding, diet, or exercise.

Biohacking generally denotes techniques that modify the biological systems of humans or other living organisms. This ranges from bodybuilding and nootropics to developing cures for diseases via self-experimentation to human genetic manipulation through CRISPR-Cas9 techniques (Samuel, 2019; Griffin, 2018).

Cyborgs, or cybernetic organisms, are people who have used machines to enhance intelligence or the senses. Neil Harbisson, a colorblind man who can “hear” color through an antenna implanted in his head that plays a tune for different colors or wavelengths of light, is acknowledged as the first person to be legally recognized by a government as a cyborg, by being allowed to have his passport picture include his implant (Donahue, 2017).

Because IoB is a wide-ranging field that intersects with do-it-yourself body modification, consumer products, and medical care, understanding its benefits and risks is critical.

IoB Technologies

IoB technology has developed rapidly across a range of medical and consumer applications, with established medical companies and large technology firms increasingly joined by newer IoB start-ups. In this section, we present examples of IoB devices to demonstrate the range of technologies available or under development.

Medical Applications of IoB

Over the past decade, advances in medical technologies and data science have led to substantial growth in internet-enabled medical devices that promise better and more precise data to support patient care and improved health-care efficiency. These devices are used for a variety of diseases and conditions, including diabetes, seizures, and Parkinson’s disease. Table 1 offers examples of internet-enabled medical devices that are implantable, and Table 2 shows some that are wearable or freestanding; all of these IoB devices are already in use.

Consumer Applications of IoB

The consumer marketplace for IoB has grown rapidly, with a variety of new devices available or in development that are intended to improve everyday health and comfort and offer other conveniences. Table 3 identifies some examples.

Future Trends: More Connectivity, More Technologies

Advances in internet technology and connectivity will enable many more IoB and IoT devices to connect with each other and at much greater speeds. The fifth-generation mobile telecommunications network, 5G, can support around 1 million devices per square foot, compared with the previous 4G network, which can support around 4,000 devices in the same area (Zaino, 2019). Wi-Fi 6, the next generation of Wi-Fi
technology, is also expected to improve connectivity by allowing more devices to transmit data and communicate with routers simultaneously (Kastrenakes, 2019). Satellite internet is being developed to enhance internet availability, including in remote areas, by putting thousands of satellites in low Earth orbit (Grush, 2019; Staedter, 2019). These advancements will enable consumer IoT technologies, such as smart home systems, to connect to IoB devices so that, for example, one’s smart thermostat will be linked to her smart clothing and automatically can regulate the temperature in her home. Greater connectivity and the widespread packaging of IoB in smartphones and appliances—some of which might collect data unbeknownst to the user—will increase digital tracking of users across a range of behaviors.

Some devices under development—such as augmented-reality contact lenses or direct brain-writing—have the potential to significantly alter social life by enabling the recording and

### TABLE 1
Examples of Implantable Medical IoB Technologies

<table>
<thead>
<tr>
<th>Type of IoB</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial pancreas</td>
<td>The artificial pancreas system integrates continuous glucose monitor (CGM) and insulin pump technology with AI algorithms that automate insulin dosing based on inputs from the CGM (Boughton and Hovorka, 2019). Some diabetics have sought out obsolete insulin pumps to hack a security flaw that allows the pump to be connected with a CGM for a do-it-yourself artificial pancreas (Zhang, 2019).</td>
</tr>
<tr>
<td>Brain-computer interfaces (BCIs)</td>
<td>BCIs use electrodes that connect signals from the brain to a computer. They may be either implanted in the brain or noninvasive (wearable or attached to the skull). BCIs under development aim to read and type entire words directly from the brain, or control prosthetic limbs from the mind (“Imagining a New Interface,” 2019; Etherington, 2019).</td>
</tr>
<tr>
<td>Brain electrical signals</td>
<td>Deep brain stimulation—a surgical procedure that implants electrodes into part of the brain and connects them to a small electrical device implanted in the chest—was first approved for use in Parkinson’s patients in the United States in 2002 (LeMoyne et al., 2019). In recent years, new advances like wireless control via a smartphone have made the technology more precise and personalized. Directional leads enable each patient’s doctor to target therapy to specific areas of the brain (Okun, 2019). A smartphone app allows the patient to adjust settings to optimize daily activities.</td>
</tr>
<tr>
<td>for Parkinson’s</td>
<td></td>
</tr>
<tr>
<td>Cochlear devices</td>
<td>A cochlear implant is an electronic device that partially restores hearing through a sound processor that fits behind the ear to capture sound signals. The processor transmits those signals to a receiver implanted under the skin that then stimulates the auditory nerve (Slager et al., 2019). In June 2017, the first implant with wireless connectivity to smartphones was approved by the FDA. This device enables patients to monitor hearing, adjust settings, view personalized hearing information, and locate missing sound processors from their smartphones.</td>
</tr>
<tr>
<td>Implantable cardiac pacing</td>
<td>Newer cardiac pacemakers, implantable cardioverter defibrillators, and ventricular assist devices can provide real-time and continuous information regarding a patient’s cardiac fluctuations and enable remote device management to automate technical checks, such as battery status, lead impedance, and sensing or pacing thresholds (Stachel et al., 2013).</td>
</tr>
<tr>
<td>Implantable glucose monitors</td>
<td>CGMs measure blood glucose via a sensor placed under the skin, and the sensor transmits readings via Bluetooth to handheld receivers or a smartphone app. When glucose levels are too high or too low, patients receive notifications so they can adjust their insulin or boost their blood sugar levels (FDA, 2018b).</td>
</tr>
<tr>
<td>Implantable smart stents</td>
<td>Stents are traditionally used to reopen clogged blood vessels. Smart stents enable continuous monitoring of blood flow across the stent to alert providers to the possibility of new clogs (Chen et al., 2018).</td>
</tr>
<tr>
<td>Ingestible digital pills</td>
<td>In 2017, the FDA approved the first digital pill: aripiprazole tablets with an ingestible sensor embedded in the pill that records that the medication was taken. The system works by sending a message from the pill’s sensor to a wearable patch that transmits the information to a mobile app so that patients can track the ingestion of the medication on their smartphones. Patients can also permit their caregivers and physician to access the information through a web-based portal (Trauth and Browning, 2018). Other ingestible digital pills are now available, including oral oncology drugs with a digital sensor to track adherence, dosing, and patient activity levels to develop better dosing regimens for chemotherapies.</td>
</tr>
</tbody>
</table>
replaying of all a person’s interactions. Brain-reading and signaling neuro-devices are already on the market, but improved brain technology interfaces could succeed in improving cognition, memory, and control. Brain-reading and -writing could eventually be used to affect people’s thoughts for benevolent or malicious ends (CPDP Conferences, 2018).

Militaries have shown an interest in IoB technologies to track the health and well-being of service members, enhance their cognitive and physical abilities, improve training, and enable enhanced warfighting capabilities—for example, with augmented-reality headsets or technology-infused exoskeletons that track warfighters’ physical characteristics and possibly also their state of mind. Militaries have sought to develop neuro-devices that enable control over physical systems—for instance, decoding motor control signals from the brain to enable a pilot to fly a plane by using his or her thoughts (Emondi, undated, undated). Such capabilities would enable faster battlefield decisions but might also introduce new risks to warfare, such as cyberattacks that directly affect a soldier’s brain (Binnendijk, Marler, and Bartels, forthcoming).

IoB data might also spur medical, military, or other advances in unexpected ways. For example, in June 2019, it was reported that the U.S. Department of Defense has an infrared laser that can detect a person’s unique cardiac signature (measurement of the heart’s electrical rhythms) with over 95-percent accuracy from a distance of 200 meters, even through certain clothing (Doffman, 2019). If a database of EHRs with cardiac signatures were available, this laser could be used to monitor patient cardiac events in a hospital or to identify individual combatants in a war zone from afar with great accuracy (Hambling, 2019).

### Evaluating the Health Benefits of the Internet of Bodies

By 2025, there will be more than 41 billion active IoT devices (International Data Corporation, 2019), generating 2.5 quintillion bytes of data daily (Marr 2018) on environment, transportation, geolocation, diet, exercise, biometrics, social interactions, and everyday human lives (Faiola and Holden, 2017; Piwek et al., 2016). This explosion in IoT devices will
result in further popularity of IoB devices. IoB might offer subjective benefits, such as pleasure and convenience, but here we focus on evaluating whether, with increased understanding of patients' IoB information, medical providers can improve preventive health treatment, detect illness earlier, improve the accuracy of diagnosis, and treat disease more effectively in the formal health-care system.

In the sections following, we illustrate examples of medical and health IoB and the evidence regarding their benefits. IoB might enable wider access to health care by enabling inexpensive “distributed” or “democratized” health care or by decreasing the need for risky or costly medical intervention. Through greater health awareness, improved prevention, and more-effective intervention, IoB even has the potential to drive down health-care costs. But it is
important to note that many IoB technologies are too new to have developed a clinical evidence base on long-term outcomes. Rather, benefits to date are largely reported as improving day-to-day efficiencies for providers. It will be necessary to track the evidence base as IoB becomes more mainstream to understand the true effects of these devices on clinical outcomes.

Effects on Precision Medicine and Precision Public Health

Precision medicine and precision public health (Dolley, 2018) emerged to develop targeted health interventions to address unique needs of specific populations. Precision medicine is enabled by (1) a large body of subgroup-specific research suggesting that various health interventions are not broadly effective, and that stratified strategies may be necessary to improve equity; (2) the rise in voluminous, precise, continuous, and longitudinal data generated by IoB that offer unprecedented insight into the experiences of individuals; and (3) concurrent maturing of data science, which moves beyond coarse timescales and single-level effects to refined, multimescale, multilevel, and intersectional analyses that better account for complex interactions between social determinants, behaviors, and health. These factors suggest that to the extent that IoB devices enable precision medicine, they may improve health outcomes for vulnerable or understudied populations.

IoB devices collect PGHD on virtually all aspects of lifestyles and behaviors, creating a treasure trove of information that can potentially advance understanding of long-term population health and precision public health interventions. PGHD collected by IoB devices allow for continuous monitoring of health status in real time, as well as collection of longitudinal data outside of—or in addition to—the intermittent monitoring that takes place in clinical settings (Lai et al., 2017). PGHD can inform correlations between individual behaviors, sociodemographics, and population-level factors, uncovering the complex relationships between acute and chronic stressors, diet, lifestyles, and overall health.

However, PGHD are only as powerful as the analyses developed to translate vast amounts of unstructured, disparate data into meaningful health insights and interventions. Machine learning, AI, and other data science techniques are used in addition to traditional statistics to recognize patterns in—and make predictions based on—large, empirical data sets (Lupton, 2013; Lupton, 2014). AI has been successfully incorporated into decision support in data-intensive specialties such as radiology, pathology, and ophthalmology (Yu and Kohane, 2019). As opposed to hypothesis-driven designs, data science allows for networked, multilevel correlations of several variables on health outcomes to develop complex risk predictions to aid in decisionmaking. It enables identification of digital indicators of health that can be used to monitor, influence, and maintain healthy behaviors in real time. For example, recent studies demonstrate that individual changes in frequency and intensity of physical activity can predict depression (Kumar et al., 2018), and that audio data harvested from people’s mobile phone conversations can predict cognitive impairment (Stück et al., 2018). Such studies highlight a major opportunity to use IoB to create a synergistic feedback loop among researchers, health professionals, and consumers.

Racial and ethnic minorities, the socioeconomically disadvantaged, and discriminated-against populations continue to experience disproportionate adverse health outcomes (National Center for Health Statistics, 2016), despite decades of research correlating individual social determinants of health, such as demographics (e.g., age, gender, race), social or population characteristics (e.g., employment, neighborhood, housing), and associated behaviors (e.g., diet, exercise, drugs, alcohol) to variations in health outcomes (Marmot, 2005). Many public health approaches still use population averages to create “one-size-fits-all” interventions to increase the probability of achieving the best outcomes for most people (Glasgow, Kwan, and Matlock, 2018; Braveman et al., 2005), which might contribute to disproportionate adverse outcomes. IoB may help to combat this by further enabling precision medicine and precision public health.
Effects on Medical Care

Electronic Health Records

EHRs are promoted by the Office of the National Coordinator for Health Information Technology, part of the U.S. Department of Health and Human Services, to improve interoperability of health data. EHRs are digital repositories of a patient's medical history that offer real-time, patient-centered information instantly to authorized users. Though EHRs contain medical and treatment histories of patients, they are designed to go beyond standard clinical data collected in a provider's office and can include behaviors, living situations, and family history. Sophisticated EHRs can also contain genetic data and data from wearable devices and a variety of other sources.

EHRs facilitate evidence-based practice by integrating clinical guidelines and automation tools that supply providers with up-to-date recommendations for patient care (Allen-Graham et al., 2018). They have demonstrated improved productivity and resource management for hospitals and improved quality of care for patients (Entzeridou, Markopoulou, and Mollaki, 2018). For example, in a recent national survey, 88 percent of practices reported that their EHR produces clinical benefits for patients, and 75 percent reported that EHRs allow better care delivery. Reasons for clinical benefits included reduction in medication errors, improved patient safety, and improved personalized management of care (Jamoon et al., 2012).

As the IoB feeds richer, more disparate data into EHRs, there is reason to anticipate that it will help researchers and clinicians understand associations between environment, behaviors, health, and disease.

In-Patient Applications

IoB may allow better management of care and drug delivery in hospital settings. Interconnected machines sharing data (e.g., EHRs, clinical decision support, medication dispensation, ventilators, infusion pumps, hospital beds) may reduce errors and allow hospital staff to spend less time searching for patient records or drug information, tracking regulations, and inventoried supplies.

IoB may allow better management of care and drug delivery in hospital settings.

For example, programmable infusion pumps and dose error-reduction systems are now commonly used in hospitals to deliver intravenous medication in a precise and controlled manner. However, medication errors can occur as a result of user error in programming the pump. Newer infusion pumps allow for algorithmic automation of alarm systems that alert providers when programming errors have occurred by matching medications to dosing guidelines (Giuliano et al., 2018). Intravenous clinical integration (Downey et al., 2018) takes this one step further—a doctor enters a medication order in the EHR, and that order is transmitted directly to the infusion pump with the correct flow rates and dosages.

Sensor-equipped hospital beds take advantage of the large amounts of time patients spend in bed to track their vital signs and upload data into their EHR. Sensors can measure body temperature, heart rate, blood, oxygen, pressure, fluid intake and output, and other indicators. Providers can remotely review and monitor their patients and receive alert messages in case of any sudden change in the status of the patient (Downey et al., 2018). One systematic review found that continuous telemetry monitoring in hospitals via sensor-equipped beds and other systems improved patient outcomes and reduced time spent in critical care for patients as opposed to intermittent monitoring (Downey et al., 2018), suggesting that broad implementation of noninvasive monitoring may improve patient care.

Outpatient Treatment and Adherence Management

IoB treatment monitoring has been demonstrated to help patients adhere to their treatment schedules.
while allowing doctors to track compliance with prescriptions. In 2017, the FDA approved the first digital pill: an aripiprazole tablet with an ingestible sensor embedded in the pill that records that the medication was taken. The product is approved for the treatment of schizophrenia, acute treatment of manic and mixed episodes associated with bipolar I disorder, and for use as an add-on treatment for depression in adults. Treatment adherence is critical for such disorders and is considered the single greatest factor that predicts relapse in patients (Papola, Gastaldon, and Ostuzzi, 2018). The system works by sending a message from the pill’s sensor to a wearable patch. The patch transmits the information to a mobile application so that patients can track the ingestion of the medication on their smartphone. Patients can also permit their caregivers and physician to access the information through a web-based portal (Trauth and Browning, 2018).

Building on the success of that digital pill, an oral oncology drug with a digital sensor has also been developed to track adherence, dosing, and patient activity levels to improve dosing regimens for chemotherapies. Eventually, other such IoB-enabled treatment may give providers and caregivers new insights, allow remote care of patients, avoid hospital admissions, and improve response to therapy (Plowman, Peters-Strickland, and Savage, 2018).

Remote Monitoring of Chronic Conditions

The global phenomenon of an aging population (United Nations, 2015; Harper, 2006) has led to a substantial rise in incidence and prevalence of chronic, noncommunicable diseases (NCDs). Each year, nearly 41 million people die from NCDs, representing 71 percent of all global deaths. NCDs account for a disproportionate amount of health-care spending, as roughly the costliest 5 percent of patients account for roughly 50 percent of health-care costs (World Health Organization, 2018).

IoB is a promising approach for developing real-time remote health monitoring systems for NCD patients, most immediately diabetics and heart patients. Diabetes is endemic in most regions of the world. Recent developments in artificial pancreas technology, enabled by a variety of IoB devices, promise better glycemic control and remote monitoring of patients (Garg et al., 2017).

Research has demonstrated that monitoring of vital signs can help reduce rehospitalization by detecting anomalies early and allowing appropriate and timely interventions (Fanucci et al., 2013). The FDA has approved a wristwatch that tracks atrial fibrillation, alerting patients that they may need to see a physician (Apple, 2018). In addition, a study by the Center of Connected Health Policy found that remote monitoring of heart failure patients using IoB devices led to a 50-percent reduction in 30-day hospital readmission rate (Agboola et al., 2015). It was hypothesized that early detection and intervention through remote monitoring were the primary drivers of the reduction.

Saving Lives Through Alerts

IoB devices can gather vital data to provide medical alerts to doctors, patients, and caregivers. The FDA has approved a seizure-monitoring wristwatch that detects abnormal movement patterns. When this watch detects a repetitive shaking motion characteristic of certain seizures, it automatically sends text and phone call alerts to the patient’s designated alert recipients. Clinical studies found the watch was able to correctly identify seizures in both adults and pediatric patients with an almost zero false-positive rate (Gutierrez et al., 2018).

IoB devices might also prove useful in guiding treatment for those who cannot speak or articulate their symptoms or thoughts, such as infants, stroke victims, or dementia patients, by alerting caregivers to significant changes in vital signs, for instance. Senior citizens may also benefit, for example, from sensors that can detect falls and call for emergency services. Researchers using such sensor technology found that it was even possible to predict the occurrence of a fall based on the user’s walk patterns (Scott, 2018).

Disease Surveillance

Disease surveillance depends on data capture from a large number of individuals and hospitals spanning great geographic distances. IoB lends itself
particularly well to this purpose (Steele and Clarke, 2013) because sensors built into smartphones, wearable devices, and such public facilities as toilets or door handles could all be used to detect the presence of disease and track its spread throughout the population. This could enable intervention of such epidemics or pandemics as measles, Ebola, or the flu. Particularly noteworthy is the ability of IoB devices to determine the number of people who have come into contact with a disease but are not symptomatic, the so-called silent carriers who are critical to understanding disease incidence rates. IoB may be an effective solution to this critical denominator challenge (Purcell et al., 2016) by enabling tracking and analysis of silent carrier behavior.

Uncertainties in IoB Benefits: How the Promises Stack Up

While many IoB benefits have been realized in the formal medical sector, there remain uncertainties. Practical realities might prevent many IoB promises from being fulfilled, at least in the short term—for example, functional interoperability of EHRs has been a challenge (Sullivan, 2018), and the transition remains a work in progress. Medical providers have had a mixed reaction to other patient approaches to self-help, such as information-seeking through online health communities (Rupert et al., 2014). As with other DIY phenomena (e.g., the shift to automated teller machines), there may be long-term changes to economic activity (like shifts in consumption patterns enabled by impromptu spending). These changes may be premature to understand now but should be monitored by researchers as the IoB and other digitization evolve.

Evaluating the Risks of the Internet of Bodies

Computer software is inherently vulnerable to unintentional flaws or malicious abuse. Weaknesses in code can be exploited to steal or manipulate information collected by the device, disrupt its functioning, or otherwise cause it to behave in unexpected or unintended ways. IoB technologies suffer from the same attack vectors as other IoT and computing devices, but IoB devices have enhanced risks resulting from the confluence of several characteristics, including connection to the body, the kind and extent of the information collected, and how the information might be used. Table 4 summarizes IoB risks as a function of those who might obtain unauthorized, illegal, or unexpected access to the data or, through the device, to the body; anticipated vulnerabilities; and potential consequences. The IoB devices that are likely to pose the most dangerous consequences (right column of Table 4) are those that possess a large number of vulnerabilities (middle column of Table 4) that are exploitable by numerous actors (left column of Table 4).

| TABLE 4 | IoB Risks: Unexpected Access, Vulnerabilities, and Consequences |
|---|---|---|
| **Who Might Gain Access?** | **What Are Potential Vulnerabilities?** | **What Are Possible Consequences?** |
| • Criminals | • Bodily dependence on device for health or functional purposes | • Death or physical harm from malfunction or hacking |
| • Hackers (e.g., security researchers, hobbyists, malicious attackers) | • Sensitive data collection, possession, or dissemination | • Global and national security challenges |
| • Data brokers | • Internet connectivity | • Data breach |
| • Data fusion centers | • Regulatory connectivity | • Passive collection or sharing of data without informed consent |
| • Employers | • Hardware | • Misuse or unexpected uses of data |
| • Schools | • Software | • Personal identification |
| • Health-care providers | | • Increased health disparities |
| • Insurance companies | | • Coercion to accept devices |
| • Manufacturers | | • Infringement on body autonomy |
| • Criminal justice system | | |
| • Governments | | |
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In 2018, the fitness company Strava released detailed geolocation information of the exercise routes of its users. The Department of Defense had been encouraging health tracking devices in an effort to combat the obesity epidemic and conducted a pilot program that gave out fitness trackers to more than 2,000 soldiers in 2013 (Bushatz, 2013) and 20,000 soldiers in 2015 (Lilley, 2015). The maps Strava released were so detailed and comprehensive that they potentially exposed hidden military bases and camps of U.S. military and civilian personnel and the life patterns of service members (Hern, 2018). After the incident, the military modified its policy and no longer allows deployed service members to use such apps or devices (Copp, 2018).

This is but one example of how the explosion of innovation and adoption of IoB devices can present global and national security risks. Some of these risks can be anticipated. For example, doctors considered the possibility that Vice President Dick Cheney’s pacemaker could be used to assassinate him. Cheney’s original pacemaker was equipped with a wireless monitoring feature, which could potentially be hacked. In 2007, Cheney’s device was replaced with one without wireless capability (Vaas, 2013). Other such IoB risks may not be so easily anticipated or addressed.

Connectivity of internet-connected devices is evolving in kind and quality and will be further enabled by communication technologies, such as 5G, next-generation Wi-Fi, and satellite internet. But communication systems are likely to be targeted by adversary nations and criminal hackers. New Wi-Fi protocols have already been shown to have security flaws (Goodin, 2019); concerns have arisen about 5G (Ng, 2019), especially given the dominance of Chinese vendors in supplying hardware and services globally (Bryan-Low et al., 2019); and growing counterspace programs in China and Russia may threaten U.S. satellite-based systems (Defense Intelligence Agency, 2019). The increased connectivity in IoT and IoB devices may provide an increased attack surface that introduces more vulnerabilities through these networks.8

Foreign investment in and acquisition of American companies has long been a concern due to national security risks. The Committee on Foreign Investment in the United States (CFIUS) was established in 1975 to analyze transactions that might have implications for U.S. national interests (Jackson, 2019). CFIUS may recommend a suspension or prohibition of investment in an American company if it would allow a foreign entity to maintain or collect sensitive personal data of U.S. citizens. Therefore, outside investment in IoB companies will need to be examined closely. In 2016, the Chinese company Kunlun took control of Grindr, a popular gay dating app, but agreed to sell it in May 2019 following a CFIUS investigation (Wang, 2019). While CFIUS has not disclosed specific reasons for its opposition to Chinese ownership of Grindr databases, information on users’ location, messages, and HIV status raises concerns of blackmail of U.S. officials or government contractors (Bauerle Danzman and Gertz, 2019).

Just as foreign possession of data on Americans’ dating habits or HIV status could be used for nefarious purposes, U.S. consumers’ biometric and health data might be exploited by adversaries who could compile data from numerous sources to build detailed profiles of their American targets. In May 2019, Chinese actors were indicted for identity theft, computer hacking, and conspiracy to commit fraud in the 2015 hack of Anthem, one of the largest health insurance companies in the United States (Groll, 2019; Larson, 2019). This breach compromised the data, some of which were sensitive medical data, of 80 million people (Whittaker, 2019), including an estimated one-half of all U.S. federal workers (ThreatConnect Research Team, 2015). Moreover, according to a 2019 report (Gryphon Scientific and Rhodium Group, 2019) prepared for the U.S.-China Economic and Security Review Commission, China already has direct access to large amounts of clinical and genetic data on U.S. residents via investments and partnerships with American health-care companies. China is also pursuing a long-term strategy to become a biotechnology leader and is rapidly advancing in the field through bidirectional investment with U.S. firms, research partnerships with American institutions, and recruitment of foreign- and Chinese-born scientists who have been trained in
the United States (Gryphon Scientific and Rhodium Group, 2019). This strategy may enable China to increase its foothold in accessing Americans’ biometric data, at the level of both individual persons and subpopulations, whether by commercial means or espionage.

Increased IoB adoption might also increase global geopolitical risks, because surveillance states can use IoB data to enforce authoritarian regimes. For example, China is using DNA data in an attempt to surveil Uighurs (Wee, 2019). It has also been reported that China’s social credit scoring system uses enormous amounts of aggregated data, including health records, on individuals to determine their trustworthiness and to incentivize desired behaviors (Marr, 2019b). Widespread IoB use might increase the risk of physical harm, espionage, and exploitation of data by adversaries.

Cybersecurity Risks

Cybersecurity risks are often grouped into three categories known as the CIA triad, for confidentiality, integrity, and availability (Center for Internet Security, undated). Confidentiality means that data are seen only by authorized entities; integrity means the data collected have not been tampered with; and availability ensures that the data are accessible when and where they are needed.

As of early 2019, the FDA was not aware of any injuries or deaths arising from the malicious attack or compromise of connected medical devices (FDA, 2019a). However, vulnerabilities within these devices could accidentally cause physical damage or be exploited maliciously to inflict harm or death. For example, two well-known medical device vulnerabilities exist within implantable defibrillators and insulin pumps, caused by poorly implemented communication protocols between the device and the remote monitoring systems. In the first case, a vulnerability was found in the wireless communication software of a common implantable cardioverter defibrillator (FDA, 2019b). This vulnerability could enable an attacker to intercept the communication between the implanted device and the clinical programming devices or home monitoring machines in a way that could allow manipulation of data or insertion of false (malicious) commands to the implanted device. Similarly, in 2016, a security researcher discovered three vulnerabilities in the computer code for an insulin pump that could allow an attacker to inject malicious commands, causing serious harm (Beardsley, 2016).

In addition, there are concerns relating to the broader ecosystem in which IoB devices are used (Das, Zeadally, and Wazid, 2017). A physical device implanted or attached to the body will wirelessly connect with a monitoring device, such as one’s smartphone, which will then relay information into a cloud service. The data are then accessible by an external party, such as the device maker or a medical practitioner. This constellation of hardware and software, physical and logical communication paths, and organizational boundaries introduces many layers of complexity that are each susceptible to failure, degradation, compromise, and attack.

There have been efforts to catalogue the vulnerabilities discovered in medical devices. ICS-CERT (Industrial Control Systems Cyber Emergency Readiness Team), a division of the Department of Homeland Security, issues threat advisories for medical devices. Medcrypt, a health-care nonprofit organization, maintains an online document listing each of these advisories. As of July 2019, it had documented 144 unique vulnerabilities discovered since 2013, and the number of vulnerabilities is increasing, as shown in Figure 2. We expect to see continual growth in IoB vulnerability reports merely because security researchers are starting to examine this burgeoning field.

Of the vulnerabilities found in these devices, a majority—65 percent—are flaws with user authentication and code defects. User authentication flaws might allow unauthorized users to access and associate data (e.g., compromise the confidentiality of the device). Code defects refers to software flaws that could allow a malicious user to breach the system’s confidentiality, integrity, or availability. For example, a hacker might cause the device to share data with unauthorized users, manipulate the data so that the device behaves incorrectly, or simply make the device stop working.

IoB devices face several other unique security issues. Conventional cybersecurity recommendations
include patching (e.g., installing new code to fix flawed code), applying mitigations (e.g., disabling the affected service or software component), and applying additional security controls on top of the vulnerable component to mask or otherwise block any incoming attack. However, in the cases of personal health devices that may be implanted inside a person’s body, which require 24-hour availability or may not be serviceable in any practical way (for instance, if the patient lives in a remote area or is unable to visit a health facility), such mitigations may not be feasible or even possible.

In addition to the cybersecurity of the devices themselves, the repositories that store user data must also have sufficient security, software, and safety controls in place. If not, users might be in danger, as illustrated by the rapid adoption of EHRs. The 21st Century Cures Act of 2016 was meant to address difficulties with EHR adoption by improving health information system interoperability and patient access to data. In spite of this legislation, EHRs, which were in large part intended to alleviate medical errors, have been implicated in thousands of patient deaths, injuries, or near misses because of software flaws, user error, or other issues (Schulte and Fry, 2019a).

There may also be critical trade-offs between security and usability for IoB devices. Consider, for example, a connected insulin pump. Security best practices would suggest that access to the device be restricted to only those with proper authorization to release or modify the injections, something which is often done through usernames and passwords or via biometric login. However, a patient in insulin shock will likely not have the time or mental facilities to enter his or her credentials in the device. But ease of use may result in shortcuts to cybersecurity, and such shortcuts may threaten privacy.

### Data and Privacy Risks

Data fuel the algorithms that serve up targeted advertisements, assess credit or other risk, and drive much of the internet economy. IoB devices collect and store highly personal data, arguably more intimate than any other type of user information, and so privacy and confidentiality risks abound. Information on users’ whereabouts, bodily functions, what they see, hear, and even think could be recorded and stored. There are many unresolved questions about who has authority to use data collected by IoB devices, and in what way. For example, there are questions about what law enforcement can do with IoB information, and whether such use is a violation of unreasonable search and seizure or self-incrimination protections guaranteed by the 4th and 5th Amendments to the U.S. Constitution. Medical information, such as pacemaker data, has already been used to charge people with crimes (Wootson, 2017). Concerns have been raised about how police are using data managed by state-owned and -operated data fusion centers, which aggregate and analyze personal data, including health data, from multiple public and private sources (Haskins, 2019). According to the analysis of one fusion center’s user manual, information from various sources is “aggregated and synthesized in a way that gives law enforcement nearly omniscient knowledge over any suspect they decide to surveil” (Haskins, 2019). Other countries might have similar access to people’s personal information and engage with the U.S. in reciprocity (mutual exchange) of
Data collection may threaten IoB users’ privacy if safeguards are not in place to protect from misuse. The collection process itself, including what data are being collected, how often, whether informed consent was obtained (particularly in vulnerable populations such as minors or incarcerated persons), and whether the user can elect to stop the data collection or resale at any time, can pose an inherent risk to privacy.

IoB consumers appear to have accepted the need to provide their data to developers or others to use an IoB product. However, it is not clear that consumers have proceeded with complete knowledge regarding how their data are collected and may be used. An investigation into continuous positive airway pressure (CPAP) machines, used by those with sleep apnea, showed that patient data were being sent to insurance companies without users’ knowledge to monitor their compliance (Allen, 2018a). If the patients did not use the CPAP machine for the required amount of time, the insurance company refused to cover the costs.

Information that reveals unhealthy lifestyle habits might have already resulted in higher health insurance premiums for some people (Allen, 2018b). An increase in IoB devices could escalate this trend of combining health data with other personal details, gathered by data brokers—companies that have no direct relationship with consumers but buy and sell their personal information—to increase premiums or limit access to care.

There is the question of inherent rights to which a user might be entitled. For example, should a user have the right to opt out, either of certain types of data collection or of storage? Should the U.S. implement a right to be forgotten for those who request deletion of their data? Critics argue that the right to be forgotten could impinge on free speech (Bowcott, 2018), allow for an incomplete public record (“The Case Against a Right to Be Forgotten,” 2018), or for history to be rewritten by authoritarian regimes (Swearingen, 2019). Another question is a posthumous right to privacy, i.e., once a person dies, should the data be expunged, or should it be accessible by next of kin? This could be a particularly sensitive issue in the case of suicide, euthanasia, or fetal monitoring.

Furthermore, interpretation of IoB data, and algorithm outputs that rely on that data, may be biased or otherwise harmful to the user, particularly if there is little transparency into those processes (Osoba and Welser, 2017).

There are also concerns about data endurance—that is, results from a genetic testing kit or the use of a particular IoB medical device might identify someone as a carrier of a genetic disease that could be passed to his or her children, which could one day result in those children being denied certain insurance or other benefits (Klitzman, 2012).

Finally, there are as yet no legal norms about who owns the data generated by any given IoB device—the user, the manufacturer, the health-care provider? Data ownership has been a longstanding issue in health care (Meingast, Roosta, and Sastry, 2006). Business consulting firms are studying how IoT data can best be monetized (Deichmann et al., 2016; Russo and Albert, 2018). Policies that regulate the sale of user information to third-party data brokers, or that regulate how data brokers function, are nascent if they exist at all (MacMillan, 2019).

**Ethical Considerations**

Many of the risks previously discussed might be considered ethical in nature as they reflect values inherent to security and privacy. But we must also consider the potential harmful implications of IoB for other values important to Americans, such as equity and personal autonomy.

**Inequitable Outcomes**

One of the promised benefits of IoB technologies is decreased disparities in U.S. health-care outcomes by making preventive and diagnostic care less expensive and easier to access, but it is not clear that these technologies will decrease health-care costs or be readily accessible for the general population.

In general, advanced technologies in health care have contributed to an increase in overall costs (Callahan, 2008). Disparities due to access barriers to digital health and telehealth may be exacerbated
for those without reliable internet access (Gonzales, 2017). Many of those without insurance are not able to access advanced health-care technologies. Even for those insured, providers might not offer coverage for sophisticated IoB until and unless a cost-benefit analysis shows that such devices actually improve short- and long-term medical outcomes commensurate with their costs. This will require substantial evidence, and it will be important to know whether these benefits accrue across many population sectors (e.g., elderly patients who may be less technologically savvy, populations of low socioeconomic status, and so on).

Additionally, medical data are vulnerable to input bias, as typical users of IoB devices are a self-selecting group. Little is known about those who do not use IoB devices—whether by choice or because of cost or other barriers to access. Nonrepresentativeness of health data is a well-documented problem, because most clinical data are typically collected on middle- and upper-class, younger, white, male participants (Caplan and Friesen, 2017). Despite the 1993 Revitalization Act requiring clinical trials funded by the National Institutes of Health to include women and minorities, significant progress has not been made (Geller et al., 2018, 2011). Large-scale health data, though drawn from real-world populations, are not immune to input biases—EHRs and claims data involve patients that are actively engaged in health-care systems, resulting in samples that tend to be sicker or more disabled than the general population (Agniel, Kohane, and Weber, 2018; Verheij et al., 2018; Schneeweiss and Avorn, 2005). PGHD collected from consumers outside of the clinic may circumvent some of these biases but require other sampling considerations that are largely absent from early studies.

Freedom from IoB

As IoB becomes more ubiquitous, there may be increasing physical or psychological pressure on those who want to live their lives with minimal dependence on or interaction with these devices. Some IoB technologies can collect potentially sensitive information beyond the wearer or owner herself. For instance, augmented reality devices or “smart” hearing implants are designed to record video and audio. This might give rise to concern about privacy on the part of persons who are seen or heard by the devices but who have not consented to have their images or voices collected. One example of this phenomenon was the reaction to the Google Glass augmented reality system that generated public outcry—acutely illustrated in the “Stop the Cyborgs” movement (Farivar, 2013). The use of face recognition systems by law enforcement has led to criticism that the systems are biased, but also that they are being used to classify persons without their consent and with limited understanding of how the information will be used (Axon A.I. and Policing Technology Ethics Board, 2019). Similar criticisms apply to IoB with cameras and other tools that can be used to record or identify persons.

Some organizations have sought to use IoB to manage employees. While employee badges used to access the workplace would be considered IoB devices, there is a distinction between monitoring with passive feedback (e.g., the badge reader beeps and the building door unlocks to allow entrance) and monitoring with feedback that is networked (e.g., the device constantly keeps track of the user’s whereabouts). Amazon has patented technologies for a wristband that can track employee behavior and that vibrates to nudge them to achieve greater productivity (Solon, 2018). Other technologies seek to identify when workers are sleepy or distracted (Derousseau, 2017). Researchers are creating wearables that claim to track an employee’s workplace performance (e.g., amount of time spent at work, breaks from work, physical activity, and sleep levels) with about 80 percent accuracy (Holley, 2019). These capabilities might benefit employers and make them more data-driven and efficient (Knack et al., 2019), but they may alienate workers and harm retention if employees view them as intrusive and unnecessary.

Forcible adoption of IoB technology may be most likely to occur within the criminal justice system. Courts, prisons, or parole offices might pressure or require people to use IoB devices. Many jurisdictions use IoB ankle bracelets to prevent those awaiting trial from fleeing. Even if incarcerated persons do consent, they might be unaware of potential risks. One can envision IoB treatments akin to a digital aripiprazole...
pill, used to treat psychiatric disorders, to take the place of traditional court-ordered psychiatric treatment. Other expanded requirements for those who have been arrested or convicted of crimes might be to use IoB to monitor their location, health, alcohol or drug use, or other indicators of perceived socially undesirable behavior.

Body Autonomy and Integrity

Another ethical consideration relates to users’ rights over technologies that are integrated into their bodies. However, this right of users is in potential tension with attempts by technology developers to retain rights over software and devices. One example of this tension is the end-user license agreements (EULAs) that software developers employ to limit what a user can do to software following purchase. A EULA might restrict modifications to software or restrict its use to ensure intended performance or protect intellectual property. However, once a device is implanted in a person, the developer’s continued proprietary control over the devices might become problematic (Matwyshyn, 2018; Matawyshyn, 2019; Atlantic Council, 2017; CPDP Conferences, 2018; Edinburgh Law School, 2018, at 26:28–28:08). For instance, what if a developer tries to force an agreement to a change of data-use policies related to a device that has already been (perhaps permanently) implanted? Some will argue that people have a fundamental moral right to bodily autonomy, and that right should enable them to have full control over their devices as an extension of their bodies.15 Insofar as the users see the device as part of their body, they might reasonably believe that they have the right to resist developer-imposed changes. They might also insist on the ability to alter the device as they see fit. Already, there are examples of users “jailbreaking” or hacking IoB devices to improve their functionality (Brown, 2019; Hurley, 2014). However, developers have discouraged these modifications, arguing that they might negatively affect device functionality (Zhang, 2019).

Some varieties of IoB are largely unregulated—for instance, RFID bio-chips or health-tracking technology. But in the future, there might be a need to regulate the terms and conditions under which IoB technologies can be used and consider protections for certain vulnerable groups, especially to ensure that users have rights over technologies in their bodies.

Governance of IoB Devices and Information

As with most consumer products in the United States, governance of IoB devices is managed through a patchwork of direct and indirect state and federal agencies, nonprofit organizations, and consumer advocacy groups. For example, recall notices are sent both from the FDA (FDA, 2018c) and the Consumer Product Safety Commission (U.S. Consumer Product Safety Commission, 2018). The Federal Trade Commission (FTC) helps address IoT security (FTC, 2015) and health data breaches (FTC, 2010), and the National Institute of Standards and Technology (NIST) influences both civilian and governmental cybersecurity, with activity relating to IoT (NIST, 2019) and to cyber physical systems (NIST Cyber Physical Systems Public Working Group, 2016). In this report, we do not explore each organization in depth but provide a broad overview of the main governance influences related to the security and privacy of IoB devices. More specifically, we distinguish between regulations that apply to the IoB device itself and regulations that apply to the information collected, stored, or transmitted by the device. Despite the efforts to govern IoB, many of these devices and the information they collect evade regulatory scrutiny.

Governance of IoB Devices

The primary entities responsible for governance of IoB devices (we address information collected by IoB devices in the following section) are the FDA and the U.S. Department of Commerce.16

FDA Efforts

The FDA, a part of the U.S. Department of Health and Human Services, is responsible for the safety of medical devices. In hopes of fostering innovation in digital health, the FDA developed a Digital Health
Innovation Action Plan. However, the 21st Century Cures Act excludes the agency from having jurisdiction over EHRs. Former FDA Chief Scott Gottlieb has called on Congress to enact tighter regulations on EHRs and define when a patient’s digital record would necessitate government oversight (Schulte and Fry, 2019b).

For the IoB technologies that fall under FDA oversight because they are medical devices, the FDA is promoting cybersecurity protections through an approach that distributes responsibility among different stakeholders. The agency also partners with hackers and medical device companies, e.g., at DEFCON’s Biohacking Village, to find and disclose medical device vulnerabilities. The FDA and private advocacy groups have spearheaded numerous campaigns to better assess and protect the safety of implanted and connected medical devices. For example, since 2013, the FDA has held several public workshops designed to solicit and revise guidance, standards, and best practices for medical device cybersecurity (FDA, 2019c). It has also released pre- and post-market guidance documents in an effort to help device manufacturers understand how to identify and mitigate cybersecurity threats and vulnerabilities in their products (FDA, 2018d; FDA, 2016; FDA, 2005). These documents provide nonbinding guidance for how a device maker might meet FDA regulations for patient safety.

The FDA also posts advisory notices about known vulnerabilities in critical medical devices and supports an email distribution list that alerts users as issues become known (FDA, 2019a). Information sharing efforts have also been established with health information sharing analysis centers (H-ISAC) to facilitate the exchange of cybersecurity-related information between health-care providers and manufacturers. These two efforts help promote information awareness and transparency for consumers and other practitioners and may help, in the long run, improve overall security of these devices, although there is yet no evidence for this.

In addition, the FDA is working with the MITRE Corporation to develop a scoring system designed to rank the severity of software vulnerabilities in medical devices (Chase and Coley, 2019). While there already exists an industry standard for scoring software vulnerabilities in more traditional computing systems (see Common Vulnerability Scoring System SIG, undated), it is a blunt instrument and does not appropriately address the potential safety or health impacts on a patient whose medical device is hacked. This project will ensure that manufacturers and caregivers can more effectively assess and prioritize the risk of vulnerabilities.

Although the FDA is making strides in cybersecurity of medical devices, many IoB devices, especially those available for consumer use, do not fall under FDA jurisdiction.

Other Efforts
Federal and state officials have begun to address cybersecurity risks associated with IoB that are beyond FDA oversight, but there are few laws that mandate cybersecurity best practices. California is the first state to enact an IoT security law, SB-327, effective January 2020. The California law requires that a “manufacturer of a connected device . . . equip the device with a reasonable security feature or features that are appropriate to the nature and function of the device.” For example, it specifies that IoT devices may not have generic default passwords. Other states have debated IoT security legislation but have not passed bills. In March 2019, a bipartisan group of U.S. senators reintroduced the Internet of Things Cybersecurity Improvement Act of 2019, which attempts to improve security by documenting best practices for development, management, and patching of IoT devices, and recommends how the U.S. government can best apply these practices (Goodloe and Nandaraj Gallo, 2019). This bill, following up on past failed legislation, would mandate specific cybersecurity standards for IoT devices purchased by federal agencies with the hope that manufacturers might voluntarily adopt these for the commercial market.

An essential component in efforts to govern emerging technologies is public-private partnerships. For example, NIST collaborates with public and private partners to develop best practices and guidelines, such as its cybersecurity framework to manage cyber risk. The Medical Device Innovation Consortium (MDIC), a public-private partnership
between government and industry stakeholders, has championed efforts to foster a more collaborative industry dynamic in which researchers can disclose vulnerabilities in these medical devices without fear of civil liability or criminal prosecution (MDIC, 2018). As of mid-2019, more than 20 organizations have established such programs (I Am the Cavalry, undated).

In addition to top-down cybersecurity governance efforts, several grassroots advocates have sought to promote cybersecurity best practices in connected medical devices. For instance, the nongovernment organization I Am the Cavalry has produced what it calls a Hippocratic Oath for Connected Medical Devices, with five voluntary principles that health-care providers and device manufacturers should adopt to better protect the safety and security of patients (Woods, Coravos, and Corman, 2019). The oath relates to ensuring that devices and the information contained on the devices are resilient against intrusion, compromise, tampering, and unauthorized disclosure, and that updates and other fixes will be prompt and effective.

### Governance of IoB Data

As with IoT devices, there is no single entity that provides oversight to IoB data. Table 5 summarizes some of the primary entities and their responsibilities, though overall regulation of the privacy of personal information is fragmented across many state and federal agencies.

<table>
<thead>
<tr>
<th>Agency or Organization</th>
<th>Responsibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>U.S. Department of Health and Human Services Office for Civil Rights</td>
<td>Enforces Health Insurance Portability and Accounting Act (HIPAA)</td>
</tr>
<tr>
<td>U.S. Department of Health and Human Services Office of the National Coordinator for Health Information Technology</td>
<td>Coordinates efforts to ensure interoperability of health information, including EHRs</td>
</tr>
<tr>
<td>U.S. Federal Trade Commission (FTC)</td>
<td>Enforces data security and consumer privacy through Bureau of Consumer Protection</td>
</tr>
<tr>
<td>California Attorney General</td>
<td>Enforces California Consumer Privacy Act (CCPA)</td>
</tr>
<tr>
<td>Supervisory authorities in each European Union (EU) member state</td>
<td>Enforce GDPR to protect the personal information of EU residents</td>
</tr>
</tbody>
</table>
what laws may apply to their products. The FTC has brought actions against social media and other technology companies, but we found only a few examples of FTC actions against IoB developers.20

Data brokers are largely unregulated, but some legal experts are calling for policies to protect consumers. The Data Broker Accountability and Transparency Act was introduced to Congress in 2017 but gained no traction. In June 2019, 43 state attorneys general recommended another look at a 2014 FTC recommendation that Congress create a federal registry of all data brokers in the country (National Association of Attorneys General, 2019). Vermont became the first state to enact a law (Vermont Pub. L. H.764 [Act 171]) regulating data brokers, which became effective January 1, 2019. The law requires data brokers to register on a public database, specify the information that a customer cannot opt out of, explain options for what the customer can opt out of, and state whether a data breach has occurred within the past year. As of July 2019, Vermont is the only state to have enacted policies that make data broker activity more transparent.

Because the United States has no federal data privacy law, states have introduced a patchwork of laws and regulations that apply to residents’ personal data, some of which includes IoB-related information. These laws differ greatly across states in terms of the types of information protected and available recourse, but overall, they seek to protect the confidentiality of consumer information and ensure that patients can access the information upon request, or to ensure that personal health information is used or shared only with patient approval (Smith, 2013).

Each U.S. state has a law requiring that private companies and government agencies notify individuals when their personal information has been accessed or disclosed in an unauthorized way, such as through a data breach (“Security Breach Notification Laws,” 2018). While there is some variation regarding the conditions of notification, exceptions, and penalties, notification has become one of the main enforcement mechanisms for understanding and managing data breaches. As of July 1, 2019, 16 states had enacted laws that explicitly cover nonmedical biometric information in their data breach regulations, though each state varies in its definition of biometrics (based on Hennessy et al., 2019). Wisconsin is the only state to include DNA in its breach disclosure law as a specific protected data type distinct from biometric information (Wis. Stat. §134.98).

Illinois and Texas have passed laws regulating whether entities can capture or collect biometric information for commercial purposes without consent, limiting biometric information to “a retina or iris scan, fingerprint, voiceprint, or record of hand or face geometry” (Illinois Biometric Information Privacy Act, 2019; Texas Business and Commerce Code, Title 11, Subtitle A, Chapter 503, 2009). Washington passed a law effective March 1, 2020, that requires entities to disclose capture and storage of biometric data for commercial purposes, to obtain consent, or to develop measures that prohibit subsequent selling of that information, where biometric data includes “unique biological patterns or characteristics . . . used to identify a specific individual” (Revised Code of Washington Chapter 19.375, 2019). At least a dozen other states have proposed similar biometric privacy legislation.

The CCPA, effective January 1, 2020, aims to improve customer privacy by giving individuals the right to know what information is collected about them, the purposes of that collection, and where that information is shared. Customers can also opt out of a business selling their personal data, and the law requires that businesses collecting personal information delete the record upon consumer request. Personal data in the CCPA is defined broadly and includes biometric information, geolocation data, and even inferences from the data used to build a psychological profile of the person. At least eight other states have drafted similar data privacy laws.

The European Union has enacted the GDPR, a collection of regulations designed to protect the personal information of EU residents, which also applies to software or hardware IoB developers and manufacturers. GDPR requires that users give informed consent prior to their personal information being collected, and that their information be protected at a level appropriate to the level of risk (harm) to the user. In addition, the GDPR gives EU citizens rights over the data that companies collect from them, including the right to access, delete, or transmit the data to other data controllers. Lawmakers in
Congress are working on regulations that would set a U.S. standard on consumer data protection and remedies akin to the GDPR or CCPA, but as of June 2019 have not enacted any policies (Ratnam, 2019).

The lack of consistency in IoB laws among states and between the state and federal level potentially enables regulatory gaps and enforcement challenges. As in many areas, rapid advancements in IoB technologies have outpaced the development of policy to address their risks. Such policies will require delicate navigation between the extremes of underregulation that fails to mitigate risks and overregulation that inhibits socially beneficial innovation or consumer adoption. Striking a balance between innovation and regulation will be imperative for protecting consumers while maintaining benefits and keeping the United States at the leading edge of this competitive field.

Looking Forward to Address Risk

This report has explored the complex and evolving IoB ecosystem and identified a variety of potential benefits and risks. A multitude of government and nongovernment stakeholders have a role in this ecosystem, and each stakeholder might take constructive steps toward addressing areas of risk. If these risks are not adequately addressed, the medical, health, and other benefits of IoB will not be fully realized.

Promoting National Security

IoB devices collect sensitive personal information that might be used by foreign adversaries to conduct espionage or interfere with values and practices important to Americans. Congress and the Executive Branch have specific roles in guarding against these risks. These efforts will need to extend beyond traditional national security policies to also grapple with new dynamics associated with the widespread use of IoB and threats from adversaries.

Had the events involving Strava or Vice President Cheney gone differently, the repercussions could have been enormous. Government departments can take these incidents as lessons learned on the risks presented by IoB and develop appropriate responses, as the Department of Defense did. For instance, guidelines on the use of IoB could be developed for high-ranking government officials.

As IoB usage spreads in authoritarian regimes, the U.S. Commerce Department can put foreign IoB companies on its “Entity List,” preventing them from doing business with Americans, if those foreign companies are implicated in human rights violations. This has been done against Chinese entities that repress Uighur and other minority groups (Moss, 2019). CFIUS should also continue monitoring and investigating foreign investment in and acquisition of U.S. companies, especially those processing sensitive IoB data of Americans.

Threats to U.S. communication networks could increase as IoB gains popularity, so as 5G, Wi-Fi 6, and satellite internet standards are rolled out, the federal government should proactively fund studies and work with experts to develop security regulations.

Advancing Cybersecurity

All networked technologies have cybersecurity risk, but the sensitivity of IoB information and the potential medical and health impacts from disrupting or manipulating IoB are of acute concern. As described earlier, stakeholders have sought to promote cybersecurity best practices for parts of the IoB ecosystem, including through efforts led by the FDA, U.S. Department of Homeland Security, the Department of Commerce, and nongovernment organizations. However, not all IoB devices fall under FDA oversight, nor has the federal government instituted binding cybersecurity standards for IoB. There are opportunities to do more to promote IoB cybersecurity.

The federal government, including executive agencies and Congress, can first consider how to implement a risk management approach that establishes cybersecurity best practices and standards for the full range of IoB products. For example, an IoB-specific framework could be modeled after NIST’s cybersecurity framework. This effort will be most effective if it is conducted in consultation with industry organizations and medical practitioners to ensure that the government fully understands
the technology and the attendant costs—including hindrances to innovation—of cybersecurity proposals. Importantly, an approach that considers the full range of IoB would go beyond existing FDA efforts to also include consumer health devices and EHRs. As part of this risk management approach, it will be important to consider how to incentivize quicker phase-out of the legacy medical devices with poor cybersecurity that are already in wide use. One possible step would be to develop and administer cybersecurity certifications for IoB (similar to an Energy Star label or nutritional value label) that, rather than mandating a certain minimal cybersecurity standard, would provide consumers with greater awareness of cybersecurity of products and thereby enable marketplace incentives for IoB device makers to follow specific cybersecurity guidelines (“How a Product Earns the ENERGY STAR Label,” undated). This proposal, along with others, should be studied in collaboration with stakeholders.

In addition to government actors, health-care providers need to consider cybersecurity implications when they recommend or use the IoB. As a start, medical communities must continue to leverage cybersecurity expertise—for example, by using published guidelines that advise how to build a health-care cyber workforce. Providers can also pledge to uphold the Hippocratic Oath for Connected Medical Devices, written by the grassroots organization I Am The Cavalry, which encourages health-care providers and stakeholders to recognize the importance of cybersecurity for patients.

Similarly, IoB developers must be more attentive to cybersecurity—for example, by following FDA cybersecurity guidelines (even if the device is not a medical device) and by integrating cybersecurity and privacy considerations from the beginning of product development. Device makers should test software for vulnerabilities often—including through use of vulnerability disclosure programs—and devise methods for users to patch software. In addition, device makers need to establish policies to notify and protect the consumer if cybersecurity or other issues arise (for instance, if the device needs to be patched or it will no longer be supported by the manufacturer). This effort will need to consider and address the unique challenges of cybersecurity for IoB—for instance, the challenge of patching devices that are implanted and cannot be easily recalled. Other cybersecurity best practices for IoB include threat modeling, data storage standards, and keeping a repository of software source code that can be reviewed by independent cybersecurity researchers.

**Ensuring Privacy**

The United States does not have a comprehensive federal data privacy law, and much of the data collected by IoB is not regulated by existing state law. These are complex policy areas, and the range of IoB is vast, so a single policy that can address them all is not likely. To address the risks to privacy from IoB devices, Congress should consider establishing federal data transparency and protection standards for data that are collected from them. As it stands, consumers have limited ability to identify who is storing their intimate health and other data and how those data are being used—so, as a starting point for regulation, government entities can take steps to ensure greater transparency about data collection practices. As the consequences from such regulations as GDPR and CCPA emerge, Congress can take lessons learned from both their successes and failures to consider how to give IoB users rights over their personal information, including the right to opt out of collection. Federal and state governments might also consider regulations for data brokers, restrictions on who can collect data, how such information is used, whether it is sold to third parties, and so forth.

There is also a role for the federal government to harmonize the patchwork of state laws regarding data breaches and health information through a federal data breach notification standard. The federal government can encourage and fund independent research on such emerging issues as data endurance, posthumous privacy, and the right to be forgotten regarding IoB data. Rules also need to be established for how insurers, employers, or others are permitted to use IoB data.

Authorities and resources for privacy in health and IoB data are shared among a variety of government organizations, including the FTC, NIST, and Health and Human Services (of which the FDA is a part). Congress needs to decide what subset of these
organizations would be best suited to enforce privacy violations and data protection policies regarding IoB devices. Additional resources may need to be allocated so that sufficient support is available to enforce regulations as IoB products become more widespread. For example, as it stands, the FTC has only 40 full-time personnel dedicated to data privacy (compared with 500 in the UK’s data protection authority), and FTC Chairman Joseph Simons has stated that the agency is not sufficiently resourced to increase its data privacy enforcement (Simons, 2019).

Raising Awareness
The rapid evolution of IoB has created an environment in which consumers may be unwittingly using IoB and where there is confusion and lack of clarity about its benefits and potential ethical downsides. The IoB ecosystem may not be as useful to medical providers or consumers as it might appear, at least in the short term. For instance, some studies have shown that constant tracking of biometric activity through health apps, such as sleep trackers, can increase users’ anxiety and worsen conditions such as insomnia (Baron et al., 2017; Zraick and Mervosh, 2019). Many IoB technologies have not yet developed a clinical evidence base on long-term outcomes. Stakeholders will need to research and promulgate information regarding the realistic and pragmatic benefits of IoB as it becomes more mainstream, and also where harms will likely emerge.

The FTC already plays an important role regarding the marketing of IoB technologies, and there are opportunities for the FTC to play a larger role to ensure that marketing claims about improved well-being or specific health treatment are backed by appropriate evidence. However, the FTC may need additional resources to grapple with the broad range of IoB technologies that have hit the marketplace in recent years, and additional personnel with expertise in IoB will be important to ensure that IoB developers’ claims are not deceptive or unfair.

There are also opportunities to increase awareness of the ethical implications of IoB, for instance through additional federal or foundation funding of research related to disparities associated with IoB data collection and health care. This research can also focus on the extent to which IoB infringes on autonomy in the workplace or otherwise undermines reasonable expectations for anonymity or privacy.

Federal and state governments can also work with partners to develop guidelines for responsible development and marketing of IoB. State governments can collaborate with thought leaders at universities and other institutions to tap expertise in IoB-related policy topics, such as cybersecurity and digital health. These types of partnerships between decisionmakers and experts can help identify gaps in the regulatory system, foster innovation in technology development, and protect all stakeholders.

Even in the absence of a regulatory forcing function, IoB developers can be clearer with consumers about cybersecurity risks and data privacy practices associated with their products. IoB developers are collecting vast amounts of intimate data, and they need to clearly state privacy policies and obtain informed consent for their collection practices. These policies should straightforwardly explain how data will be protected, how these data will be used, and with whom they may be shared. Developers should also educate the public about the risks associated with IoB products.

Lastly, patients and consumers need to recognize the risks of IoB and consider these risks when deciding to use such devices. In the absence of new regulations, consumers should be wary and proceed under the assumption that, once data are collected by an IoB device, the consumer will not likely have complete control over how those data are stored and used and should be prepared for them to be potentially breached or otherwise widely shared. Ultimately, consumers need to be aware that their intimate data are collected by entities that do not necessarily have consumers’ best interests in mind. Increased awareness of the IoB ecosystem and its risks is critical.
Notes

1 One definition of the IoB, put forth by Matwyshyn, is "the creeping reliance of human bodies on software, hardware, and the internet for key aspects of their functionality" (The Internet of Bodies, 2018). Three generations of IoB are defined: body-external, body-internal, and body-melded (Matwyshyn, 2019).

2 We restrict our definition of IoB devices to technologies that can be linked to an individual rather than to technologies that are linked to traits more or less universal to all humans or a particular disease. Therefore, large genetic sequence databases (such as GenBank) are not considered IoB data, and techniques (such as CRISPR) that are enabled by such databases are not considered IoB technologies.

3 The FDA defines a medical device as follows (FDA, 2018a):
   - an instrument, apparatus, implement, machine, contrivance, implant, in vitro reagent, or other similar or related article, including a component part or accessory which is: recognized in the official National Formulary, or the United States Pharmacopoeia, or any supplement to them,
   - intended for use in the diagnosis of disease or other conditions, or in the cure, mitigation, treatment, or prevention of disease, in man or other animals, or
   - intended to affect the structure or any function of the body of man or other animals, and which does not achieve its primary intended purposes through chemical action within or on the body of man or other animals and which is not dependent upon being metabolized for the achievement of any of its primary intended purposes.

4 A concept related to IoT and IoB is cyber-physical systems. According to the Networking and Information Technology Research and Development (NITRD), cyber-physical systems are "smart networked systems with embedded sensors, processors and actuators that are designed to sense and interact with the physical world (including the human users)" (NITRD, 2015).

5 There are numerous additional terms not described here that relate to IoB—such as human enhancement technologies, DIYbio (do-it-yourself biology), wetware (direct brain-computer connections), and quantified self—that are part of this growing field of body-connected technologies.

6 We define freestanding devices as those that stand and operate on their own, free of continuous bodily attachment.

7 The new Wi-Fi 6 standard, also referred to as 802.11ax, is under development and expected to have final approval in June 2020 ("Official IEEE 802.11 Working Group Project Timelines," 2019).

8 An attack surface is the set of all potential entry points that could be used to attack a system (Manadhata and Wing, 2010).

9 However, the safety risks of computer-controlled medical devices dates back to at least 1985 (Leveson, 1995).

10 This document is not publicly available.

11 This is likely an underestimate of the actual number of known vulnerabilities, because this list likely does not capture all vulnerabilities from software libraries that are designed for other products but used in these systems.

12 2019 data were not included.

13 The right to be forgotten is part of the European Union’s General Data Protection Regulation (GDPR), but as of June 2019, it can be enforced only within the European Union.

14 Currently, the legal right to privacy applies to living persons and not deceased ones (Banta, 2016). HIPAA privacy rules are upheld for 50 years after the decedent’s death (U.S. Department of Health and Human Services, 2013).

15 As argued in one study on the ethics of human enhancement, “assimilating tools into our persons creates an intimate or enhanced connection with our tools” (Allhoff et al., 2010).

16 There are several other organizations that have equities in the overall safety of IoB and IoT devices, such as the Consumer Product Safety Commission, but a full discussion of all relevant bodies is beyond the scope of this work.

17 Safe disclosure of software vulnerabilities is a luxury researchers have not always enjoyed. Fortunately, there is a growing movement to nurture an open and transparent process for notification by researchers to vendors.

18 A full discussion of privacy regulation is beyond the scope of this work; however, see Mulligan, Freeman, and Linebaugh (2019).

19 However, it is unproven whether this rule has improved data security practices.

20 One example is described in Morris (2017).

21 One example is the “Healthcare Industry Cybersecurity Workforce Guide” (Healthcare and Public Health Sector Coordinating Council, undated). Another example, not specifically for healthcare organizations, is NIST’s “National Initiative for Cybersecurity Education (NICE) Cybersecurity Workforce Framework” (Newhouse et al., 2017).

22 The FTC is not the only organization involved here; the FDA, for instance, regulates the marketing of medical devices.

23 For example, the Center for Body Computing at the University of Southern California has partnered with the California Governor’s Office of Business and Economic Development to develop and disseminate concepts of cybersecurity in health-care information technology (University of Southern California Center for Body Computing, 2018).
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Internet-connected “smart” devices are increasingly available in the marketplace, promising consumers and businesses improved convenience and efficiency. Within this broader Internet of Things (IoT) lies a growing industry of devices that monitor the human body and transmit the data collected via the internet. This development, which some have called the Internet of Bodies (IoB), includes an expanding array of devices that combine software, hardware, and communication capabilities to track personal health data, provide vital medical treatment, or enhance bodily comfort, function, health, or well-being. However, these devices also complicate a field already fraught with legal, regulatory, and ethical risks. The authors of this report examine this emerging collection of human body–centric and internet-connected technologies; explore benefits, security and privacy risks, and ethical implications; survey the nascent regulatory landscape for these devices and the data they collect; and make recommendations to balance IoB risks and rewards.