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CHAPTER ONE

Introduction

Humans frequently rely on the ability to recognize someone based solely on facial characteristics to determine whether they know the person, distinguish their gender or ethnicity, and decide whether to trust or interact with them. Yet those innate face recognition skills can also fail people in systematic ways. Face recognition technologies (FRTs) were designed to detect and recognize someone captured on camera. Complementing human capabilities and shortcomings, FRTs offer a digital means to assess whether a face is known and to associate it with a specific identity.

There are many practical security-related reasons for implementing such technology: Border control officers and forensic investigators (Phillips, Yates, et al., 2018), for example, have found important uses for FRT capabilities. A joint report from the Integrated Justice Information Systems Institute and the International Association of Chiefs of Police describes a wide range of law enforcement use cases for which FRTs would be beneficial, including field, investigative, and custodial and supervisory uses (Law Enforcement Imaging Technology Task Force, 2019). The report also outlines several recommendations to facilitate FRT adoption by law enforcement, including conducting public outreach and establishing best practices and principles. Other security-related scenarios include identifying a mass shooting suspect (Brandom, 2018), conducting surveillance in crowded shopping areas (Roberts, 2015) and in arenas (Draper, 2018), and identifying potential stalkers (Deb and Singer, 2018).

However, several challenges associated with FRTs can also cause concern for the public (members of which are the subjects of the technology) and users (who deploy the technology). Among the public, individuals and advocacy groups have expressed concerns related to the scope and scale of FRT data, particularly when the technology is deployed and run by a government agency. One such concern is that FRTs can increase the ease of linking biographical information to a face, thus enabling a user to link a facial image to a wide range of information, including social security number, home address, and Global Positioning System coordinates. A second public concern is that FRTs change the balance of power in human interactions; that is, they allow a user to know many individuals without a reciprocal relationship. This one-way dynamic is often referred to as surveillance. FRTs increase the scale of surveillance by relying not just on one person’s memory but also on data sets containing information on more faces than any one human can remember. A third concern is the potential for bias. For instance, the representativeness of data used to train an FRT affects its ability to identify members of groups based on demographic characteristics. The homogeneity of these data sets has raised questions about fairness and bias in FRTs.

For users of FRTs, one of the most prominent challenges are “hacks” intended to defeat these systems. People have learned that one can defeat an FRT by donning a beard or a pair of glasses or by putting on makeup to disguise their age. Given this, in some scenarios, humans might be better suited than computers to detect certain hacks. However, as with many new technologies, problems with FRTs can arise when the technology is expected to perform better than human reasoning or assumed to fail in the same manner.

FRT adoption by government agencies can also raise societal concerns. Although government deployment of FRTs could improve public services or save lives, these benefits must be balanced with threats to privacy or civil liberties. One such risk characteristic that distinguishes government usage from, for example, private-sector usage is the perceived severity of the consequence. The government has the power to punish, jail, or limit someone’s liberty; corporations lack such power. Knowledge and memory of previous government incursions on privacy and civil liberties, such as internment camps (Conrat and Conrat, 1972) and the surveillance of civil rights leaders (Garrow, 2015), might influence how members of targeted groups view the risks and benefits of FRTs.

Perceived risk of harm, which might not necessarily reflect the actual probability of harm, is an additional consideration. Multiple factors can influence a person’s perception of risks, such as knowledge that an act might be risky, whether that action is undertaken voluntarily, the severity of consequences, and degree and type of personal control (whether the person can avoid harm by personal skill or diligence) (Slovic, Fischhoff, and Lichtenstein, 1980). Someone might perceive, for instance, that government implementation of FRTs encroaches on civil liberties, regardless of how it is actually deployed, and thus change their behavior accordingly.

Objectives and Approach

To help government agencies, such as the U.S. Department of Homeland Security (DHS), understand the potential problems associated with FRTs and improve policies on its acquisition, oversight, and operations of these technologies, the Homeland Security Operational Analysis Center conducted an exploratory study to understand privacy and bias concerns related to FRT implementations. Throughout this report, we discuss how to address these elements of harm—real and perceived—by increasing transparency and control over FRT use. Rather than examining what is technically feasible with FRTs, we explored actions that government agencies should consider related to their use, including how the technology can be engineered to protect privacy and reduce bias.

The research questions addressed in this report are twofold:

•  How can society benefit from and use face recognition while still protecting privacy?

•  What methods can be used to mitigate the disparate impact of inaccuracies in the results of using face recognition technology?

To answer the research questions, we reviewed the academic literature and current examples on privacy and bias. We conducted keyword searches of hard and social science academic databases to identify relevant studies. We then reviewed current uses of FRTs to develop two scenarios for deeper analysis.

Scope and Limitations

This report is intended as an introduction—a primer—on issues of privacy and bias in using FRT systems for government agencies that are considering how to deploy such systems. This work, therefore, aims to inform policymakers about potential broader implications of FRTs rather than provide a thorough technical review. Our literature review was not a systematic one, and we did not review government documents or interview anyone from a government agency or FRT vendor.

The two use cases focus on areas in which risk can be mitigated, but they were based largely on conjecture from open news sources about how such systems might work. Given that this effort was exploratory, we did not intend it to provide a comprehensive introduction to privacy, bias, or FRTs. As noted, we did not interview or engage anyone involved in implementing FRT systems. Such additional research would likely help to improve decisionmaking around how FRTs are implemented and deployed, but conducting it was beyond the scope of this study.

Organization of This Report

In Chapter Two, we provide a primer on FRTs, starting with two-dimensional heuristic to determine the degree to which privacy and bias issues might be present in FRT deployments. Subsequently, we provide background on how privacy and bias concerns manifest in FRTs. Chapter Three broadly discusses public policies related to the implementation of FRTs and how biometric data are handled by entities that collect and analyze this information. Chapter Four describes two use cases in which FRT systems are deployed and highlights “red flags” that suggest when FRT deployments might warrant additional consideration in terms of privacy and bias. Finally, Chapter Five provides a brief overview of the findings and some suggestions for future research.


CHAPTER TWO

Background on Face Recognition Technology: A Primer

Much like fingerprint and iris recognition, FRTs are a type of biometric identification system that relies on pattern recognition to match faces in a given data set. In other words, digitized information about a person’s body (in this case, the face) is extracted from images or video and linked to other images of faces or to additional biographical information. In light of these capabilities, this chapter introduces a two-dimensional heuristic to characterize the accuracy/privacy trade-off in FRTs. It is followed by a discussion of this technology’s impact on privacy (including existing methods to avoid detection or impersonate someone—usurp their identity—through hacks) and bias.

A Heuristic to Determine Trade-Offs in Accuracy and Privacy of Face Recognition Technologies

Throughout this report, we use the term accuracy to refer to an FRT’s ability to compare images and correctly identify a person. This definition was selected because we wanted to follow the taxonomy used by government agencies that test (Phillips, Yates, et al., 2018) and implement (DHS, 2019) FRTs. We also recognized that FRT performance accuracy consists of multiple aspects: maximizing true positives (i.e., correctly identifying matches) and minimizing false positives (i.e., incorrectly identifying matches) and false negatives (i.e., failing to identify matches). Each of these has implications for privacy and bias.

Following a review of the literature, we identified a two-dimensional heuristic to contrast the potential privacy concerns and implications for FRT accuracy. The first dimension describes the degree to which a subject is aware of the FRT system and has agreed to cooperate with its use: with consent or without consent. In a consent scenario, a subject knows that their image is captured and cooperates by volunteering information. This leads to higher-quality images because a subject stands still, removes face coverings, and looks squarely at the camera. In contrast, in a nonconsent scenario, the subject is not given an opportunity to reject the capture of their image. In such cases, it is common to obtain obstructed views or variations in pose that reduce the FRT’s accuracy (Medioni et al., 2007).

The second dimension of the heuristic contrasts face verification with identification (S. Li and Jain, 2011). Face verification is a one-to-one comparison of a reference image of a face with that of another face, that of someone claiming an identity. Face identification, on the other hand, involves a search of two data sets (either of which could be a database or the image of a crowd). It can search the faces in one data set for one face in the other data set (one-to-many identification, such as searching a fingerprint database for a match with fingerprints of someone just brought into custody), or it can search for any number of records from one data set in the other data set (many-to-many identification, such as surveillance cameras). In this report, we group one-to-many and many-to-many identification into a single category: some-to-many (although performance can differ according to use case among match types). This dimension is relevant to the FRT system’s accuracy and bias because algorithms for one-to-one identification are currently more accurate than those for many-to-many identification (Liu et al., 2015).

The matrix shown in Table 2.1 can help us evaluate the potential interaction of errors with privacy and bias. For example, it suggests that use cases in the top left quadrant (one-to-one verification with consent) will likely have higher accuracy than use cases in the lower right quadrant (some-to-many identification without consent). Therefore, this two-dimensional classification can be used as a set of criteria to determine whether an FRT system will be highly accurate. In Chapter Four, we dig deeper into the opposite ends of the dimensions—border control passport authentication and face-in-a-crowd airport surveillance.


Table 2.1

Face Recognition Technology Use Cases, by Consent and Match Type



	Consent Type
	Match Type



	Verification (One-to-One)
	Identification (Some-to-Many)



	Consent
	•  Border control passport authenticationa

•  Device authentication

	•  Social media identity resolution

•  Visa screening




	Nonconsent
	•  Law enforcement mug shots

•  Detainee identity verification

	•  Face-in-a-crowd airport surveillancea

•  Street camera surveillance

•  School surveillance





a See Chapter Four for a more detailed discussion.



Privacy and Privacy-Enhancing Technologies

Privacy Rights and Preferences

For this study, we define privacy as a person’s ability to control information about themself. Its importance to individuals and countries is undeniable. According to the United Nations Declaration of Human Rights, privacy is a human right (United Nations General Assembly, 1948). Its protection can play a role in the balance of power between nations (Z. Davis and Nacht, 2018), and it is considered to be a protected civil liberty.

In practice, the concept of privacy can be difficult to implement because of context (Barth et al., 2006; Nissenbaum, 2009). DHS, for instance, has noted that it is authorized to collect biometric information from “applicants for admission into the United States claiming to be U.S. citizens and [Visa Waiver Program] travelers entering the United States” (DHS, 2016a, p. 6). However, according to a report from the Center on Privacy and Technology at Georgetown University Law Center, Congress has “never clearly authorized the border collection of biometrics from American citizens using face recognition technology” (Rudolph, Moy, and Bedoya, 2017, p. 3).

Concern about privacy—in particular, protection from surveillance—can cause people to alter their behavior. When asked, U.S. respondents say they want and are concerned about privacy (Madden and Rainie, 2015). European Union respondents who more strongly distrust institutions (e.g., government, businesses) have a stronger preference for privacy (Patil et al., 2015). News reporting about government surveillance in the United States might have had a chilling effect (see, e.g., Schauer, 1978) on journalist speech (Bass, 2013), online behavior (Penney, 2016), and religious expression (Watanabe and Esquivel, 2009). Research on the long-term effects of surveillance find that, even though people can adapt to invasive surveillance, they find it to be a cause of “annoyance, concern, anxiety, and even rage” (Oulasvirta et al., 2012, p. 49). In one study, subjects even gave up preferred activities and hobbies to exhibit some form of control over what surveillers could see (Palen and Dourish, 2003). Moreover, surveillance is not guaranteed to result in good behavior or to deter bad behavior. For instance, the effectiveness of closed-circuit television on crime varies by context (Lim and Wilcox, 2017; Welsh and Farrington, 2009).

Consent for Data Collection and Sharing

Given the public’s concerns about privacy and surveillance, obtaining consent is an important consideration in determining how FRTs are implemented. Using FRTs on people who have not consented to provide their information, either to be collected or later shared, can have negative short- and long-term effects. It can lead to less accurate or misinterpreted results, such as being included in a blacklist that denies a person’s rights (e.g., air travel). Given that this collected information is generally not made publicly available (e.g., government no-fly lists, proprietary insurance risk calculations), people involved in false-positive cases might not be informed why they have been flagged, thus denying them the access to redress or grievance mechanisms (such as the legal system) to contest and resolve misunderstandings.

FRTs can also be used to provide some benefit (e.g., physical access to a facility or border entry). If someone requesting that benefit has not consented to having a photo taken, they would not have a face photo that could be used to make a successful match. For example, some travel requires a passport; if someone wanting to make such a trip never applies or provides a photo meeting the requirements to apply for a passport, they would not have consented to having a photo in the data set against which passports are checked and would therefore be denied access to that trip.

Privacy-Enhancing Technologies

In deploying new technologies, particularly in security contexts, government agencies might need to consider the inherent trade-off between protecting privacy and providing security. The field of privacy engineering, which has grown in recent years, addresses opportunities to build privacy protection into software and hardware (Dennedy, Fox, and Finneran, 2014). We explored privacy engineering to identify ways to reap the security benefits of FRT while still building privacy into security-focused systems. Although privacy engineering encompasses a variety of tools and techniques, we focused on three opportunities for its implementation on FRT systems:

•  Data protection focuses on protecting existing data by using encryption or by separating system roles or tasks. This ensures the integrity of the data and that only intended and authorized viewers can read the information. It is specifically useful in preventing malicious attempts to gather information.

•  Data minimization, reduction, and anonymization focus on reducing the amount of information available, even to authorized users. Examples of relevant methods include differential privacy and k-anonymization (J. Davis and Osoba, 2016).1

•  Data transparency and correctability are access and control techniques that emphasize that subjects (e.g., travelers) have a role in determining and understanding how their data are handled. Sophisticated user access and control options for privacy include providing the public with notice (helping potential subjects understand what information about them is used and how it is used) and choice (granting control over the flow of information) (Cranor, 2012). Furthermore, opportunities should be available to correct information if needed. Despite the availability of notice and choice, individuals’ control over their data might ultimately depend on how a government agency chooses to balance privacy and security.

The first two opportunities—data protection and data minimization, reduction, or anonymization—lie only within the control of the system implementer and developers. Those whose faces are being matched will have little to no opportunity to affect privacy in those cases. Data transparency and correctability must also be built by system developers and implementers, but these techniques provide more opportunity for the subject (e.g., traveler) to understand and correct data held and used about themself.

Face Recognition Hacks

One way people try to preserve their privacy is by “hacking” FRTs. FRTs are not immune to efforts to undermine their effectiveness through a variety of attack vectors. Depending on the intention of whoever performs these acts, they can be viewed as a means to either protect privacy by making it difficult for cameras to scan one’s face (detection avoidance) or facilitate illegal acts by falsifying one’s facial characteristics (impersonation). This section describes techniques to hack FRTs with the intention of either detection avoidance or impersonation.

Detection Avoidance

Also known as dodging or biometric obfuscation, detection avoidance can increase the variation between subjects’ physical appearance and the collection of images used to identify them (Dhamecha et al., 2014; Sharif et al., 2016). Currently, almost all variations of detection avoidance techniques rely on the temporary or permanent physical modification or concealment of facial features.

Temporary techniques, such as the placement of socially acceptable barriers (e.g., scarves) or false facial hair (e.g., mustaches and beards), can degrade an FRT system’s ability to detect a matching identity (Min, Hadid, and Dugelay, 2014; Zhuang et al., 2013). Several studies have highlighted the role of glasses in detection avoidance. Subjects whose identification pictures include glasses are more likely to evade FRTs once they take them off (the “Clark Kent effect”) (Moniz et al., 2010). Glasses can also be designed to mislead FRTs by using specific color patterns, by being built with materials that absorb and reflect natural light in novel ways, or by emitting infrared light that blinds camera systems (Jozuka, 2015; Sharif et al., 2016). A drawback of the light-emitting method is that it might attract the attention of authorities because it would immediately raise awareness that someone is attempting to avoid identification.

Applying temporary or permanent makeup can also decrease the effectiveness of FRTs (Guo, Wen, and Yan, 2014; Moeini, Faez, and Moeini, 2015). Guodong Guo and his colleagues created a taxonomy that describes how applying makeup creates contrast in a person’s facial characteristics (Guo, Wen, and Yan, 2014). The taxonomy includes skin color tone, alteration of which can be used to modify a person’s apparent race; skin smoothness and texture, modification of which can alter the appearance of scars, pimples, and wrinkles; and skin highlights, which can accentuate different elements of a face.

Cosmetic surgery is a technique that permanently alters someone’s features and challenges the accuracy of FRTs (Moeini, Faez, and Moeini, 2015; Nappi, Ricciardi, and Tistarelli, 2016). It can be performed locally (on a single facial feature) or globally (complete facial reengineering) (Ali et al., 2016). The ability to correctly identify someone who has undergone plastic surgery can vary significantly based on the FRT methodology and the type of surgery (Nappi, Ricciardi, and Tistarelli, 2016). For instance, identification rates after an otoplasty (ear surgery) range from approximately 56 percent to 90 percent, while identification rates after a skin peeling can go from approximately 5 percent to 95 percent (Nappi, Ricciardi, and Tistarelli, 2016).

Impersonation

Impersonation or spoofing is the act of reducing the facial differences between an impostor and a target (Akhtar and Foresti, 2016; Dhamecha et al., 2014; Köse and Dugelay, 2014). Its intent could be to access a system or to mislead authorities into believing that a target is present at several locations at once. Although techniques can be similar to those used for detection avoidance, impersonation appears to be the more challenging to accomplish (Sharif et al., 2016). Research on this topic describes four techniques to spoof an identity: photograph, video, masks, and morphing (Lai and Tai, 2016; Määttä, Hadid, and Pietikäinen, 2012; Zhang et al., 2018).

Photograph

Photograph spoofing is the most prevalent technique because of how easy and inexpensive it is (Cho and Jeong, 2017; Kose and Dugelay, 2014). It requires merely that a user obtain the target’s photograph and present it to an FRT system (Cho and Jeong, 2017). Drawbacks to this approach include the absence of three-dimensional (3-D) information and the presence of vibrations caused by the hand holding the picture (Kose and Dugelay, 2014; Parveen et al., 2015). In addition, a photograph is unlikely to emulate certain characteristics of a living person, such as eye and mouth movement, known in the literature as “liveness.” One method of countering this drawback is to cut eye and mouth holes, which enables an impersonator to endow the picture with “natural” movements (Kollreider, Fronthaler, and Bigun, 2008).

Video

High-quality video of a target shown on a high-resolution screen is an alternative to photos in an impersonation hack. Unlike those in photographs, facial features in a video are unlikely to be static. If an FRT system incorporates liveness in its verification of identity, a video of a person blinking, performing facial expressions, and breathing is useful for validation (Määttä, Hadid, and Pietikäinen, 2012). However, these benefits rely on obtaining video footage in which facial characteristics are clearly visible (Edmunds and Caplier, 2018).

Masks

The most challenging spoofing technique is constructing and presenting a 3-D mask. The evolution of 3-D scanning and printing techniques has supplied the tools necessary to facilitate the production of this type of impersonation hack. The main issue that impersonators face is that gaining access to the information needed to build an accurate representation is virtually impossible without the target’s cooperation (Edmunds and Caplier, 2018). Some FRT systems interact with subjects by requesting a series of movements or a motion password, which the mask technique can defeat (Cho and Jeong, 2017). Adding other biometric identification (such as gait or speech verification) to the FRT can likely counter this hack.

Morphing

The last type of attack is known as morphing, in which a picture of an individual is combined with that of similar-looking person (L. Li, Correia, and Hadid, 2018). In their study, Robertson, Kramer, and Burton posited a scenario in which someone updates their government identification with a morphed picture of two people so that both of those subjects can use the new document. In their preliminary tests, humans accept a morphed identification 68 percent of the time, while a commercially available FRT (from a mobile phone) accepted it 27 percent of the time (Robertson, Kramer, and Burton, 2017).

Bias in Face Recognition

Bias is a growing concern in machine learning in general and for face recognition in particular (Barocas and Selbst, 2016; Lerman, 2013; Osoba and Welser, 2017). Bias consists of unjustified trends that favor or disfavor one group over another. Of particular concern is illegal, unethical, and undesirable bias against certain groups of people. Minorities and groups who believe they might be out of step with the majority or other scrutinized communities might avoid openly engaging in speech or other behaviors (Electronic Frontier Foundation, undated). In FRTs, bias can be perpetuated by physical facial characteristics, such as eye shape or skin color. Well-known examples of algorithmic bias exist across diverse policy areas, such as criminal justice (e.g., Angwin et al., 2016) and disease surveillance (e.g., Google, undated; Lazer et al., 2014). Biased FRT results can lead to a variety of potential harms—lack of consent, targeting of population groups, measurement error, and deliberate targeting—which we discuss in the next section.

Targeting of Population Groups (Training and Target Data)

Given that FRTs typically rely on algorithms that are “trained” with data to focus on specific characteristics, different configurations and operational approaches can disproportionately affect population groups when performing FRT “targeting” actions. In this section, we discuss these two intersecting processes.

Training Data

Commonly used to program FRTs, supervised learning techniques rely on manually prelabeled data to “teach” algorithms the characteristics on which they should focus their attention. Thus, bias in the training data (the inputs) can result in biased outputs. For example, if a set of facial photos contains disproportionately few people of a given race or with a specific facial characteristic, the FRT algorithm will never “learn” to recognize them.

Research suggests that demographic skew in training data can affect FRTs’ performance in identifying people. One such analysis explored the role of demographic information in a set of commercially available FRT tools (Klare et al., 2012). The results indicated that female, black, and younger faces were consistently misidentified. In particular, racial bias in FRT is known as “the other-race effect,” after similar findings that humans are better able to recognize faces of their own race (Phillips, Jiang, et al., 2011). Comparing algorithms developed with training data that centered on either Western or East Asian countries, Phillips and colleagues found that the algorithms matched more white or East Asian faces, respectively. Indeed, multiple reports have found that many FRTs have poor recognition of black faces (Rudolph, Moy, and Bedoya, 2017; Lynch, 2018). In another study, researchers found that three commercial FRTs that focus on gender classification—Microsoft Cognitive Services, IBM Watson, and Face++—performed best on men and lighter-skinned people (Buolamwini and Gebru, 2018). These FRTs performed worst on darker-skinned women. The study authors also concluded that several public facial image data sets disproportionately contained many light-skinned and fewer dark-skinned faces and, in particular, fewer dark-skinned female faces.

Targeting Data

After an FRT is trained, it is applied to target data—a data set of labeled or identified face images, which, given a subject image or set of images, the FRT searches for potential matches. An important consideration is the origin and thus composition of this data set. For instance, a face data set might be intended either to represent a targeted population of interest (e.g., suspected criminals or terrorists) or to consist of faces drawn from the general public (e.g., closed-circuit television stills, driver’s license photos). Paradoxically, the risk of biased results might be greater when more-limited reference data sets are used. If, for example, the face data set contains mug shots, racial bias in arrest rates could result in skewed demographics in mug shots. This would increase the likelihood that facial match rates would be disproportionately high among racial and ethnic groups that were disproportionately represented in the reference data set. As a result, this would harm people in the overrepresented group by subjecting them to unwarranted scrutiny, and it would harm the broader public for whom an implementation (e.g., security-related) was intended to protect. Indeed, targeting data can overrepresent certain groups. For example, mug shot databases might contain disproportionately more black faces because of disproportionate arrest rates (Garvie, Bedoya, and Frankle, 2016).

The demographic composition of nonmatched facial images in the target data set—in other words, the “background” against which matched images exist—can also influence algorithm performance (O’Toole et al., 2012). Finally, although FRT accuracy improves with larger amounts of training data, it declines as the size of the target data set increases (Kemelmacher-Shlizerman et al., 2016).

Measurement Error

FRTs are built on algorithms that compare facial images and estimate the likelihood of matches. Although such computer-based techniques might be assumed to be infallible—or at least less susceptible to bias than humans are—in fact, algorithms can harbor hidden biases that reflect the experiences, characteristics, and even preferences of their human creators (Osoba and Welser, 2017). For instance, an algorithm might be written to assign undue weight to, omit, or misinterpret certain data features in its model. Moreover, these choices can be completely unknown. Inadvertent or intentional harm can result because the algorithms are opaque or lack transparency about which features are used to identify and match faces.

Deliberate Targeting

Much of the debate about ensuring fairness in FRT revolves around removing unintended bias. But algorithms or data sets could deliberately introduce bias into FRTs by being developed such that the results correlate on race. In a non-FRT example, Tufekci raised the possibility that algorithm-based hiring could be based on commuting distance; although commuting distance might be a seemingly innocuous measure, it could exploit extreme residential segregation that exists in the United States (Tufekci, 2015). Similar algorithms used for FRTs could skew the results toward disproportionately including or excluding certain groups, such as to advance ideological agendas or exploit political polarization to destabilize societies.

Summary

All technological systems should be evaluated for privacy and bias, including FRT systems that might be deployed for security purposes. The heuristic proposed in this chapter offers a means of identifying privacy and bias concerns. Summarizing the information presented in this chapter, Figure 2.1 illustrates the potential for privacy concerns in each of the conditions and estimated levels of accuracy, which includes the potential for bias (e.g., more false positives decreases accuracy).2 For example, when a consented facial image is compared with a single photo (e.g., passport), accuracy should generally be high, and the potential for privacy concerns should be low.


Figure 2.1
Accuracy and Privacy Trade-Offs in Face Recognition Technology

[image: ]


Yet other elements of how the FRT system is deployed and used are also important, such as the system’s susceptibility to techniques intended to defeat it (“hacks”). Chapter Four presents greater detail on these elements in two use cases. Through these use-case “deep dives,” we identify red flags that could signal the need for privacy-enhancing technologies (PETs) or bias-reduction strategies.

_________________

1 Each of these techniques aims to obfuscate identifying information about individuals in a database while ensuring that the database is still useful for analysis. Differential privacy accomplishes this by adding statistical “noise” to the data, while k-anonymization clusters data into groups in which group members cannot be distinguished from each other.

2 In other words, low accuracy is necessary but not sufficient to suggest the presence of bias. However, the potential for bias suggests decreased accuracy.


CHAPTER THREE

Selected Face Recognition Technology Policies in the United States

In this chapter, we highlight selected public policies and laws that constrain or guide the use of FRTs. In doing so, we also briefly describe some FRT programs and applications that might be affected or governed by these policies. This is intended to show some of the considerations that shape how FRTs are used, particularly at different levels or in different sectors of government. The information herein is not meant as an exhaustive account of every FRT-related public program or policy. Rather, it is a compilation of sectors in which this technology is applied to identify or surveil people. Table 3.1 presents the jurisdiction that different levels of government have over the sectors considered in this section: schools, law enforcement, the private sector, and national security.


Table 3.1

Selected Policies That Currently Govern Face Recognition Technology Programs, by Sector and Level of Government
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Schools

In the wake of violent incidents in schools throughout the United States, local districts have considered installing FRT systems to improve the security of staff and students. The objectives for such systems vary from managing the entry of adults into buildings (one-to-many matching) to warning administrators of the presence of people who could represent a risk (some-to-many matching). Specifically, the latter type of systems is designed to identify people in data sets of sex offenders, expelled students, and former employees. As an added benefit—one not related to face recognition per se—some systems are also capable of detecting the presence of guns.

An example of a one-to-many system being tested is called SAFR (“secure, accurate facial recognition”) by RealNetworks. It is a software-based solution currently implemented in a Seattle school that works with existing hardware and verifies the identities of teachers and parents who have opted into the program (Lapowsky, 2018). The developer provides no information about the accuracy of its software, and all considerations about the security, privacy, and consent of the data gathered from participants are left up to each school (RealNetworks, 2018).

Other approaches do not contemplate a consent mechanism through which users can opt in. Several school districts either are planning or have already invested resources to install many-to-many FRT systems. For instance, in its latest “Safety and Security Master Plan,” the Fort Bend Independent School District in Texas proposes a system that would identify unauthorized individuals on campus and use a mobile phone application to alert students and staff (Fort Bend Independent School District, 2019; McClellan, 2018). A district in New York, Lockport City, used a state grant of $4 million to purchase 300 FRT-capable cameras and equipment for eight schools that would alert district officials when someone found in any of a variety of data sets or someone with an open-carry permit for a weapon was detected (Fenster, 2018; Schanz, 2018). Authorities in Lockport City argued that such a system would enhance security and the utility of its existing camera infrastructure because the system was, at that time, used only to review events after they happened (Schanz, 2018). Similarly, the Magnolia School Board in Arkansas purchased more than 200 cameras at a cost of $300,000 for a system with capabilities comparable to those of the system in Lockport City (“Magnolia School District Buying Advanced Camera Surveillance Technology for MHS,” 2018).

As to privacy and data security, each school district is charged with determining how its FRT system will be used. In the case of Lockport City, authorities in the New York State Education Department approved the use of the FRT system and assured the public that data would not be shared with third parties and that all the video collected would be subject to the school district’s “data use and storage policies” (Schanz, 2018). Groups that monitor civil liberties and rights, such as the American Civil Liberties Union (ACLU), have requested further information in several of these districts. Such groups are interested in detailed information about who has access to the logs of the FRT system (private parties; local, state, or federal government officials) and whether images will be used for other activities (such as immigration enforcement) (ACLU of Arkansas, 2018; ACLU of New York, 2018).

Scarce evidence exists about how effective FRT systems are in a school setting. Administrators value the advantage provided by active video surveillance that is capable of automating a process that would otherwise require substantial resources to complete. Nevertheless, some have observed that violent incidents in schools tend to be carried out by students with the right to be on campus (Juvonen, 2001). Thus, an FRT system aimed at identifying people who lack permission to be on school property might have limited value in protecting these communities (Strauss, 2018).

Law Enforcement

Law enforcement agencies at all levels of government have adopted FRTs for two purposes: to verify (confirm) an identity or identify (recognize) an unknown person (Garvie, Bedoya, and Frankle, 2016). At the local and state levels, these institutions have a degree of autonomy in determining their data privacy policies (Global Justice Information Sharing Initiative, 2017).

One effort to examine this variation is Georgetown University Law Center’s Center on Privacy and Technology study, “The Perpetual Line-Up,” on the use of FRTs by the 50 largest law enforcement agencies in the country (Garvie, Bedoya, and Frankle, 2016). Figure 3.1 presents a sample of its results, which reflect multiple aspects evaluated from a department’s FRT policy. High marks in accuracy indicate agencies that have done most of the following: tested their algorithms with the National Institute of Standards and Technology, have contracts with vendors that stipulate that tests for accuracy will be performed in the future, have humans involved in validating the results of queries, and use FRT results “as investigative leads only.” Agencies that had performed slightly fewer of these activities were described as “medium accuracy,” while those that performed the fewest were described as “low accuracy.” In terms of consent to appear in these data sets, entities with high marks include only mug shots of arrested individuals and exclude images from cases in which there was a not-guilty verdict or in which no charges were filed. Medium-ranking departments included mug shots of arrested individuals but removed a mug shot only when the person had applied for and been granted expungement. Low-ranking departments include in their databases all mug shots and photos from driver’s license records. High-ranking departments in the field of public transparency have FRT policies reviewed by legislative agencies or civil liberty groups. Medium-ranking departments in public transparency also had FRT policies but those policies had not been reviewed or approved. Low-ranking departments had no such policy that was publicly available.

At the federal level, two laws govern the collection of personal information: the Privacy Act of 1974 (Pub. L. 93-579; U.S. Department of Justice, 2015) and the E-Government Act of 2002 (Pub. L. 107-347; U.S. Department of Justice, 2014). They mandate that government programs notify the public about the collection, disclosure, and use of personal information through a system-of-records notice and privacy impact assessments (PIAs). The Federal Bureau of Investigation (FBI) maintains two databases that apply FRTs. The first is a database of more than 30 million images of faces, representing about 16.9 million people (U.S. Government Accountability Office, 2016). Called the Next Generation Identification (NGI) Interstate Photo System (IPS), this database consists of both criminal mug shots and civilian pictures from varied sources, such as forms from “applicants, employees, licensees, and those in positions of public trust” (FBI, 2015). A state or government agency can submit a face image to the FBI, which will then return the top 50 matches, along with fingerprint and other identifying information.


Figure 3.1
Selected Results from “The Perpetual Line-Up”
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This FRT is a one-to-many identification system: One image submitted by the state agency is compared with 30 million images, and a set of best matches is returned. The images in the database might have been gathered cooperatively; for example, a driver’s license photo will consist of someone sitting in front of a camera and (likely) respecting the requirements of the photo (as opposed to walking by or deliberately trying to obscure the image). However, in this case, the FBI is storing these images and making them available for a secondary use. Someone cooperating with capturing the image for a driver’s license will consider the primary use to be that of state identification and might expect it to be used to identify themself to law enforcement (e.g., at a traffic stop). However, they might be unaware that their images can be added to a collection of mug shots to be probed in law enforcement investigations as stipulated by a system-of-records notice or PIA published by the relevant government agency.

The PIA for the NGI IPS details key pieces of information about the privacy, accuracy, and consent of subjects whose pictures are included in the database (FBI, 2015). One of them is that access to pictures is limited to authorized law enforcement users whose identity and search results are preserved. Results may be used only to aid an investigation, not for positive identification. In keeping with standards by the National Archives and Records Administration, a picture can be destroyed either when the subject reaches 110 years of age or seven years after the administration receives notification of the subject’s death. In terms of consent, anyone whose civilian photo is requested because of licensing or employment may refuse to submit their picture, but this might affect their ability to comply with the regulations of agencies managing these processes. Conversely, someone whose picture is obtained through arrest is unable to decline to participate in this database. Finally, in terms of accuracy, the FBI has determined that, in 85 percent of cases in which at least 50 results are found, at least one picture of the subject will be included (U.S. Government Accountability Office, 2016).

The second database maintained by the FBI is the Facial Analysis, Comparison, and Evaluation (FACE) service; its use is limited to the bureau’s own investigations. The main difference between the two databases is that FACE has access to criminal photos from law enforcement and images from external partners, such as the U.S. Department of Defense (DoD), the consular database for the U.S. Department of State (DOS), and photos of criminal and noncriminal subjects from 16 states, totaling more than 411 million pictures (U.S. Government Accountability Office, 2016). Privacy standards similar to those mentioned for the NGI IPS database apply to FACE.

Throughout government, the procurement of FRT depends on software and hardware provided by the private sector. Recently, several companies have publicly acknowledged concerns about this technology’s effects on civil liberties. Some have chosen to advocate for stronger privacy protections at the national level, while others have decided not to offer their solutions to law enforcement agencies (Amazon Web Services, undated; Smith, 2018; Walker, 2018). Then again, the threat to civil rights has motivated policymakers in San Francisco and Massachusetts to pursue a moratorium on FRTs in all government agencies under their control (City and County of San Francisco, 2019; Commonwealth of Massachusetts Senate, 2019b).

Private Sector

Firms in many sectors of the economy are taking advantage of FRTs to provide innovative services to consumers and organizations. Technology companies have released devices, such as the Apple iPhone X, that use face recognition for authentication processes (one-to-one). Google and Facebook analyze uploaded images in an attempt to match subjects to their databases of images from more than 2 billion active users (one-to-many). Other commercial FRT products have been marketed and sold as surveillance tools for government agencies, such as Amazon’s Rekognition and Panasonic’s FacePRO. Rekognition, in particular, has attracted criticism from civil rights groups for its use by law enforcement (Dwoskin, 2018). Yet FRT use by the private sector in the United States is not governed under a homogeneous set of rules. Instead, different levels of government have established guidelines for how facial images are procured, analyzed, and commercialized.

At the federal level, biometric information is protected under the jurisdiction of legislation distributed in selected sectors and demographics (Table 3.2). For example, an image of a child’s face under the Children’s Online Privacy Protection Act of 1998 (Pub. L. 105-277, Title XIII) or an identifiable picture in an electronic medical record under the Health Insurance Portability and Accountability Act of 1996 (HIPAA) is considered protected personal information (Federal Trade Commission [FTC], 2015; Means et al., 2015). Applications of FRT that fall outside the scope of laws in Table 3.2 are not federally protected.

At the state level, Illinois, Washington, and Texas have enacted legislation that specifically targets private-sector use of biometric information, such as facial images. California has also passed similar legislation that goes into effect in 2020 (State of California, 2018). A common thread of this legislation is defining biometric identifiers that encompass facial images by describing them as “face geometry” or unique biological patterns that identify a person (Illinois Compiled Statutes, 2008; 11 Tex. Bus. & Com. Code § 503.001; Washington State Legislature, 2017). Another point of emphasis is the onus on a firm to provide notice and procure consent for any commercial use of an identifying image. Finally, firms must take reasonable care against third-party access of these data and establish finite retention periods.

One of the main differences between these states’ laws is the entity empowered to enforce them. In Texas and Washington, only the state attorney general is charged with this role. In California, the state attorney general and the consumer share responsibility for taking action against entities that violate privacy protections. However, in Illinois, any person has the right to pursue action against firms and obtain damages between $1,000 and $5,000 per violation. As a result, such companies as Google, Facebook, and Shutterfly have been sued for collecting and tagging consumers’ facial information (Neuburger, 2016; Neuburger, 2017a; Neuburger, 2017b; Neuburger, 2018). The court cases in Illinois have resulted in contentious rulings. Some cases were dismissed because firms asserted that, although they had collected biometric information, plaintiffs could not prove “concrete injuries” because of the defendants’ actions (Liao, 2018; Rivera v. Google, 2018). However, the Illinois supreme court recently ruled that the violation of the law was a “real and significant” injury, which could open the door for further legal action (Rosenbach v. Six Flags Entertainment Corp., 2019; Gold and Braun, 2019).


Table 3.2

Examples of Federal Laws Regulating Collection, Use, and Storage of Personal Information



	Area
	Authority



	Health
	HIPAA governs the disclosure of individually identifiable health information collected by covered health care entities and sets standards for data security.



	Children
	The Children’s Online Privacy Protection Act of 1998 (Pub. L. 105-277, Title XIII) generally prohibits the online collection of personal information from children under 13 without verifiable parental consent.


The Family Educational Rights and Privacy Act (created by Pub. L. 93-380, 1974, § 513, as amendments to the General Education Provisions Act) governs the disclosure of PII from education records.



	Trade
	The FTC is charged with setting regulations and prosecuting unfair and deceptive trade practices. Most enforcement related to the protection of private information is relegated to the enforcement of voluntary privacy policies enacted by firms.



	Credit
	The Fair Credit Reporting Act (created by Pub. L. 91-508, 1970, Title VI, as amendments to the Consumer Credit Protection Act) governs the disclosure of personal information collected or used for eligibility determinations for such things as credit, insurance, or employment.



	Electronic communications
	The Electronic Communications Privacy Act (Pub. L. 99-508, 1986) prohibits the interception and disclosure of electronic communications by third parties unless a specified exception applies.


The Computer Fraud and Abuse Act (Pub. L. 99-474, 1986) prohibits obtaining information from a protected computer through the intentional access of a computer without authorization or exceeding authorized access.



	Financial institutions
	The Gramm–Leach–Bliley Act (Pub. L. 106-102, 1999) governs the disclosure of nonpublic information collected by financial institutions and sets standards for data security.




NSOURCE: U.S. Government Accountability Office, 2015.

NOTE: PII = personally identifiable information.



As of early 2019, momentum for protecting biometric information among state legislatures was increasing, with at least eight additional states introducing bills to protect biometric information: Alaska, Connecticut, Delaware, Massachusetts, Michigan, Montana, New Hampshire, and New York (Illman, 2018; see also, e.g., Alaska State Legislature, 2017; Delaware House of Representatives, 2018; Commonwealth of Massachusetts Senate, 2019a; Michigan Legislature, 2017; and New York State Assembly, 2019).

Outside of government, the nonprofit sector has also been galvanized by the discussion of protecting biometric information and its repercussions on private firms. One of the most important forums for this debate was hosted by the National Telecommunications and Information Administration (NTIA), part of the U.S. Department of Commerce. NTIA convened a forum for nonprofit organizations to reach a consensus on best practices for commercial face recognition (NTIA, 2016). Two groups of nongovernmental organizations participated in the forum (see Table 3.3 for a full list of these organizations). The first group consisted of associations of private-sector firms that represent the views and interests of those firms’ shareholders to government bodies and the public. The second group consisted of organizations characterized by their advocacy for consumer rights and the public interest.

Both groups agreed on the importance of advocating for consumer protection based on fair information practice principles (FIPPs), which reflect international standards for protecting individual information and were enshrined into federal government practice through the Privacy Act of 1974 (Pub. L. 93-579; Gellman, 2019). They encompass specific practices about consent, retention of information, and access to data, among other issues relevant to PII. However, the main point of contention in debating FIPPs was whether they should be mandatory or voluntary. The industry groups advocated for voluntary standards, by which each firm would decide how to safeguard its FRT data, while consumer groups supported mandatory best practices, potentially implemented through legislation, to protect consumers. This disagreement led several consumer rights advocacy groups to abandon the NTIA forum (NTIA, 2016).


Table 3.3

Nongovernmental Groups Interested in Face Recognition Technology Policies



	Entity
	Remit



	Private-sector associations
	 



	International Biometrics and Identity Association
	“[I]nternational trade group representing the identiﬁcation technology industry”



	Digital Signage Federation
	“[T]he only not-for-profit independent voice of the digital signage industry”



	Interactive Advertising Bureau
	“[E]mpowers the media and marketing industries to thrive in the digital economy”



	Consumer Technology Association
	“[A]dvocates for the entrepreneurs, technologists, and innovators who mold the future of the consumer technology industry”



	NetChoice
	“[A] trade association of businesses who [sic] share the goal of promoting free speech and free enterprise on the net”



	Consumer and public advocates
	 



	ACLU
	Works “to defend and preserve the individual rights and liberties that the Constitution and the laws of the United States guarantee everyone in this country”



	Center for Democracy and Technology
	“[W]ork to preserve the user-controlled nature of the internet and champion freedom of expression”



	Consumer Federation of America
	“[A]dvance the consumer interest through research, advocacy, and education”



	Electronic Frontier Foundation
	“[D]efending civil liberties in the digital world”




SOURCES: International Biometrics and Identity Association, undated; Digital Signage Federation, undated; Interactive Advertising Bureau, undated; American National Standards Institute, undated; NetChoice, undated; ACLU, undated; Center for Democracy and Technology, undated; Consumer Federation of America, undated; Electronic Frontier Foundation, undated.



National Security

As mentioned in the law enforcement section, national security–focused federal efforts that compile PII, including those that use FRTs, are governed by laws that require the disclosure of how their efforts affect individuals’ privacy. This section highlights a variety of programs that feature this technology.

DoD and DHS have developed automated biometric identification systems to document the identities of non-U.S. individuals suspected of terrorism or considered to be a security threat to troops (DHS, 2012; U.S. Army Test and Evaluation Command, 2015; U.S. Government Accountability Office, 2017). Once information (such as a photo) is taken for a suspect, these agencies feed it into the identification system, where other federal departments can reference the information in their one-to-many searches. Because of their status, these individuals are unable to refuse consent to having their biometric information included in the system, but they are given the opportunity to redress how they are classified (DHS, 2012; DHS, 2012, appendixes).

In the United States, the implementation of FRT has centered on the immigration process. DOS has a one-to-many system capable of identifying someone in the visa application process who might pose a security concern (McKamey, 2017; Chappellet-Lanier, 2018). The system compares pictures of applicants with photos in databases that include people who were refused visas and are watch-listed by the National Counterterrorism Center (DOS, 2013; DOS, 2015). For this program, applicants submit their data voluntarily because they are attempting to obtain permission to enter the country, and the United States notifies them that their information can be stored for cross-validation of identity purposes.

DHS has increasingly adopted FRTs in its airport operations. The DHS Facial Comparison Project is a one-to-one system that validates traveler identity by comparing a traveler’s face with that in a single photo (DHS, 2016b). For these FRTs, the traveler scans their microchipped e-passport in a machine for verification and has a headshot taken, for which they might be asked to remove head covers or glasses.1 The system then uses FRT to compare the headshot with the traveler’s e-passport information. This system has a few characteristics worth highlighting. First, the FRT is used to determine whether there is a match between the vetted passport photo and the picture taken at the airport. Second, it is assumed that, for both pictures (the one taken for the passport and the one taken at the airport), the person knew that their image was being taken and complied with any request to improve photo quality. Although travelers are not allowed to opt in or out, they have the ability for redress through DHS’s Traveler Redress Inquiry Program, and images are retained only for those individuals who are subject to secondary inspection (DHS, 2016b). Other DHS efforts include a 2017 solicitation to create technology to identify people entering the country through land borders without subjects leaving their cars (one-to-many) (GovTribe, 2018).

Outside the realm of border control, DHS is studying vetting immigrants using social media, but there are many considerations—technical, organizational, measurement, and legal—to be resolved before such a system could be implemented. Accordingly, DHS headquarters and operational (e.g., U.S. Customs and Border Protection) components have begun efforts to expand DHS’s ongoing use of social media to accomplish a key mission: screening and vetting people seeking entry into the United States (DHS, 2017). Part of the desired analytic capabilities include face recognition, which is important for identity resolution—that is, determining that someone is who they say they are. DHS considered this question a crucial part of any social media analytic capability and has explored various technical approaches.

Summary

FRTs are being increasingly implemented in multiple sectors and across different levels of government. As a result, no unified set of rules governs their use; instead, multiple laws and regulations create a disjointed policy environment, limiting the extent to which privacy and bias concerns can be mitigated for these implementations. Addressing these gaps might require more-specific information in each of the sectors in which FRTs are deployed. Chapter Four describes these considerations in further detail for two security-related use cases: border control and airport surveillance.

_________________

1 According to DHS, 2016b, p. 1,

In 2007, the U.S. Department of State (DOS) began embedding a computer chip in all newly issued U.S. passports (known as electronic passports or “e-Passports,”) as part of an overall effort to prevent imposters from using valid U.S. passports to enter the United States.


CHAPTER FOUR

Face Recognition Technologies in Action: Two Use Cases

In this chapter, we examine two use cases for how FRTs could be deployed for security purposes that occupy opposite points in the heuristic described in Table 2.1: border control passport authentication and face-in-a-crowd airport surveillance. The former involves low privacy risk and high accuracy, while the latter involves high privacy risk and low accuracy. In each use case, we draw on the research summarized in previous chapters to describe the challenges and opportunities about privacy and PETs (including hacks) and bias. These use cases are deliberately generic to illustrate the privacy and bias issues and the actions that might be taken to mitigate them. It should be noted that DHS is actively working to address these issues, such as by incorporating FIPPs (e.g., transparency, limited data retention) into its border checkpoint technology demonstrations (DHS, 2018b).

Use Case 1: Border Control Passport Authentication

This use case describes a generic airport passport control scenario in which the objective is to confirm that the traveler’s face is the same as that in the passport photo. A traveler at a border control point typically presents a passport or other identification that contains a picture to confirm their identity. Some international airports have implemented FRTs to compare information from an electronic passport, which is scanned, with a headshot photo that is taken at the border control point. Typically, this initial comparison takes place during the primary inspection. From there, a border control agent might decide to refer the traveler to secondary inspection if they judge either that there is no FRT match or that the traveler might pose a potential risk. In secondary inspection, the headshot photo might undergo more-rigorous checks or be stored more securely.

This FRT use case can involve another function, beyond its primary purpose of confirming identity: It can match a traveler’s information to that on a blacklist (e.g., a terrorist watch list) of people not allowed to enter a territory or subject to further questioning. Such a procedure changes the potential architecture of data storage and introduces additional considerations for privacy, accuracy, and redress. For instance, blacklist matching increases the amount of information needed and secondary use of the data, which might require a secure connection to sensitive databases. Overall, this use-case example highlights how additional features of the system increase complexity and vulnerability.

Privacy Rights and Privacy-Enhancing Technologies

This case is less privacy-invasive than other potential FRT deployments because people know when and where they provide personal data. Thus, they have some measure of control over how their data are used. However, the risks from an FRT match error or privacy invasion can be harmful, including through arrests, physical searches, or delayed travel. As described in the rest of this section, PETs offer several opportunities to protect privacy in this use case.

Data Protection

Implementation or deployment features can include appropriate data-set design that separates information into different storage locations. The blacklist should be stored in a database and server different from those storing the passport identity information. Separating the databases does not offer foolproof protection against a hacker accessing both and linking the information, but it does increase the burden of accessing such information illegitimately, in that more servers and credentials would need to be breached. Similarly, transaction records or logs of the events should be stored in distinct databases with access controls that are different from those storing the PII on the passport. This will encapsulate access control for authorized personnel and will create a hurdle for malicious users who wish to access and link both sets of information.

Integrity of the image data is important for accurate and trustworthy processing and to ensure the quality of the image taken of the traveler. Image-taking kiosks should be monitored by agents to ensure against the use of physical hacks.

Data Minimization

Data minimization often refers to reducing the need to maintain data, link to other data, or make PII available. However, in this use case, the FRT system is specifically designed to link PII to a face. Opportunities for data minimization include storing only certain elements of the passport application and limiting access to the data. In this case, only passport information needed explicitly for the match is available to the airport system (for instance, passport number, extracted face image features, and perhaps the traveler’s name); blacklist matching might require additional information.

Data minimization techniques could include transmitting and storing only extracted and hashed features after an image has been processed, as opposed to transmitting and storing the complete image. One possibility is to do this locally on the equipment taking the image. The trade-off is that doing so removes the possibility for humans to verify or retest the match.

Data Transparency and Correctability

In this case, the traveler is an active participant in the FRT process for all components of the image capture. The traveler is likely aware that having their passport scanned and an image taken means that the two images will be compared and their identity will be verified. A long-form privacy policy at this point might not be desirable, but some information about data protection could be made available if the traveler has any options or choices about it. For instance, in FRT demonstrations, DHS has provided travelers with short-form information and opt-out options (DHS, 2018b).

However, an infrequent or naive traveler might not be aware of the blacklist component of the system. This would likely be considered a secondary use of the data, which might be surprising to travelers and seen as a privacy invasion. Imagine that an innocent traveler enters their own passport in good faith, but the system returns a false positive. Such an error could lead to real harms if people are physically detained or searched or have any of their items confiscated. Notice is also particularly important for redress; travelers cannot address errors if they have no information about the system that is generating errors. Travelers who understand which step of the verification produced the error might be better able to cooperate and provide further materials.

A common concern about system transparency is that bad actors could use any knowledge gained about the system to game it. For instance, if removing one’s glasses successfully resolves a failed match, this could suggest that wearing glasses can be an effective hack for automated kiosks, although not when a border control officer is present (e.g., when travelers are referred to secondary inspection). In this use case, it is not clear that any of the possible hacks to this system is exacerbated by notice: Persistent malicious travelers might already assume that the blacklist component exists or might know that they are on the blacklist.

Hacks

When traveling through airports, someone wanted for committing a crime might seek to adopt an identity that will not arouse the suspicion of authorities. To do so, they might employ hacks that they believe are most likely to bypass security systems. In response, authorities would likely upgrade their systems, such as by implementing stricter security protocols that could affect the time that an innocent person spends confirming their identity.

Because most border control access points are operated by humans, perpetrators are unlikely to “spoof” another identity by using photographs, videos, or 3-D masks while a picture is taken. However, several countries are installing systems that outsource identity verification tasks to automated kiosks.1 In these cases, would-be infiltrators might not only bypass human interaction but also have more freedom to impersonate an identity by using photographs or video.

In scenarios in which headshots are not taken, criminals could attempt to avoid blacklist matching by using morphing. In other words, the picture used by a criminal in a travel document can be combined with that of a similar-looking person. The advantage of this technique is that the facial characteristics can look sufficiently similar to the unaided eye of a border control agent and bypass FRT blacklist warning systems.

Bias

Differing potential for bias can arise within the passport authentication process. A traveler at a checkpoint poses for a facial photo, which is compared with the passport photo (i.e., one-to-one matching) and potentially against a criminal or terrorist watch list—that is, a database of facial images (i.e., one-to-many matching). When FRTs are applied to match the checkpoint photo to the passport photo, the risk of bias lies in two domains. First, the training data used to build the FRT algorithm might have under- or overrepresented certain groups. This would result in uneven odds that the FRT would return a true positive match, thereby increasing the likelihood that certain groups of travelers are denied benefits (i.e., entry into the country).

The second possibility of bias for direct checkpoint and passport matching is in the human interpretation of the results. Depending on how they are presented (e.g., simple score versus match/no-match judgment), the passport control agent might need to make a final determination on whether to accept the algorithm’s recommendation and allow entry. The agent’s confidence in making a decision based on the algorithm’s recommendation can depend on a subjective judgment about whether the photos match and either implicit or explicit bias about people of certain groups.

Comparing a checkpoint photo with those in a watch-list database of facial images can introduce additional risk of bias in the target data set (i.e., the watch-list database). Certain groups are overrepresented in the watch-list facial database, such as racial minorities who are arrested at disproportionately high rates (Garvie, Bedoya, and Frankle, 2016). Those groups would be more likely to show positive facial matches, flagging them as high-risk travelers and increasing the likelihood that they would be denied entry to the country.

Even if an FRT system has high-quality training data and has been tested extensively for bias and fairness, the mere existence of an FRT checkpoint could have a chilling effect on travel. Minority or historically persecuted groups might have lower trust in governmental technologies, and the existence of a checkpoint where one needs to present oneself and consent to photo identification and facial matching could deter certain people from traveling. Therefore, transparency and notice about FRT systems might need to be particularly careful about allaying these concerns.

Red Flag Summary

In this use case, these potential red flags indicate concerns about privacy and fairness:

•  Adding a secondary use for images beyond authentication increases the complexity of the system. This increases the burden to secure the data and makes data minimization difficult.

•  There is a lack of easy redress when errors occur. If the person whose image is being matched cannot easily correct or seek redress when errors occur, the system could be perceived as unfair, and the individuals will not be able to protect their privacy.

•  The training data are a possible source of bias. The watch-list training information might not be representative of the travelers, and this could introduce bias.

•  When there is no human review of FRT results, hacks involving photographs, videos, or physical masks are possible.

•  When headshots are not taken, hacks involving morphing can be attempted.

Use Case 2: Face-in-a-Crowd Airport Surveillance

Around 41,000 people pass through Panama’s Tocumen airport each day (Aeropuerto Internacional de Tocumen, 2017). Unbeknownst to most travelers, when they cross one of the 149 terminal cameras capable of capturing their facial characteristics, their image will be compared to those in a database that contains the information of people with national and international arrest warrants (Määttä, Hadid, and Pietikäinen, 2012). This is an example of a many-to-many identification mechanism, whereby faces in a crowd are cross-referenced against a database. In addition, a traveler is not given the opportunity to consent to the use of their likeness for analysis.

The Tocumen FRT system (FaceFirst Guardian, a commercial offering) advertises the ability to find up to 30 suspects each day. This means that an extremely low base rate of 30 out of 41,000 passengers should be marked as suspects each day. Therefore, the FRT system must exhibit an extremely high confidence and accuracy rate, because a sample 99-percent rate would generate more than 400 false positives each day.

Several aspects of how FaceFirst Guardian is used at the Tocumen airport would be relevant to consider for other airports. First, a proprietary commercial technology handles major components of the FRT system. This is relevant for the issue of security, including where information is stored and what information would be duplicated. Second, humans bear responsibility to act on FRT results. Once a match is identified, an alert is sent to agents in the airport that likely includes the matched photos, the location of the person, and possibly other identifying information. At this point, the agent would rely on human face recognition abilities to identify the suspect within the crowded airport. Third, the cameras that collect crowd images are placed at chokepoints, such as escalators. This is likely because travelers will be moving at a slower pace at the time the picture is taken, thus allowing better image quality. Also, if a match is identified, the suspect will more likely be hemmed in or moving slowly, giving human agents more time to respond before the suspect travels to another part of the airport.

Privacy Rights and Privacy-Enhancing Technologies

Compared with the first use case, this one is privacy-invasive, in that it does not give the user any control over how data about them are used. Furthermore, the risks of such invasions can be harmful, including arrests, physical searches, or delayed travel. In this scenario, PETs offer some opportunities to protect privacy.

Data Protection

Airport FRTs likely match people in surveillance footage to those in a centralized database of images and information about suspects collected from national and international law enforcement agencies. Given the sensitive nature of this database, it might be subject to advanced persistent threats, particularly if criminal organizations or other nefarious actors wish to change or modify the data (i.e., to remove or replace images). Therefore, a high level of security is needed for both the data in this database and the data inputs into the system. To allow for redress and to verify its adequate operation, the system will need to keep logs of transactions and decisions. These should be carefully protected and, to the extent possible, scrubbed of PII.

Data Minimization

Real-time deletion of a photo that does not have a match could be advisable. A database that stores travelers’ images can include sensitive information, which could be at risk from malicious users who wish to attack the airport system by assessing crowds and flow. Furthermore, travelers might wish to have their travel information secure against business competitors, stalkers, or other motivated attacks on this database. Therefore, it would be sensible to store images of travelers for only a short period of time. A photo that is matched to a suspect would likely need to be kept longer so that law enforcement agents can react and review them.

In the previous use-case example, we discussed the possibility of storing and sharing only the extracted face features instead of the full image. In this case, we note that, if law enforcement or security agencies must search the airport for a suspect based on an image, the full image will be stored and analyzed. This means that the system objectives eliminate at least one privacy-enhancing option.

Data Transparency and Correctability

The nature of this system implies relatively few opportunities for providing notice. Pictures are collected without cooperation from the subjects; this is because airport system designers can choose to hide cameras if they believe that the risk of a suspect evading one is greater than the benefits to travelers of being aware of their presence. Images of suspects might have been captured if someone were under arrest, but images might have also been collected through social media or surveillance cameras.

The issues of access and redress are particularly complicated in the case of false positives. Innocent travelers might not be aware if their photos are included in the suspect database. Once they become aware, they should have an option to dispute the inclusion. Also, as noted above, there is an extremely low base rate of true positives, and there could be hundreds of false positives each day. If the FRT matches a traveler against a suspect, the system for redress (e.g., showing identity documents to an agent) should be accessible and efficient.

Hacks

To avoid detection by FRT-enabled camera networks, people can opt for temporary or permanent methods of disguise. Such methods might be suited to public, noncontrolled environments where subjects are not required to consent to pose for photos. Temporary disguises—hats, glasses, fake facial hair, or makeup—are flexible in that they are interchangeable and easily applied between a person’s face and camera lens. Those disguises that can cover greater surface area will leave less information that can link a person’s identity to a photo. Permanent detection avoidance can include such options as facial surgery. Its benefit is that it makes artificial barriers unnecessary. However, if an individual’s new facial features are discovered and catalogued by FRTs, further surgery or temporary disguises could be necessary to avoid detection.

Bias

General airport surveillance of “faces in the crowd” amounts to conducting numerous unconsented many-to-many matches. Moreover, the process by which the Panama airport case executes FRT matching relies heavily on human involvement because agents are expected to use the results of the FRT to identify and intervene with actual people. This large-scale, multiphase process allows several forms of potential bias. In this use case, bias concerns are related mainly to false positives—that is, certain groups of people being disproportionately matched to law enforcement or airport security databases and then prevented from traveling. In the passport checkpoint example, harm can arise if certain people are disproportionately denied entry because of either false negatives in matching (e.g., person is deemed not to be using a matching passport) or false positives (e.g., person is falsely matched to someone on a watch list).

False positives can arise from bias either in algorithm training data or in the target data to which the faces in the crowd are matched. In particular, target databases are a prime concern for bias in this example, given the disproportionate presence of minorities in law enforcement databases (e.g., mug shots) (Garvie, Bedoya, and Frankle, 2016). Of note is that this research pertains mainly to U.S. databases; results in populations from other countries could differ.

The lack of consent to perform facial matching constitutes another source of potential bias. Under nonideal photo situations (e.g., occluded face, lighting and angle differences), algorithms need to normalize photos, which can introduce additional features where, for example, biased training data can play a role. Bias related to lack of consent can also arise if those who are affected by biased results of facial matching have no knowledge of it and thus no recourse. For instance, if airport agents interviewing people who have been identified using FRTs are more likely to flag minority group members as suspicious, unwarranted precautions could be recorded in their file and then associated with minorities’ facial photos. If the data are subsequently used as the basis of either training or target FRT data, either through manual involvement or through bias in FRT results, bias could be created in derivative data sets.

Given that agents are tasked with matching facial photos with people in a proscribed area (i.e., a limited one-to-many match), human involvement can lead to biased end results of the overall FRT process. As noted earlier, human observers evince a variety of biases, such as being better at matching faces of one’s own race (i.e., “other-race” effect) (Wells and Olson, 2001; Connelly, 2015; Hourihan, Benjamin, and Liu, 2012), as well as a variety of implicit and explicit stereotypes by race, gender, religion, or sexual orientation. Any of these biases could lead to disproportionate traveler disruption.

The large scale of this airport surveillance amplifies the potential impact of bias. Many-to-many matches have higher error rates than either one-to-one or one-to-many matching (Liu et al., 2015). Yet, even if error rates were small, the absolute number of misidentified people who were then apprehended and questioned would amount to a significant overall disruption to the traveling population, likely disproportionately affecting certain groups.

Finally, like with individual checkpoints, the presence of mass surveillance can deter minorities from acting or behaving freely in public places. If members of these groups do not feel free to engage in normal behaviors (e.g., eating, shopping) in airport surroundings or even to enter such surroundings, they could suffer adverse impact on their freedom to travel.

Red Flag Summary

In this use case, we have identified some potential red flags that indicate concerns about privacy and fairness:

•  Although consent and control are necessary aspects of privacy protections, the system offers little or no option for notice or choice.

•  If the person whose image is being matched cannot correct or seek redress when errors occur, the system will be considered unfair, and people will not be able to protect their privacy.

•  The training data are a possible source of bias. The watch-list training information might not be representative of the travelers, and this can introduce bias.

•  The base rate of potential matches is extremely low. Having a large number of false positives can be costly to handle and create distrust in the system.

•  Human interpretation of the results introduces more bias and requires the additional storage of full-face images or video.

•  Temporary means of masking identity (e.g., hats, glasses, makeup) are well-suited for large, crowded environments, such as airports.

Summary

The two use cases described in this chapter involve comparable environments—both are in airports—but occupy opposite points on the heuristic described in Table 2.1. Therefore, they differ in their potential privacy and bias concerns; accordingly, nefarious actors are likely to attempt different hacks. We noted red flags or elements of both systems that can introduce privacy and bias concerns. This suggests that some common red flags (that could generalize to other FRT uses) were

•  a lack of accessible redress when errors occur

•  the training and target data being possible sources of bias.

Each use case illustrates more-specific red flags as well. In the first one, feature creep beyond the one-to-one match introduces complexity to the system. Such complexity generates privacy concerns. In the second use case, additional red flags include the following:

•  Although consent and control are necessary aspects of privacy protections, the system offers little or no option for notice or choice.

•  The base rate of potential matches is extremely low.

•  Human interpretation of the results introduces more bias and requires the additional storage of full-face images or video.

These red flags could be applied to other FRT use cases. Further analysis could extend the breadth (i.e., more use cases) and the depth (examining each use case in more detail) beyond analysis of these two use cases.

_________________

1 For instance, Customs and Border Protection’s Global Entry program uses automated kiosks at which an impersonator would also need to spoof a set of fingerprints.


CHAPTER FIVE

Study Overview and Areas for Future Research

Study Overview

An arms race is brewing between organizations investing in increasing the accuracy and acceptability of face recognition systems and those attempting to undermine the technology through hacks (Galbally, Marcel, and Fierrez, 2014). This study was an initial attempt at a multidimensional exploration of the challenges and implications arising from FRT deployments, particularly for people who are invariably affected by how such technology is employed.

We focused on issues that government organizations should consider when implementing FRTs. Following a literature review and case studies, we identified two broad sets of considerations and lessons. The first of these involves how to ensure the privacy of people subject to these systems. Any technology that gathers PII, such as facial characteristics, in public settings should strive to protect those data, use anonymization or other means to reduce the amount of those data available, and establish rigorous user protocols to limit unauthorized access.

A second area involves bias concerns in the application of this technology. We examined how FRTs can discriminate against groups that share physical characteristics. The composition and size of either training or targeting data sets should be carefully considered to discern the potential for skewing FRT algorithms.

These conceptual themes were investigated further in two use cases: a border control scenario, in which a user volunteers their image for one-to-one authentication, and a faces-in-a-crowd surveillance scenario, in which people are unaware that their identities are subject to some-to-many surveillance. In both, it might be necessary to design blacklists that avoid bias. There is also a need to identify thresholds that produce acceptable rates of false-positive facial matches in security-related applications. Adjusting thresholds is a key policy question that must be addressed in FRT implementations. For instance, if thresholds are set to produce very few false negatives (i.e., no bad actors escape detection), the number of false positives could be very large, requiring significant human efforts to resolve. On the other hand, if thresholds seek to reduce false positives to reduce the burden, the result would be more false negatives, which risks the system becoming useless as a security measure.

Finally, implementing FRT technologies for government use can be best thought of as part of an overall system that includes human judgment and actions. The use-case analysis results illustrate that human agents are fundamental in successfully applying FRTs by either monitoring automated immigration checkpoints against hacking or capturing a suspect identified by the technology.

Areas for Future Research

This study constituted a preliminary effort to survey the privacy and bias challenges in implementing FRTs by government agencies. Further research should address areas of opportunity in the implementation of this technology for security purposes. In particular, the following research directions could deliver significant contributions to fair and accurate FRT implementation:

•  Characterize disparate FRT privacy and bias practices at the local, state, and federal levels. Many public entities are seeking to complement security efforts with the use of FRTs. Unlike the federal government, state and local government agencies implement heterogeneous standards to protect people from bias and privacy concerns. To better understand the state of FRT policies throughout the country, including where gaps exist, case studies could be used to contrast the varying levels of attention devoted to these issues. Text extraction of public comments (e.g., social media) and clustering techniques could then identify common principles or policy gaps that FRT implementations would need to consider and for which they would need to plan. The findings could help inform, for instance, PIAs for future government adoption of new technologies.

•  Evaluate relevant DHS policies and processes. Along with other federal agencies, DHS has begun to test and implement FRTs and has released PIAs and policies that document and guide implementation processes. These documents should be evaluated to understand the extent to which they—individually and collectively—address concerns related to privacy and bias. A systematic review of PIAs would catalog, for example, PETs and other FRT program features that aim to safeguard privacy and civil liberties. The review should also identify gaps, such as whether the proposed processes would be adequate for future FRTs. A comprehensive evaluation should also explore what kind of assessment standards are appropriate; there are multiple fairness norms that could shape how to think about the impact of bias.

•  Identify appropriate types and conditions for implementing PETs. Given that multiple types of PETs exist, there is a need to identify the strengths and weaknesses of each, as well as when they should be used for security implementations to protect privacy. This could begin, for instance, by determining the adoption rates of various PETs either empirically (e.g., environmental scan of FRT implementations) or theoretically (e.g., presenting people with theoretical choices of PETs). Qualitative research could probe about specific barriers to adoption, such as lack of access or desire among the public for specific PETs. Research could also focus on private-sector incentives for developing PETs—for example, whether certain PETs require trade-offs, such as inhibiting companies from being able to make use of valuable digital data that have been collected. Finally, experimental studies involving security use cases could sequentially implement and then substitute various PETs to identify which ones were more frequently adopted or more positively perceived.

•  Evaluate the privacy and bias effects that algorithmic transparency has on FRT implementations. Algorithmic transparency is increasingly recognized as a way to guard against biased outcomes and to ensure that the results of algorithmic decisionmaking are explainable. Yet transparency in algorithms can involve a performance trade-off and could increase their vulnerability to hacking by exposing the FRT to more-effective adversarial attacks. Moreover, intellectual property concerns might prevent or discourage companies from openly sharing information about their offerings. Empirical research could seek to quantify the extent to which hacking risk increases by sequentially exposing various parts of the FRT system. An alternative to algorithmic transparency could be to focus on algorithmic explainability—that is, establishing how to present and explain how an algorithm operates so that a human can understand, while attempting to minimize the exposure of algorithmic features that could render it vulnerable to hacks.

•  Determine training and target data representativeness for relevant populations (e.g., travelers). To mitigate the potential for bias, government agencies should seek to ensure that data sets are representative of relevant populations. In passport checkpoints, for instance, both the training data used to train FRTs and the targeting watch lists might be unrepresentative of the demographics of the traveling public. The composition and size of both training and target data sets should be scrutinized to identify thresholds and heuristics that minimize the potential for harm and thresholds of harms that the public will find acceptable. This investigation should also explore whether population segments other than the under- or overrepresented groups are being harmed.

•  Identify privacy and bias considerations in the government acquisition of FRTs. Officials charged with procuring FRT systems for public agencies are responsible for acquiring solutions that address the needs and concerns of diverse internal and external constituencies. Through interviews and focus groups with acquisition officials or other analyses of acquisition processes, decisionmakers could gain valuable insights from gathering and consolidating the bias and privacy issues considered during the acquisition process.

•  Assemble a centralized repository of FRT accuracy and implications for bias. A centralized repository of FRT accuracy information based on systematic review of academic literature, commercial offerings, and FRT evaluations (such as those conducted by the National Institute of Standards and Technology) would collect the most up-to-date accuracy rates of existing FRT algorithms and systems. Policymakers can benefit from this information in two ways. First, they would gain a resource that aggregates information on known characteristics of available technology. Second, the data can compare and contrast the implications that these effects could have for identifying people with diverse demographic characteristics.

•  Explore the privacy expectations of FRT targets. An examination of the social expectations of privacy across diverse societal groups would inform policymakers about the public’s concerns in using FRT. Considering that privacy is viewed differently in different spaces (e.g., airport versus public parks), such a study could survey targets in a variety of settings and with varying degrees of invasiveness, similar to the Public Perception of Security and Privacy: Assessing Knowledge, Collecting Evidence, Translating Research into Action survey in 27 European Union countries (Patil et al., 2015). The results from this work could inform how programs are deployed (e.g., messaging) in a manner that addresses the public’s concerns about how these technologies affect their privacy.
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NOTE: Consent: high = The database contains “[m]ug shots of individuals arrested,
with enrollment limited based on the underlying offense, and/or with mug shots
affirmatively ‘scrubbed’ by police to eliminate no-charge arrests or not-guilty
verdicts.” Medium = The database contains “[m]ug shots of individuals arrested, with
no limits or rules to limit which mug shots are enrolled, or where mug shots are
removed only after the individual applies for, and is granted, expungement.” Low =
The database contains “[d]river’s license photos in addition to mug shots of individu-
als arrested.”

Transparency: high = “Agency has a public face recognition use policy that has been
reviewed or approved by a legislature and/or privacy and civil liberties groups.”
Medium = “Agency has a public use policy, but there is no evidence the policy
received external review or approval.” Low = “Agency has not made its use policy
public, or has no use policy.”

Accuracy: high = “Agency demonstrates four or five criteria.” Medium = “Agency
demonstrates three of the criteria.” Low = “Agency demonstrates two or fewer of
the criteria.” The criteria are as follows: “Algorithms have been tested by the
National Institute of Standards and Technology; [c]ontract with vendor company
contains provisions that require face recognition algorithms to have been tested for
accuracy and will be tested at all future opportunities; [m]ost or all face recognition
queries are validated by trained human examiners or agencies have a unit or
designated personnel that perform a review and screening function of the candidate
lists (weighted as two criteria); [and] [flace recognition results or candidate lists are
treated as investigative leads only.”
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he objective of face recognition technologies (FRTs) is to efficiently

detect and recognize people captured on camera. Although these

technologies have many practical security-related purposes,

advocacy groups and individuals have expressed apprehensions

about their use. The research reported here was intended to
highlight for policymakers the high-level privacy and bias implications of FRT
systems. In the report, the authors describe privacy as a person’s ability to
control information about them. Undesirable bias consists of the inaccurate
representation of a group of people based on characteristics, such as
demographic attributes. Informed by a literature review, the authors propose
a heuristic with two dimensions: consent status (with or without consent)
and comparison type (one-to-one or some-to-many). This heuristic can help
determine a proposed FRT’s level of privacy and accuracy. The authors then
use more in-depth case studies to identify “red flags” that could indicate
privacy and bias concerns: complex FRTs with unexpected or secondary use
of personal or identifying information; use cases in which the subject does
not consent to image capture; lack of accessible redress when errors occur
in image matching; the use of poor training data that can perpetuate human
bias; and human interpretation of results that can introduce bias and require
additional storage of full-face images or video. This report is based on an
exploratory project and is not intended to comprehensively introduce privacy,
bias, or FRTs. Future work in this area could include examinations of existing
systems, reviews of their accuracy rates, and surveys of people’s
expectations of privacy in government use of FRTs.
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