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Executive summary

Digitalisation and its underlying technologies and services provide both opportunities and challenges for fostering and promoting human rights and fundamental freedoms. Digital spaces provide a unique opportunity for individuals and groups to interact and exercise their rights and freedoms. Conversely, the digital age also features challenges stemming from the increasing use of digital technologies and services as economic or governance commodities, as well as their deliberate exploitation in the context of rising digital authoritarianism, mis- and disinformation, malicious cyber activities, and other online harms. The implications of digital technologies for human rights are already pervasive, blurring the boundaries between human rights in the physical and digital worlds, thus requiring new approaches towards safeguarding, advancing, and exercising human rights in the digital age (HURDA).

In this context RAND Europe, with support from the UK Foreign Commonwealth and Development Office, conducted a study to identify effective ideas for interventions and activities to foster and protect human rights and fundamental freedoms in a manner consistent with UK policy objectives. This document provides a summary of the key findings and recommendations of the study.

Capacity-building interventions can serve as an important mechanism for fostering and promoting HURDA, though implementers have to recognise various factors that can shape the impact of interventions as well as potential unintended consequences. The study identified several overarching principles that should inform and guide HURDA-related capacity-building efforts to enable implementers to maximise their impact. These are presented in Figure ES.1 below.

Figure ES.1: Overarching principles for HURDA-related capacity-building

- Adopt a **holistic approach to human rights and fundamental freedoms** embedding a focus on these across all capacity building initiatives and abandoning any residues of digital exceptionalism
- Ensure that policy and international engagement work support and are coherent and resonate with capacity building initiatives to foster and protect human rights and fundamental freedoms

- Develop a **strategic approach and overarching framework** to guide capacity building initiatives focusing on human rights and fundamental freedoms
  - a. Identify overarching priorities and desired outputs and impact to achieve through a portfolio of initiatives
  - b. Identify prioritisation approaches for selecting individual capacity building initiatives to ensure their relevance to and coherence with the overall strategic vision
- Build on **established principles and good practices** for the delivery of individual interventions to maximise their impact, sustainability, effectiveness, and efficiency
  - a. Consider the adoption of complex interventions spanning multiple activities, objectives, and beneficiaries of focus
  - b. Tailor interventions to local and regional contexts to facilitate local ownership and ensuring adequate nuance in intervention activities and content
  - c. Ensure the adoption of inclusive, multi-stakeholder approaches to capacity building intervention design and implementation
  - d. Incorporate comprehensive planning, risk assessment, and evaluation activities to mitigate potential unintended consequences and maximise learning
  - e. Embed knowledge-, skills-, and competence-transfer components in capacity building initiatives and interventions

- Ensure that policy and international engagement work support and are coherent and resonate with capacity building initiatives to foster and protect human rights and fundamental freedoms
HURDA-related capacity-building interventions take place in a rapidly evolving technology, political and socio-cultural landscape with concrete implications for HURDA. Recognising the various opportunities, threats and challenges this landscape provides, organisations active in capacity building can employ a range of approaches to help foster and safeguard HURDA. Figure 2 below provides an overview of these intervention approaches, organised within four thematic categories.

HURDA-related capacity building is likely to include the sequencing of multiple activities and instruments from across those presented in the figure above. In designing and implementing capacity-building activities, implementers should consider the trade-offs, strengths, and limitations of different approaches particularly in relation to the specific contexts in which they operate, the beneficiary groups they target, and the resources, expertise and know-how available. The main study report provides an in-depth description of each intervention approach, as well as an overview of illustrative intervention examples and further considerations for implementers.

Figure ES.2: Overview of HURDA-related capacity-building approaches

<table>
<thead>
<tr>
<th>GOVERNANCE AND REGULATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialogue and consultative platforms and initiatives</td>
</tr>
<tr>
<td>Knowledge generation and consolidation</td>
</tr>
<tr>
<td>Lobbying and watchdog activities</td>
</tr>
<tr>
<td>Strategic litigation and legal campaigns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TECHNICAL INTERVENTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enabling software for civil society and general population</td>
</tr>
<tr>
<td>Enabling software for governmental and private sector actors</td>
</tr>
<tr>
<td>Databases and repositories</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EDUCATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training for senior decision-makers and institutional actors</td>
</tr>
<tr>
<td>Training for civil society actors</td>
</tr>
<tr>
<td>Education and lifelong learning</td>
</tr>
<tr>
<td>Hackathons and competitions</td>
</tr>
<tr>
<td>Awareness raising campaigns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STRATEGIC COMMUNICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic communications campaigns</td>
</tr>
</tbody>
</table>
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>Artificial Intelligence</td>
</tr>
<tr>
<td>BT</td>
<td>British Telecom</td>
</tr>
<tr>
<td>CEPOL</td>
<td>European Union Agency for Law Enforcement Training</td>
</tr>
<tr>
<td>CSAM</td>
<td>Child Sexual Abuse Material</td>
</tr>
<tr>
<td>CSO</td>
<td>Civil Society Organisation</td>
</tr>
<tr>
<td>CSSF</td>
<td>Conflict, Stability and Security Fund</td>
</tr>
<tr>
<td>DCMS</td>
<td>Department for Digital Culture, Media &amp; Sport</td>
</tr>
<tr>
<td>DDoS</td>
<td>Distributed Denial-of-Service</td>
</tr>
<tr>
<td>ECHR</td>
<td>European Convention on Human Rights</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>FCDO</td>
<td>Foreign, Commonwealth &amp; Development Office</td>
</tr>
<tr>
<td>HURDA</td>
<td>Human Rights in the Digital Age</td>
</tr>
<tr>
<td>ICCPR</td>
<td>International Covenant on Civil and Political Rights</td>
</tr>
<tr>
<td>ICERD</td>
<td>International Convention on the Elimination of All Forms of Racial Discrimination</td>
</tr>
<tr>
<td>ICTs</td>
<td>Information and Communications Technologies</td>
</tr>
<tr>
<td>IFES</td>
<td>International Foundation for Electoral Systems</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IoX</td>
<td>Internet of X</td>
</tr>
<tr>
<td>ML</td>
<td>Machine Learning</td>
</tr>
<tr>
<td>NGO</td>
<td>Non-Governmental Organisation</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>OHCHR</td>
<td>Office of the United Nations High Commissioner for Human Rights</td>
</tr>
</tbody>
</table>
OII       Oxford Internet Institute
OSINT     Open-source Intelligence
RQ        Research Question
SIS       Smart Information System
SME       Small and Medium Enterprise
STREAM    Systematic Technology Reconnaissance, Evaluation, and Adoption Methodology
UDHR      Universal Declaration of Human Rights
UK        United Kingdom of Great Britain and Northern Ireland
UN        United Nations
UNCRC     United Nations Convention on the Rights of the Child
UNESCO    United Nations Educational, Scientific and Cultural Organization
VPN       Virtual Private Network
WP        Work Package
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1 Introduction

1.1. Study background

Promoting human rights and fundamental freedoms is a key responsibility of governments. In recent years, the significance, saliency, safeguarding and exercising of human rights and fundamental freedoms has been influenced by digital technologies. Cyberspace and online activities play a central role in modern life in what has been called the ‘digital age’ – a period within which information telecommunication technologies (ICTs) have led to an increasing ability to generate and transfer information and a shift towards economies and societies that are underpinned by ICT-enabled activities. While the growing importance of digital technologies and spaces create myriad opportunities for contemporary socio-economic activities, they are equally vulnerable to exploitation to undermine human rights and democratic values through a variety of malicious activities. These include but are not limited to mis- and disinformation, online surveillance, implementation of controls to restrict online discourse and other actions. The transnational nature and inherent difficulty of attribution in cyberspace further exacerbate the challenges of addressing or mitigating threats, including those to civil society, human rights, fundamental freedoms and democratic values.

The UK National Cyber Security Strategy recognises the need to ‘rigorously protect and promote’ the UK’s core values in cyberspace, including democracy, the rule of law, privacy and human rights. There are various approaches and avenues for strengthening national and international action on human rights in the digital age (HURDA), including capacity-building interventions. Building on a definition for cyber capacity building formulated by Hohmann et al (2017), this study defines capacity-building interventions as activities aimed at: (1) empowering individuals, communities, private and public sector actors to foster human rights and fundamental freedoms in the digital age; or (2) providing relevant safeguards to prevent, limit or mitigate risks stemming from access and use of digital technologies and services to human rights and fundamental freedoms. Capacity-building approaches focusing on HURDA may be characterised by different benefits and limitations and entail engagement from different stakeholder groups such as governments, civil society, international organisations, and private sector organisations. Furthermore, barriers and enablers to the implementation of interventions to safeguard human rights and fundamental freedoms online may need to be accounted for when devising interventions in this space.

1.2. Purpose and scope

In this context, the United Kingdom Foreign, Commonwealth and Development Office’s
(FCDO’s) Conflict, Stability and Security Fund (CSSF) – Cyber Security and Tech Programme commissioned RAND Europe to conduct a study on HURDA. The objective of this study was to identify and scope, on the basis of the available evidence base and expert consultations, impactful ideas for interventions and activities to foster and protect human rights and fundamental freedoms in the digital age in a manner consistent with UK policy objectives. Findings of this study are expected to inform FCDO decision-making regarding the funding of future interventions concerning the fostering and protection of human rights and fundamental freedoms in the digital age. To pursue these objectives, the study was guided by three overarching research questions (RQs), outlined in Table 1.1 below.

**Table 1.1: Study research questions**

<table>
<thead>
<tr>
<th>Research questions (RQs)</th>
<th>RQ1</th>
<th>What does the current landscape of interventions to promote human rights and fundamental freedoms online comprise? What interventions and activities are conducted to foster and protect human rights and fundamental freedoms online?</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQ2</td>
<td>What are the benefits, drawback, barriers and enablers that characterise different interventions and approaches to promoting human rights and fundamental freedoms online?</td>
<td></td>
</tr>
<tr>
<td>RQ3</td>
<td>What interventions and activities should the UK FCDO prioritise with its funding instruments to promote human rights and fundamental freedoms online in order to maximise impact of interventions across a wide range of stakeholder groups and keeping in line with UK policy?</td>
<td></td>
</tr>
</tbody>
</table>

Source: RAND Europe.

**1.3. Research approach and methodology**

To address the objectives and answer RQs, the study was structured around three analytical Work Packages (WPs). These comprised:

- **WP1 Project Inception and Scoping.** This WP entailed project inception activities as well as data collection and initial analysis efforts to: (1) develop an understanding of challenges and threats concerning human rights and fundamental freedoms in the digital age; and (2) take stock of the landscape of existing capacity-building interventions and approaches fostering human rights and fundamental freedoms in the digital age.

- **WP2 Identifying and Selecting Interventions.** This WP expanded on WP1 results and activities to comprehensively identify and map interventions on HURDA, and collect data concerning the potential impact, benefits, limitations, barriers and enablers for different capacity-building interventions. On the basis of these data, the WP also shortlisted interventions for further examination through comparative analysis in WP3.

- **WP3 Final Analysis and Reporting.** This WP consolidated the evidence base established under WPs 1-2 by gathering expert and stakeholder perspectives on the potential impacts and barriers to implementation of various interventions and then produced relevant recommendations for future intervention priorities for the UK FCDO. The WP also entailed the cross-cutting analysis of all study data and the development of policy recommendations for the FCDO.

Figure 1.1 provides an overview of the study’s WPs and of the specific activities, outputs, and deliverables characterising them.
Figure 1.1: Overview of project tasks, underpinning activities, and resulting outputs and deliverables

Caveats and assumptions

A number of caveats, limitations and assumptions should be considered in relation to the activities and findings presented in this study, including:

- **Limited extent of data collection and analysis activities conducted.** The scoping nature of this study, as well as the limited timeframe and resources available to it, required the adoption of a focused approach to data collection and analysis activities. As such, while recognising the breadth of the existing evidence base regarding challenges pertaining to HURDA and the number of potential capacity-building approaches for fostering and protecting them, the study team could only engage with part of the existing evidence base and available expertise. To minimise the impact of these challenges, the study team prioritised the selection of most up-to-date sources and publications, triangulating findings and analysis with insights stemming from consultations with stakeholder.

- **Background of interviewees and insights generated during stakeholder engagement activities.** The study team conducted a limited number of key informant interviews over a short timeframe. In total, sixteen interviewees from academia, government, international organisations, and civil society were consulted. Data and insights generated during consultations inherently reflect the expertise and the background of those engaged. As such, findings and insights from these should not be taken as wholly representative of the entire stakeholder and expert community. To mitigate for this, the study team endeavoured to integrate and triangulate the views and inputs collected during consultations with data from literature and documentation available in the public domain with a view to minimise the under or overrepresentation of individual or sectoral perspectives.
1.3. Structure of this document

This report constitutes the Final Report of a study commissioned by the FCDO’s CSSF Cyber Security and Tech Programme. As such, it has been drafted for an audience with knowledge and understanding of policy issues and challenges associated with HURDA, as well as FCDO priorities and initiatives in the space of capacity building. Further to this introductory chapter, this document contains three additional chapters:

• **Chapter 2 – Understanding HURDA** provides an overview of key trends and considerations concerning human rights and fundamental freedoms in the digital age.

• **Chapter 3 – Capacity-building approaches for HURDA** discusses capacity-building approaches for HURDA, analysing their characteristics, strengths, weaknesses, barriers and enablers.

• **Chapter 4 – Summary and next steps** provides a final summary of project results and proposes recommendations to be considered by the FCDO and like-minded organisations.

- **Robustness of quantitative insights generated during the Systematic Technology Reconnaissance Evaluation and Adoption Methodology (STREAM) workshop.** The expert STREAM workshop gathered a limited number of experts. As such, insights stemming from this activity should be reviewed and understood in the context of the broader insights generated and discussed in the study and report.

- **Focus on capacity-building interventions.** Initiatives and approaches for fostering and protecting HURDA comprise a wide range of technical, political, legislative, legal and regulatory mechanisms. While recognising the breadth of interventions available to stakeholders for promoting HURDA, the focus of the study is on capacity-building interventions as its ultimate aim is to inform the work of the UK FCDO CSSF Cyber Security and Tech Programme.

- **Focus of recommendations.** Recommendations for this study are generated on the basis of data collected and analysed during study activities. Recommendations proposed are not intended to be prescriptive indications for how FCDO funding and resources for HURDA focused capacity building should be allocated. Rather, recommendations seek to provide guiding principles and informative perspectives that could help inform and support FCDO decision-making and prioritisation of future capacity-building investments.
2 Understanding HURDA

This chapter provides an overview of key human rights and fundamental freedoms whose saliency and application are particularly affected by socio-technological developments that have occurred in recent decades and in the context of the so-called digital age. The chapter begins with an introduction to and overview of selected human rights whose saliency, safeguarding, and exercising has been affected in the digital age (Section 2.1). The chapter then describes key cross-cutting trends, opportunities, and challenges characterising HURDA (Section 2.2).

2.1. Overview of human rights in the digital age

Human rights are enshrined in the Universal Declaration of Human Rights (UDHR) and in accompanying covenants and instruments, including the International Covenant on Civil and Political Rights (ICCPR).\(^1\) The responsibility for upholding, safeguarding, and promoting human rights and fundamental freedoms falls on nation states. Individuals, however, also have a right to promote and to work to protect human rights and fundamental freedoms at the national and international levels, both alone and in association with others.\(^2\) Furthermore, while human rights law typically does not directly govern the activities or responsibilities of the private sector, a number of instruments and initiatives have been adopted in recent years to help private businesses comply with human rights and fundamental freedoms. These instruments include, but are not limited to, the Human Rights Council-endorsed Guiding Principles on Business and Human Rights. As such, while ultimate responsibility for upholding, implementing, and promoting human rights and fundamental freedoms falls on states, both individuals and associations, including private sector actors and businesses, have a role to play in such actions.

These considerations are particularly relevant in the context of human rights and fundamental freedoms in the digital age. This is because private sector actors play a pivotal, and at times unique, role in organising, managing, providing access to, regulating and populating the internet. Such responsibilities and roles include those pertaining to: enabling connection to the internet, designing and maintaining hardware and operating systems, allocating web domains, hosting information, facilitating the aggregation, sharing, and searching for information, producing and

\(^1\) OHCHR (2021a); UN (2021).
\(^2\) OHCHR (1998).
regulating access to content, connecting users and communities, selling goods and services, facilitating transactions, and collecting, repurposing and selling data.\(^3\)

The next sections of this chapter provide an overview of a selection of human rights whose saliency, significance, safeguarding, and exercising have been influenced by socio-technological changes occurred in the digital age. The rights presented below were identified on the basis of a non-systematic review of academic and grey literature. The list of rights presented in this chapter should not be taken as exhaustive, but rather as illustrative of how digital technologies and their uses and applications have influenced a wide range of human rights and fundamental freedoms. Furthermore, it should be noted that while it may be possible to differentiate between different rights and freedoms at an abstract level, such distinctions are less applicable in practice. This is particularly so in the context of capacity-building efforts, as the safeguarding and exercising of different rights and freedoms are inherently interconnected and overlapping.

Table 2.1 provides a summary overview of the human rights discussed in the chapter along with a brief definition and a cross-reference to the relevant section where each right is discussed in greater details in the chapter.

<table>
<thead>
<tr>
<th>Human rights</th>
<th>Definition</th>
<th>Implications in the digital age</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Right to privacy</strong></td>
<td>This right guarantees that all individuals are allowed to hold a private life, family, home and correspondence, and that they can choose when, where, how and to whom information about them may be disclosed to others, in the absence of arbitrary and unlawful interference and excessive unsolicited intervention from government and other uninvited entities.(^4)</td>
<td>Informational privacy requires that both substantive information and metadata be safeguarded to protect this right.</td>
<td>2.1.1</td>
</tr>
<tr>
<td><strong>Right to freedom of opinion and expression</strong></td>
<td>Freedom of opinion encapsulates the ability to hold, change and form opinions about all matters, free from any interference or restriction. The right to freedom of expression is all-encompassing and guarantees that all individuals should be able to seek, receive, impart and express their opinions, ideas and views openly through any means of communication.(^5)</td>
<td>Individuals should have free and equal access to the internet and digital technologies and be able to form, hold, and express their opinions in the digital environment.</td>
<td>2.1.2</td>
</tr>
</tbody>
</table>

---

\(^3\) OHCHR (2018), Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression (2015, 2016).

\(^4\) OHCHR (2018).

\(^5\) Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression (2015, 2016).
<table>
<thead>
<tr>
<th>Human rights</th>
<th>Definition</th>
<th>Implications in the digital age</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right to peaceful assembly and association</td>
<td>The right to peaceful assembly and association enshrines the right of individuals to peaceful assembly and their freedom to associate with others, also to enable the broader exercising of their broader civil, political, economic, social, and cultural rights.</td>
<td>The right applies also in the digital environment, digital technologies may be used as enablers for exercising the right both in the digital and physical worlds.</td>
<td>2.1.3</td>
</tr>
<tr>
<td>Right to equal participation in political and public affairs</td>
<td>This enshrines the right of individuals to fully participate in and effectively influence public decision-making processes that affect them, including through direct and indirect participation in political and public affairs.</td>
<td>The right applies also in the digital environment whose underlying technologies may be used both as an enabler or barrier to its safeguard.</td>
<td>2.1.4</td>
</tr>
<tr>
<td>Right to free and fair elections</td>
<td>This enshrines the right of citizens to take part and influence the conduct of public affairs, either directly or through freely chosen representatives and to vote for representatives or be elected as one in genuine, periodic elections.</td>
<td>Digitalisation may facilitate participation in electoral affairs but carries risks of manipulation, interference, and enabling violation of other rights.</td>
<td>2.1.5</td>
</tr>
<tr>
<td>Right to education</td>
<td>This recognises that no person shall be denied education, providing safeguards for those receiving it and providing it, as well as enshrining that education should be in conformity with their religious and philosophical convictions.</td>
<td>Digitalisation can facilitate education delivery but also lead to exclusion of disadvantaged groups with no access to digital technologies.</td>
<td>2.1.6</td>
</tr>
<tr>
<td>Right to health</td>
<td>This recognises the right to health as a basic human right, outlining standards for addressing health needs of individuals and specific groups.</td>
<td>Digitalisation can facilitate innovative healthcare practices but also carries risks and vulnerabilities associated with mis- and disinformation.</td>
<td>2.1.7</td>
</tr>
</tbody>
</table>

---

6 Special Rapporteur on the Rights to Freedom of Peaceful Assembly and of Association (2019).
7 OHCHR (2014b).
8 OHCHR (2021a).
9 Leary (1994).
2.1.1. Right to privacy

The right to privacy is recognised and guaranteed by Article 12 of the UDHR, and Article 17 of the ICCPR, and other major international, regional and national measures. The right guarantees that all individuals are able to hold a private life, family, home and correspondence, and that they can choose when, where, how and to whom information about them is disclosed. It also guarantees the absence of arbitrary and unlawful interferences and excessive unsolicited interventions from government and other uninvited entities. This right applies not only to private secluded spaces, but also to public spaces and to information that is publicly available. This is based upon the assumption that all individuals have the right to liberty, to autonomy and to live with dignity.

The right to privacy is intrinsically tied with other human rights and fundamental freedoms, as well as democratic values and principles. It is a key right and enabler for the enjoyment and exercise of other fundamental rights and freedoms, including those concerning freedom of expression, freedom of association and assembly, the prohibition of discrimination, the right to health and others. For example, freedom of assembly may be affected or discouraged by the collection, retention and disclosure of private information concerning political actors, where that information is used against individuals to coerce them, intimidate them, or prevent them from gathering. In relation to democratic values and freedoms, anonymous participation in all aspects of political life represents a prerequisite of a healthy, liberal democracy free from internal and external interferences. As such, any interference with this right must be neither arbitrary, nor unlawful and must meet overarching principles of legality, necessity and proportionality.

Implications in the digital age

In the digital age, the right to privacy is linked to informational privacy, a concept that covers information that exists or can be derived about a person and their life. In the online and digital context, informational privacy and the protection of the right to privacy are seen as encompassing not only substantive information contained in communications, but also metadata that, if aggregated and analysed, may help generate insights on individuals’ behaviours, relations, preferences, and identity. Various international and national legislative frameworks, and other measures, have been developed and implemented to provide relevant safeguards. This includes international frameworks (e.g. international and regional instruments on the protection of personal data) and national data protection and privacy legislation. While these measures and provisions have facilitated...
the exercise of the right to privacy in the digital age, in some instances legislation has also been designed to promote or facilitate mass surveillance practices. As such, the enjoyment of this right depends on a wide range of legal, regulatory, and institutional frameworks providing adequate safeguard and oversight mechanisms.

2.1.2. Right to freedom of opinion and expression

The right to freedom of opinion and expression is recognised and guaranteed by Article 19 of the UDHR, Article 19 of the ICCPR, and other major international, regional and national measures. The right is interlinked with other human rights including the right to privacy, the right to peaceful assembly and association, freedom of information, and freedom of the press and the media. For example, the right to freedom of opinion and expression can be seen as an enabler for the broader exercising of the right to equal participation in political affairs, as well as for safeguarding the right to free and fair elections.

While forming and holding an opinion and articulating an expression are intimately intertwined, human rights law has traditionally drawn a conceptual distinction between the two. The ability to hold an opinion freely has been understood as fundamental to human dignity and democratic self-governance, encapsulating without exception or restriction the ability to hold, change and form opinions about all matters, free from any interference. This is based upon the recognition that all individuals are endowed with mental autonomy, reason, conscience and with an inviolable and inalienable control over their mind. In contrast, the right to freedom of expression is all-encompassing and guarantees that all citizens should be able to seek, receive, impart and express their opinions, ideas and views openly through any means of communication without interference. Although the right to freedom of expression is inalienable and inviolable, restrictions to this right may apply for protecting the exercise of other rights (e.g. the right to dignity or freedom of religion) and safeguarding national security and public order.

Implications in the digital age

The right to freedom of opinion and expression is equally protected in the digital environment as it applies regardless of frontiers and through any media, in accordance with Articles 10 of
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the UDHR and ICCPR. Individuals should therefore be able to form and hold an opinion not only in their own mind, but also digitally, including by seeking access to and storing information and using available data, without external influences (e.g. public, private or algorithmic interventions). Individuals should also be able to circulate opinions and content, to share and express their views, and to receive and transfer information and ideas in the digital space, without interference from public or private actors and regardless of geographic boundaries. The exercising of this right assumes that all citizens should also have free and equal access to the internet and digital technologies.

2.1.3. Right to peaceful assembly and association

The right to peaceful assembly and association is recognised by Article 20 of the UDHR, as well as in Articles 21 and 22 of the ICCPR. This right recognises that individuals have a right to peaceful assembly and freedom of association with others, also to enable broader exercising of their civil, political, economic, social and cultural rights.

The safeguarding of the right to peaceful assembly and association is underpinned by a number of key principles, including a requirement for civil society actors and organisations to operate in a civic space where they have the ability to:

- Ensure the existence and effective operations of any peaceful association.
- Seek, receive and use resources and funding, and to mobilise resources available within society as well as from the international community and foreign donors under international human rights law.
- Be governed by an equitable set of rules and regulations.

The rationale for these principles stems from an understanding that civil society and civil society organisations (CSOs) represent critical components and enablers for facilitating the promotion and upholding of human rights, democratic values and rule of law. As such, states are seen as having both a negative obligation not to hinder or interfere with this right, but also a positive obligation to facilitate its exercise (e.g. through facilitating access to necessary resources; by establishing a regulatory environment conducive to the flourishing of a plural civil society, etc.).

Implications in the digital age

The right to peaceful assembly and association is recognised to apply equally in the digital environment. Digital technologies can be used both as an instrument to facilitate the organisation and coordination of offline activities pertaining to the exercising of this right, as well as to establish digital spaces to exercise this right directly and fully in a digital context. As such, digital technology is recognised as a critical enabler and instrument.
necessary to exercise and enjoy the right to peaceful assembly and association.\textsuperscript{36}

\subsection*{2.1.4. Right to equal participation in political and public affairs}

The safeguarding of the right to equal participation in political and public affairs is central to the development and sustenance of democratic societies and polities, as well as for the broader advancement of human rights through upholding the rule of law, social inclusion and economic development. This enshrines a right for all individuals to fully participate in and effectively influence public decision-making processes that affect them, including through:

\begin{itemize}
  \item Direct participation in political and public affairs (e.g. through voting in referenda or by participating in public affairs as a freely elected representative).
  \item Indirect participation through the election of representatives in free and regular electoral processes and participating in public affairs through public debate or dialogue with elected officials.
\end{itemize}

The right to equal participation in political and public affairs is closely linked to other rights, including the right to peaceful assembly and association, as well as the right to freedom of expression and opinion. The right to peaceful assembly and freedom of association, for example, comprises freedom to hold meetings and assemblies for public mobilisation in public and political processes.

Article 25 of ICCPR and the interpretative General Comment and jurisprudence adopted by the Human Rights Committee specify the obligations of states to provide relevant safeguards for participation in political and public affairs. These centre on addressing various obstacles to participation in political and public affairs, including direct and indirect discrimination against vulnerable and marginalised groups (e.g. women, minority groups and indigenous peoples).\textsuperscript{38} Such obstacles include any unreasonable and discriminatory restrictions to participation in political and public affairs stemming from considerations related to the automatic disenfranchisement of vulnerable groups, impairment determined on the grounds of intellectual or psychological reasons, as well as the adoption of arbitrary administrative barriers (e.g. linguistic requirements).\textsuperscript{39}

\textbf{Implications in the digital age}

The digital age can play both an enabling or stifling role for the right to equal participation in public and political affairs. As reported by the Office for the High Commission for Human Rights (OHCHR),\textsuperscript{40} digital technologies and services, including social media platforms, have enabled new horizontal forms of socio-political mobilisation and participation.\textsuperscript{41} Digital technologies and applications, however, have also facilitated the implementation of mass surveillance and targeted monitoring activities, as well as the persecution of political opposition groups and vulnerable groups in non-democratic societies (e.g. political opposition movements,}
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As such, digital technologies can be considered a double-edged sword as regards the facilitation of the implementation and safeguarding of the right to equal participation in political and public affairs.\(^\text{42}\)

\subsection*{2.1.5. Right to free and fair elections}

Free and fair elections are considered a cornerstone of democratic systems and processes. The right to free and fair elections is established in existing human rights law. In particular, Article 25 of the ICCPR recognises the right of citizens to take part in public and political affairs, either directly or through freely chosen representatives and to do so by voting in genuine and periodic elections.\(^\text{43}\) Similarly, Protocol 1, Article 3 of the European Convention on Human Rights (ECHR) recognises the right of citizens to free and democratic elections. Under the ECHR, a further distinction is made between active and passive electoral rights. Active rights are seen as encompassing the right to vote (i.e. the right to participate in an election as a voter), whereas passive rights encompass the right to participate in elections as a candidate.\(^\text{44}\)

The right to free and fair elections is closely linked to other rights including those pertaining to freedom of expression, equal participation in public and political affairs, and privacy. The right to freedom of expression during election periods is, for example, a core pillar and enabler of the right to free and fair elections. In practice, the realisation of the right to free and fair elections may include lawful restrictions on the freedom of expression during an election period (e.g. in relation to impartiality of public media during elections in order to support civil society in exercising their vote).\(^\text{45}\)

\textbf{Implications in the digital age}

In the digital age, links between the right to free and fair elections and others, such as the right to freedom of expression and the right to privacy, have become increasingly salient due to the potential for personal data of voters to be vulnerable to risks of surveillance, interception, and manipulation.\(^\text{46}\) The exploitation of digitalisation for novel forms of mass and targeted digital campaigns has raised concerns for and pressures on the right to privacy and data protection safeguards.\(^\text{47}\)

In some instances, digital technologies have been leveraged by actors for the purposes of electoral manipulation and interference, posing a direct threat to the safeguard and exercising of the right to free and fair elections. Digital communication technologies may, for example, be employed to confuse or mislead voters or leverage at scale targeted manipulation tactics through personalised appeals underpinned by big data analytics and mass communication tools. From an indirect perspective, digital technologies and personalised mass communication through social media have also led to the creation of so-called ‘filter bubbles’ and ‘echo chambers’, which have been highlighted as a challenge for the right to free and fair elections due to their associated risk of distortion for democratic deliberations.\(^\text{48}\)
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2.1.6. Right to education

The right to education recognises that no individual should be denied education in conformity with their own religious and philosophical convictions. International human rights law recognises the right to education under a number of existing frameworks, including Article 26 of the UDHR, as well as the International Covenant on Economic, Social and Cultural Rights (ICESCR), the Convention on the Rights of the Child, and the United Nations Educational, Scientific and Cultural Organisation (UNESCO) Convention against Discrimination in Education.

The right to education encompasses primary, secondary, and higher education, as well as fundamental education for those who did not receive primary education, the right to quality education in public and private institutions, and a right for parents to choose education approaches in conformity with their religious, philosophical, and moral convictions. Through this approach, the right entails safeguards enshrining a right to education including in the context of conflict, as well as for vulnerable groups, such as for example women and girls, individuals with disabilities, migrants and refugees, and members of minorities and indigenous groups.

The right to education includes safeguards also for individuals and organisations providing education. In particular, the right is seen as encompassing a recognition of freedom of teachers, as well as a right for individuals and associations to establish and direct education institutions in conformity with the minimum standards established by states.

Implications in the digital age

The use of digital technologies has become ubiquitous not only in the context of socio-political activities, but also for the provision of basic services, including education. The adoption of digital technologies has notably been described as revolutionising education by facilitating access to and dissemination of knowledge, thus providing new learning opportunities, including by facilitating access to education through online education materials and e-learning. These novel tools and practices facilitate not only the multiplication of learning pathways for various communities and interest groups, but also enable the diversification of learning approaches. It should be noted however that the digitalisation of education delivery may also lead, inadvertently or purposefully, to the exclusion of individuals and disadvantaged parts of society who have no access to digital technologies and platforms. Other challenges associated with the right to education in the digital age pertain to the spreading of misinformation and disinformation, which may negatively affect the education pathway of consumers of such information. For example, with regard to the right to health, misinformation may be conducive to the materialisation of health and safety risks for individuals crediting such information.
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2.1.7. Right to health

The right to health is recognised by Article 25(1) of the UDHR, as well as by several other international human rights treaties and instrument such as the International Convention on the Elimination of All Forms of Racial Discrimination, and the Convention on the Rights of the Child (ICESCR). In this context, the right to health is understood not as an obligation for states, international organisations or individuals to guarantee a person’s health. Rather, it provides a concept under which different principles of international law seek to recognise health as a basic human rights and facilitate the establishment of standards and means to both implement the right to health and provide for the health needs of all individuals, including groups with specific needs.

The right to health and its safeguarding are closely linked with the realisation of other human rights recognised under international law. These include the right to social security, the right to food and the right to education – since access to education provides opportunities for protecting one’s health through, for example, access to relevant knowledge and services.

Implications in the digital age

The digital age has fostered several opportunities for strengthening human health, including through providing connectivity and digital technologies for innovative healthcare practices, such as e-health and telehealth.

Digital platforms also facilitate democratised access to health advice through internet connectivity and dedicated platforms.

Equally, digitalisation and democratised access to digital technologies have produced risks to the health and wellbeing of various vulnerable populations and introduced new vulnerabilities to the right to health. For example, the COVID-19 pandemic has highlighted the impact of mis- and disinformation spread through digital platforms on public health. Here, for example, we might cite false or misleading information incentivising unsubstantiated treatments or seeking to undermine the adoption of evidence-based public health measures, such as social-distancing and the wearing of respiratory masks. Existing research also highlights the potential detrimental effects of digitalisation to the health and wellbeing of children due to heightened risks of exposure to harmful online content or abuse through digital platforms (e.g. child sexual exploitation).

2.2. Cross-cutting trends and challenges to HURDA

As described above, digitalisation has provided various opportunities and challenges for the exercising and advancing of HURDA. The study team identified a number of cross-cutting opportunities, trends, challenges, and threats that shape the HURDA landscape. These are summarised in Table 2.2 below and discussed in greater detail in the remainder of this section.
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Table 2.2: Overview of cross-cutting trends and challenges to HURDA

<table>
<thead>
<tr>
<th>Category</th>
<th>Key trends and challenges</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opportunities for human rights in the digital age</td>
<td>• Democratisation of access to digital spaces, technologies, and services</td>
<td>2.2.1</td>
</tr>
<tr>
<td></td>
<td>• Strengthening of human rights safeguards</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Enhanced access to information and knowledge regarding HURDA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Enhanced opportunities for the exercising and protecting of human rights and fundamental freedoms</td>
<td></td>
</tr>
<tr>
<td>Data, digital technologies and services as an economic commodity</td>
<td>• Commodification of data and surveillance capitalism</td>
<td>2.2.2</td>
</tr>
<tr>
<td></td>
<td>• Mass-scale adoption of machine learning-driven personalisation in communication</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Lack of oversight and control for the uptake of data-intensive technologies</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Lack of security and human rights safeguards by default</td>
<td></td>
</tr>
<tr>
<td>Data, digital technologies and services as a governance commodity</td>
<td>• Increasing digitalisation of public services and emergence of digital welfare states</td>
<td>2.2.3</td>
</tr>
<tr>
<td></td>
<td>• Unintended consequences of legislative and regulatory provisions</td>
<td></td>
</tr>
<tr>
<td>Mass surveillance and digital authoritarianism</td>
<td>• Weakening or criminalisation of encryption and privacy-enhancing technologies</td>
<td>2.2.4</td>
</tr>
<tr>
<td></td>
<td>• Increased capabilities for mass surveillance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Overbearing biometric data collection practices</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Exploitation of tools for monitoring, filtering, and blocking the dissemination of information or removing content online</td>
<td></td>
</tr>
<tr>
<td>Illicit or criminal activities in digital spaces</td>
<td>• Weaponisation of the information environment for misand disinformation, propaganda, and recruitment</td>
<td>2.2.5</td>
</tr>
<tr>
<td></td>
<td>• Exploitation of digital spaces for targeted online harms</td>
<td></td>
</tr>
<tr>
<td>Wider political and socio-cultural trends in the digital age</td>
<td>• Rise of digitally transparent societies and limited societal understanding of challenges for HURDA</td>
<td>2.2.6</td>
</tr>
<tr>
<td></td>
<td>• Declining social trust, public uncertainty and disengagement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Worsening digital divide and inequality</td>
<td></td>
</tr>
</tbody>
</table>

Source: RAND Europe analysis.
2.2.1. Opportunities for human rights in the digital age

Digital technologies and services have evolved over the years enabling individuals to exercise their human rights in both online and offline settings in previously unseen ways. Different stakeholder groups have leveraged connectivity, and digital technologies and services as critical enablers facilitating the exercising, safeguarding, and fostering of HURDA. Some of the opportunities and beneficial implications of digital technologies for HURDA include the following.

- Digital technologies and services have provided enabling tools for the exercising of human rights and fundamental freedoms, both online and in the physical world. The advent of the Internet and digital technologies has presented numerous opportunities for promoting the right to freedom of opinion and expression. The multiplication of online platforms has provided opportunities for reaching the disenfranchised, engaging large crowds as well as targeting specific individuals. The democratisation of content creators has promoted the multiplication of viewpoints, enabling the active exercising of freedom of opinion and expression throughout online spaces. These opportunities have facilitated a fundamental re-shaping of core human rights concepts, such as the civic space, to extend to digital platforms and virtual networks.

- Digital technologies have facilitated access to information and knowledge, enabling civil society and mitigating the impacts of restrictions, limitations, and censorship. The development of telecommunications infrastructure has facilitated unprecedented access to information and knowledge, enabling individuals and civil society across the globe to develop informed opinions. The breakdown of boundaries in the digital space has also encouraged more rapid and widespread dissemination of ideas, opinions and content, including to new audiences and previously excluded groups, further enabling the participation of different communities, including marginalised and disenfranchised ones, in informed discourse. This access to information and the engagement of individuals and communities in open dialogue based on open expression of views and opinions, including dissent, represent key factors underpinning and facilitating the development of an open and pluralistic civic space.

- Some technologies offer opportunities for directly strengthening human rights safeguards. Digital technologies have equipped CSOs with greater means to advance their agendas and facilitate their activities, reaching broader audiences and strengthening their capabilities. Social
media and other telecommunications platforms and tools have also been used to mobilise individuals and large strata of society across the globe, as well as to facilitate the activity of human rights defenders and activists, and to address social and human rights issues. HURDA-related safeguards have also been advanced through specific technological tools, such as privacy-enhancing technologies or distributed ledger systems.

While connectivity and digital technologies provide several opportunities to uphold HURDA and strengthen relevant safeguards, the increasing ubiquity of digital technologies and a growing permanent digital footprint also pose challenges to human rights. In particular, the digitalisation of public services, democratisation and increased use of smart devices, including the so-called ‘Internet of X’ (IoX), is shaping the HURDA landscape by increasing the amount of data and metadata, as well as personal information, shared and stored online. Such data can be legitimately shared or used, with consent, to improve the provision of services. However, it may also be traded and exchanged by public and private actors for purposes other than the original and legitimate uses, a phenomenon known as data repurposing. In addition, awareness about individual digital footprints and their uses remains limited, creating various challenges and increased vulnerabilities for human rights.

The following sections discuss some of the main cross-cutting challenges and threats for human rights stemming from actions by private and public sector actors, as well as individuals and civil society, to use and exploit digital technologies and spaces for economic, political, security or other gains. The cumulative effects of these challenges and threats form a complex and multi-faceted landscape.

### 2.2.2. Exploitation of data, digital technologies and services as an economic commodity

While regional and international discourses on privacy and data protection have increasingly recognised these as fundamental rights, their safeguarding has also hinged on a balancing of privacy safeguards with the economic opportunities provided by the digital economy and data as an economic resource or commodity. Activities by public and private sector actors to capitalise on the increasing availability of data have therefore incentivised a number of practices that highlight the tension between human rights and economic opportunities and incentives provided by digital services and technologies. Such practices include:

- **Commodification of data and surveillance capitalism:** Increasing data availability and the potential to generate data-driven insights that contribute to commercial, political, or other advantages has created incentives to monetise data, for example by reselling information through data
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Such practices can result in privacy asymmetry, whereby data brokers hold more information about the general public than the general public does about them. Furthermore, a number of factors including the availability of big data and advances in computing and analytical capabilities are enabling the re-identification or de-anonymisation of specific individuals by matching anonymous data points with publicly available information.

• **Mass-scale adoption of Machine Learning-driven personalisation in communication:** The widespread adoption of machine learning (ML) by traditional and social media has altered the way people access and consume information. It has enabled the customisation and recommendation of personalised content as well as targeting of individuals based on personal data, metadata and feedback loops. As such ML-driven personalisation has minimised the diversity of information individuals’ access, enabled the development of filter bubbles and self-reinforcing polarised clusters (also known as ‘eco chambers’), which may negatively affect freedom of opinion and expression and contribute to societal polarisation.

• **Lack of oversight and control for the uptake of data hungry technologies:** The exploitation of data and digital technologies as economic commodities has incentivised rapid development and uptake of technologies that require extensive data collection. Further to the collection of personal information for identification purposes, which is required for several online services, the selling of data to interested third parties adds additional risks to HURDA. Many technologies, however, are developed without associated oversight and control mechanisms in relation to the data collection and transfer practices. This is partly due to the relative freedom of action and manoeuvre that private sector actors have enjoyed in providing digital platforms and tools. Consumer interest in privacy and data protection safeguards has incentivised the adoption of both bottom-up and top-down regulatory measures. HURDA-related safeguards on the other hand, particularly in the context of privacy and data protection standards, have often centred on privacy limits originating in the private sector, thereby inverting the relationship between the regulator and regulated. A general opacity of data collection practise – i.e. a lack of understanding even among public sector actors of how data is collected and held – has exacerbated this challenge through limiting the ability of public sector actors to identify what HURDA-related safeguards are needed in the first place.

• **Lack of security and human rights safeguards by default:** In conjunction with the above-described lack of oversight and
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control for the exploitation of data as an economic commodity, a further challenge in technology development practices for HURDA has been a lack of security and human rights safeguards by design. Digital technologies and tools are frequently developed with security and safeguards being mere afterthoughts for issues such as privacy. In addition, commercial interests often drive rapid technology development, despite the presence of potential vulnerabilities, notably those relating to privacy and data protections. While privacy represents an increasingly relevant issue guiding consumer preferences (e.g. in relation to the adoption of IoX devices), restrictions on data sharing practices by default remain limited.

The rapid pace of technological development represents an additional cross-cutting trend that has augmented the economic incentives for exploitation of data and digital technologies with limited restrictions on such activity through relevant technical or regulatory safeguards. As noted by experts interviewed for the study, as regulation struggles to keep pace with technological development, commercial interests often shape its direction rather than regulation itself.

2.2.3. Exploitation of data, digital technologies and services as a governance commodity

Further to their economic potential, data and digital technologies have been used in governance processes and mechanisms supporting services across security, healthcare, housing, education and other sectors. The scale of digitalisation across public services has prompted commentators to describe futures where government agencies may be rely on full-scale automatisation and digitalisation. Some cross-cutting trends in relation to digitalisation of public services include:

- **Emergence of digital welfare states:** As highlighted in existing literature, the digital age has entailed the emergence and increasing proliferation of digital welfare states (i.e. states in which social protection and assistance systems are driven by digital data and technologies). While this provides opportunities for the improvement of welfare services and associated governance mechanisms, it also poses various HURDA-related risks. These can include a reduction in access to digital services for disadvantaged societal strata, the perpetuation of discrimination and marginalisation of communities, the elimination of welfare services for contentious groups, and the imposition of stronger sanctions regimes that may fundamentally undermine traditional governance models. As such digitalised and automated systems may enable the weaponisation of welfare systems against specific groups and communities thanks to wider predictive, surveillance and targeting capabilities.

- **Overbearing data collection approaches for policy- and decision-making:** The
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digitalisation of public services has included digitalisation of public health and other interventions leveraging extensive data collection and analysis capabilities. The COVID-19 pandemic has highlighted both the utility and risks associated with these approaches, notably with regard to the possible tensions between the use of COVID-19 track and trace mobile apps as public health crisis management tools, their potential exploitation for wider mass surveillance practices, and risks associated with privacy and civil liberties. Experts interviewed in the context of this study noted that the scale of data collection in the context of COVID-19 may produce long-term consequences for the HURDA landscape, including through reimagining the significance of connectivity for public access and participation, as well as reshaping socio-cultural structures (e.g. the relations between the state and civil society).

The leveraging of data and digital technologies as a governance commodity has, similarly to economic opportunities, incentivised the development of a range of legislative and regulatory measures to facilitate their effective exploitation. This has highlighted the potential risks of these uses of data and digital technologies as well as the potential for legislative and regulatory actions themselves to produce potential unintended consequences. The key trends and challenges in this context include:

- **Data localisation**: Data localisation refers to legislation requiring data to be stored or processed within national or regional borders. Driven by an increasing perceived imperative to control global data flows and enhance information security within national borders, the number of data localisation laws has steadily risen globally, including in non-democratic countries. While some data localisation practices are seen as relatively uncontroversial, the expansion of data localisation beyond cybersecurity and data protection into social and political issues has posed several risks. These include overarching concerns over ‘digital protectionism’ and the exploitation of data localisation for increasing collection of personal data, including information on sexual, religious and political orientations, which may be used by authorities for cracking down on minorities and political and human rights dissidents.

- **The imposition of social media taxes**: Driven by efforts to restrict social media discourse and strengthen national tax bases, various countries have opted to adopt taxes on the use of social media. This has sparked concerns over the potential of these taxes to limit access to the internet and information for civil society and poorer strata of populations and to exacerbate the digital divide. The effects of social media taxation on access inequalities also carry potential constraints on the exercising of the right to peaceful assembly and association, by limiting the free flow of information, communication between members of the civil society and
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placing de facto restrictions on both offline and online mobilisation.87

- **Splintering of the Internet architecture along national and judicial boundaries:** Efforts to restrict data flows and impose controls on digital services within national boundaries have contributed to a cumulative effect of the so-called ‘splinternet’. ‘Splinternet’ connotes the fragmentation of digital systems and services along national, judicial or economic boundaries, through the development of distinct Internet architectures or the use of firewalls; it has the potential to undermine the right to peaceful assembly and association.88 Such fragmentation can restrict the flow of information on global events or international views on local events, which could, in turn, undermine the ability to form or hold an opinion and express it through peaceful assembly and association.

Experts interviewed in the context of this study highlighted that while tensions between the exploitation of data, digital technologies and services as a governance commodity and HURDA can constrain the scope and scale of relevant safeguards, interventions to foster or promote HURDA may also have unintended consequences producing risks for other human rights. This is particularly noted in relation to content moderation measures, reliance on self-regulation in the private sector, as well as a reliance on automated content moderation that may potentially exacerbate the risks that content moderation poses to rights such as freedom of expression online.90 This is due to the potential of content moderation practices systematically producing false positives and moderating legitimate online content, e.g. through systematic biases reproduced by algorithmic content moderation models on the basis of biased training data.91

2.2.4. Exploitation of the information environment for mass surveillance and authoritarian practices

As discussed in previous sections, data and digital services and technologies have generated a number of opportunities as well as risks to HURDA through their exploitation as governance commodities. While such exploitation assumes a deliberate use of data and digital technologies and services for liberal, democratic governance practices and processes, the same technologies and services may also be exploited for nefarious activities and purposes such as mass surveillance and authoritarian practices. As a result, normative, legal and regulatory safeguards for HURDA have been purposely weakened in the context of what has been labelled as digital authoritarianism. This is a phenomenon encapsulating a range of trends and activities relating to the adoption of digitally-enabled authoritarian practices, including provisions to limit human rights and fundamental freedoms within one country, as well as the use of adversarial tools and tactics.
to undermine third countries that authoritarian institutions perceive as challenging or opposing them. Several threats and trends can be identified that have led to an erosion of HURDA or restricted safeguards established to uphold them:

**• The weakening or criminalising of encryption or privacy-enhancing technologies:** Concerns over the exploitation of encryption or privacy-enhancing technologies for illicit or criminal purposes such as mis- and disinformation have in some instances incentivised their weakening or prohibition by state authorities. Some states have implemented or proposed measures to purposely weaken encryption and privacy enhancing tools, including through the use of so-called backdoors. This entails the deliberate embedding of vulnerabilities and weaknesses in digital technologies and products to facilitate monitoring of their use and circumventing of encryption and other privacy-enhancing measures. While from a legal standpoint these may be justified for use by law enforcement, intelligence agencies and the wider national security apparatus under specific circumstances with adequate oversight, their misuse and leveraging for mass and targeted surveillance or prosecution may lead to a significant erosion of human rights safeguards and practice.

**• Increased capabilities for mass surveillance:** ICTs have enhanced the effectiveness and the capacity of public, private and individual actors to conduct mass surveillance, as well as to intercept, collect and share data. ICTs have significantly expanded the scale and potential duration of mass surveillance practices, whilst reducing the costs associated with it. For example, the ubiquity of IoT and IoX devices provides new means for eavesdropping and collecting information on behavioural patterns and habits, typically without user awareness. Similarly, the availability of user data combined with advances in data analytics enables the detection of unusual behaviours (e.g. changes in search history, movement location) for enhanced scrutiny of individuals’ behaviour and preferences.

**• Measures for monitoring, filtering, and blocking the dissemination of information online or for removing content online:** Certain security risks are exacerbated by or born out of the dissemination of online content (e.g. online harms, disinformation, the promotion of terrorism and extremist ideologies). This has prompted governments to adopt and implement measures for monitoring, filtering and blocking the dissemination of harmful content online or for removing harmful online content. Proportionate and necessary measures can contribute to fostering the development of a safe cyberspace and, in doing so, the promotion of human rights. Yet, in contrast, disproportionate and abusive measures for online content removal can, by contrast, seriously harm free speech and freedom of expression, for example, by inciting proactive or automatic content removal and facilitating government control of information.

**• Measures for restricting or blocking access to the Internet and online information:** In recent years, several governments have on occasion restricted or altogether blocked access to the Internet through a range of measures including Distributed
Denial-of-Service (DDoS), country-wide internet shutdowns, and through the by imposing costs to Internet access or by limiting access at specific times and places. In particular the number of intentional disruptions of internet-based services to exert control over the flow of information (also known as ‘internet shutdowns’) has increased significantly over the last two decades. Such practices have implications for exercising of the right to freedom of opinion and expression in the digital age, as well as on wider rights concerning freedom of association and peaceful assembly, and to participation in public and political life.

• **Collection of biometric data:** The implementation of systems to collect biometric data (e.g. facial recognition systems, voice recognition technology and other forms of uniquely identifiable data) for security, political, sanitary and counter-terrorism purposes may erode the right to privacy, as this type of uniquely identifiable data, and its collection and use may be inadequately safeguarded and protected in a number of countries. 93

2.2.5. Exploitation of the information environment for illicit or criminal purposes

Democratising access to information through digital channels has provided many opportunities for contemporary societies by facilitating popular participation in political processes and enabling closer information exchange between democratically-elected elites and their electorates. It has, however, also introduced and exposed various national security threats and vulnerabilities. For example, these include the exploitation of digital platforms for malicious purposes and the so-called **weaponisation of the information environment**. Relevant trends and phenomena include:

• **Mis- and disinformation:** Wingfield (2019) defines misinformation as the ‘inadvertent or unintentional spread of false or inaccurate information without malicious intent’ while disinformation is described as entailing the spreading of false or inaccurate information ‘designed, presented and promoted to intentionally cause public harm or for profit’. 94 Digital technologies and services have had several impacts on mis- and disinformation by facilitating access to and use of tools and platforms, such as social media. On the one hand, this has expanded opportunities for malign actors to spread false or misleading information at scale and targeting vulnerable and at-risk groups and individuals. Further, and beyond providing access to wider and new audiences, digital technologies have also created opportunities for actors to create novel tools for more sophisticated mis- and disinformation threats and spreading false or misleading information more rapidly. 95

• **Propaganda and recruitment:** Digital spaces, including social media platforms, have been extensively leveraged by state and non-state actors for the purposes of spreading propaganda. This has been done for various reasons, including facilitating recruitment. Existing research has highlighted the extensive use of sophisticated manipulation techniques.
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on social media to spread propaganda, with implications for the integrity of democratic processes (including elections), as well as public and political participation in democratic processes.\textsuperscript{96} Similarly, non-state actors such as terrorist organisations and violent extremist groups have leveraged social media platforms to propagate their narratives, enhance communication with existing followers, and conducting outreach to potential new ones, thereby strengthening recruitment.\textsuperscript{97}

- **Targeted attacks (e.g. trolling, cyberattacks) against human rights defenders and political dissidents:** The evolving HURDA landscape features a multitude of deliberate information threats targeted against civil society actors, such as human rights defenders and political dissidents. Such threats include targeted acts of mis- and disinformation, as well as cyber harassment and hate speech. Existing research, however, highlights a wider range of digital tools and tactics employed by state actors to target civil society actors. These include the hacking of individual or organisational devices, networks, and platforms (including social media profiles) as well as the causation of information leaks that seek to undermine the work of specific individuals or groups or, more broadly, undermine democratic processes and institutions.\textsuperscript{98}

Further to these challenges, digital spaces have also been used to propagate a range of **targeted online harms.** As noted in existing literature, definitional and conceptual ambiguities have made it difficult to comprehensively assess the extent of the problem of harmful online content. There is, however, increasing consensus that the growing challenges of the magnitude and complexity of harmful online content are facilitated by the digitalisation and democratisation of access to online platforms and services.\textsuperscript{99} Targeted online harms include a range of threats to individuals online, including:

- **Online hate speech:** While hate speech is a definitionally contested concept, it can be understood as encapsulating all forms of expression that disseminate, incite, promote or justify acts of intolerance or aggression against a group of people on the basis of their national, ethnic or other forms of identity.\textsuperscript{100} As such, hate speech is defined by the content, tone, nature, targets and implications of speech acts.\textsuperscript{101}

- **Cyber harassment and cyber bullying:** This may be defined as involving the threat of violence and death, as well as other nefarious practices such as invasions of privacy and dissemination of personal information, and the diffusion of false information causing reputational damage.\textsuperscript{102} While definitions of cyber harassment correspond with those of harassment outside of the digital space, digital content may exacerbate the damage suffered by victims of cyber harassment due to the extended lifetime
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of information posted online as well as the typically greater visibility and accessibility of such information.\textsuperscript{103}

- **Extremist and terrorist content:** Extremist or terrorist narratives can be considered as a form of harmful online content due to the potential harms that such narratives can cause by promoting messages propagating intolerance, hostility or discrimination against selected groups or communities. Extremist content may also pose direct threats to human life by legitimising or inciting extremist or terrorist attacks. It remains, however, challenging to define ‘extremist content’ without a risk of infringement into legitimate speech.\textsuperscript{104}

- **Child sexual exploitation and abuse:** The UK Online Harms White Paper conceptualises child sexual exploitation and abuse as an online harm propagated through the use of online platforms to ‘view and share Child Sexual Abuse Material, groom children online, and live stream the sexual abuse of children’.\textsuperscript{105}

### 2.2.6. Further political and socio-cultural trends shaping the HURDA landscape

The landscape of normative, legal and regulatory HURDA safeguards has been shaped from the top-down through the actions of public and private sector actors, and from the bottom-up by a wide range of trends and phenomena. A range of political and socio-cultural trends have shaped the HURDA landscape by defining public attitudes and actions towards digital technologies and services and their use by private and public sector actors. Some of these trends include:

- **The rise of digitally transparent societies and change in social and cultural attitudes towards human rights:** Social and cultural attitudes towards privacy are changing.\textsuperscript{106} People have become more willing to place information into public domains, by sharing content on their social media or live streaming parts of their lives. At the same time, the distinction between public and private spheres is becoming more blurred.\textsuperscript{107} The increasing use of social networking sites for business as well as remote working and employee monitoring are contributing to blurring the boundaries between social and work identities. The result of this is a cultural shift towards more transparent societies.\textsuperscript{108}

- **Limited societal understanding of threats and challenges for HURDA:** While public debate concerning issues such as privacy and data protection has been increasingly saturated, existing research highlights an ongoing challenge posed by limited societal understanding of the scope of threats and challenges for HURDA. In part, this reflects the wider challenge of capturing the full scope and scale of relevant trends even for public and private sector actors.

- **Declining social trust, public uncertainty and disengagement:** As highlighted
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by existing research, online harms and phenomena such as mis- and disinformation have evolved in a wider socio-cultural context of declining social trust, increasing public uncertainty and disengagement from political processes and public participation. In conjunction with an overall decline in the importance of fact and data in political discourse, these trends have worked to erode civil discourse and the key institutions that provide HURDA-related safeguards to civil society. The associated increased propensity of public debate, defined by disagreements over objective facts and a blurring of lines between opinion and fact, also increase the vulnerabilities of communities to malign uses of digital spaces for targeted online harms and other illicit or criminal purposes.

- **Worsening digital divide and inequality:**
  The interaction of globalisation and digitalisation is producing significant opportunities for economies globally. The interaction, however, is also linked to a worsening global digital divide (i.e. a gap between countries characterised by high connectivity and penetration of digital technologies and countries that are not) and its potential implications for global inequality. Forecasts of further increases in data availability and associated growth in the digital economy note that such trends are likely to drive an increasing concentration of digital market value and influence in the hands of a selected few actors, including states and others in the private sector.
  
  These trends highlight the need to consider the impact of digitalisation in a wider political and socio-cultural context, beyond the isolated impacts of technology development and adoption. As states continue to navigate the risks and opportunities of digitalisation for economic, governance, security, and other gains in ways that are consistent with existing human rights safeguards, it is thus important to consider how the impact of individual interventions may interact with this evolving landscape of HURDA-related trends and challenges. The next chapter (Chapter 3) builds on this overview by elaborating on a selection of intervention approaches that can be leveraged in this context.
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3 Capacity-building approaches for HURDA

3.1. Introduction
This chapter presents an overview of selected approaches for delivering HURDA-related capacity-building interventions. The intervention approaches discussed in this chapter were shortlisted through internal analysis of the data gathered through the initial literature review, desk-based research to map interventions, expert interviews, and consultations with the FCDO. The shortlisting of interventions was based on:

• **Expected impact:** Potential impact on human rights and fundamental freedoms in the digital age with a view to protecting and promoting the UK’s core values in cyberspace, including democracy, the rule of law, privacy and human rights.

• **Relevance to the FCDO CSSF programme:** The extent to which an intervention approach is likely to be of relevance and palatable to the FCDO’s CSSF programme.

Figure 3.1 provides an overview of the intervention approaches discussed in subsequent sections of this chapter.

3.2. Governance and regulation

3.2.1. Dialogue and consultative platforms and initiatives
Fostering HURDA is, at its core, a multi-stakeholder process that necessitates multi-stakeholder engagement and dialogue, particularly in relation to the shaping of the policy, regulatory, and normative environment. To facilitate this engagement and dialogue, implementers can establish, fund or otherwise support interventions in the form of platforms (intended here as collaborative and/or dialogue mechanisms), multi-stakeholder fora, bespoke or recurring conferences, seminars and other types of events. Such initiatives can be carried out at the local, national, regional and international level.

Interventions in this category could be used to facilitate interaction between different stakeholder groups (e.g. social media platforms and wider private sector actors, government stakeholders, and civil society actors), as well as foster the participation of particular stakeholder groups in legislative, regulatory, normative, and policy-related processes. This could help strengthen the legitimacy and likelihood of successful implementation of governance and regulatory frameworks by ensuring early buy-in from
relevant stakeholder groups. Mechanisms in this category could also facilitate the active exchange of knowledge and best practices across different stakeholder groups.

**Experts consulted and interviewed in the context of this study emphasised the existence of a demand and appetite for dialogue and consultative platforms** stemming from perceived opportunities associated with such initiatives, as well as what were perceived as relatively low barriers to implementation.\(^{113}\) Interventions such as discussion forums,
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conferences and events appear to be generally considered palatable from the perspective of funding organisations. The multiplication of virtual platforms for online participation and collaboration and increased teleworking in the context of the COVID-19 pandemic have also facilitated the implementation of these initiatives and reduced costs associated with organising large-scale events.

Experts consulted, however, noted that the proliferation of these initiatives and saturation of the policy space with a wide range of dialogue and exchange initiatives poses a risk of contributing to a dilution of their impact and sustainability. In other words, the creation of a significant number of new platforms, panels or workshops runs the risk of causing stakeholder fatigue. As such, experts consulted in the study highlighted the need to focus on strengthening existing dialogue and consultative platforms rather than duplicating efforts through the creation of new initiatives.

Further, the creation of new platforms and initiatives to cover an increased breadth of issues risks perpetuating thematic silos. This can implicitly limit the potential effectiveness and impact of these programmes by constraining the ability of existing networks of expertise that touch on different HURDA themes to engage with them. Focusing on deeper-dive initiatives addressing fewer but more specific issues may be beneficial for enhancing the overall impact of initiatives. Leveraging the personal networks of target beneficiaries and strategic communications may also be used to increase visibility and raise awareness of the outputs of relevant initiatives.

The underrepresentation of marginalised and local actors in dialogue and consultative platforms and initiatives represents a significant limit for interventions in this space. Whilst the goal of these interventions is to promote multi-stakeholder engagement, dialogue, knowledge-sharing and exchange of perspectives, marginalised populations and local actors often remain inadequately represented in these spaces. As such, there may be merit in supporting multi-stakeholder approaches in combination with the increasing representation and agency of marginalised voices and local actors in order to enhance sustainability and impact through ensuring buy-in at the implementation stage of these initiatives.

3.2.2. Knowledge generation and consolidation

HURDA initiatives may focus on generating and consolidating knowledge, particularly on issues concerning how human rights apply and have evolved or are evolving in the digital age. This type of intervention can take the form of research projects and evaluation activities aimed at strengthening the evidence base on human rights and fundamental freedoms in the digital age, and understanding and identifying evidence-based practices and approaches for fostering these. Activities
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in this category of interventions may be designed to provide greater clarity to relevant stakeholders on emerging areas of interest, such as new technologies or wider socio-economic developments affecting the digital domain. These interventions could inform the development of more robust and evidence-based measures and approaches to fostering and protecting human rights and fundamental freedoms in the digital age.

Knowledge generation and consolidation can help provide opportunities for advancing knowledge and fostering an enabling environment for HURDA, as well as for raising awareness of human rights and fundamental freedoms and their implications in the digital age. Specifically, **interventions can enable the development of necessary foundational knowledge of HURDA-related issues.**

They can also contribute to strengthening the evidence base concerning best practices to foster HURDA in beneficiary countries through different initiatives and interventions. Consultations with experts highlighted that existing interventions should be comprehensively evaluated in order to promote evidence-based approaches to HURDA.

While some elements of the HURDA landscape, such as freedom of expression, are more comprehensively covered by existing research, other issues have received less attention, resulting in gaps in the evidence base. Experts interviewed highlighted a need to target research towards key issues of interest in specific local contexts or key gaps in the evidence base. Such gaps include but are not limited to the impact of surveillance technologies, content moderation approaches, and the changing use of the Internet. Experts also noted that as researchers often lack access to relevant and up-to-date data (e.g. from private sector actors on content moderation practices), wider data access and greater transparency from social media and technology platforms was identified as a key enabler for the generation of evidence-based research on a number of existing gaps.

From the UK perspective, the continuous influence of the UK legislative and academic systems and ideas over partner countries, and especially Commonwealth countries, may serve as an important enabler in this context. This influence also points to opportunities for the UK to provide thought-leadership in HURDA-related issues, leveraging the FCDO’s experience in assisting partner countries in the redrafting of legislation on HURDA-related issues. This further adds to a relatively high palatability to the FCDO as a funding organisation and the low financial requirements for design and implementation that were highlighted by experts consulted.

Whilst knowledge generation and consolidation activities may present opportunities to strengthen HURDA-related safeguards in partner countries, the scale of impact of these activities may be limited by the relative lack of local contextualisation and skills gaps. As such, experts consulted for the study highlighted the need to ensure relevance and
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contextualisation of knowledge produced to recipient countries for maximising impact.\textsuperscript{127} They also highlighted the need to consider potential competences and skills barriers in partner countries that may constrain meaningful engagement and adoption of knowledge and ideas generated during interventions.\textsuperscript{128}

3.2.3. Lobbying and watchdog activities

Lobbying and watchdog measures enable a degree of observation, scrutiny and accountability to be held for an array of different stakeholder groups that interact and influence developments within the HURDA ecosystem. Watchdog activities are designed to verify that actors who play a role in implementing legislation, technical initiatives and other relevant interventions do not act unethically or illegally in a manner that undermines HURDA. They can also be designed to ensure that any programmes designed to protect and promote HURDA meet their specified commitments. In addition, lobbying efforts may be used to leverage influence from human rights defenders and other civil society stakeholders in an attempt to integrate a greater inclusion of principles and safeguards for HURDA into the activities of relevant policy-makers and institutional actors. Interventions under this category can be beneficial in establishing an avenue for the general public and CSOs to positively shape legislation and other initiatives in a way that protects and promotes HURDA. At the same time, initiatives of this type may help generate relatively swift changes in the HURDA environment, helping counteract violations or initiatives that negatively affect the HURDA landscape in a given context. Indeed, watchdog and lobbying activities can help gather support for actors involved in these activities from other sections of society, for instance through publicly disseminated reports, videos or news articles that may help increase the incentives for targeted stakeholders to incorporate greater HURDA considerations into their activities.

Strategic litigation and legal campaigns

Strategic litigation and legal campaigns offer an opportunity for civil society actors to facilitate change in legislation or regulations towards a greater inclusion of safeguards for HURDA. Initiatives that fall under this category, particularly strategic litigations campaigns, can therefore generate long-term positive changes in the HURDA landscape by focusing on creating legal precedents that may impact important societal norms, regulations or cultural traits that contribute towards an undermining of HURDA. Broader legal initiatives may also be beneficial for protecting at-risk groups in society that may suffer from HURDA violations stemming from a lack of legal safeguards or from flawed existing legal provisions.

3.3. Technical interventions

3.3.1. Enabling software for civil society actors and general population

Civil society actors, including journalists, human rights defenders, other grassroots organisations and the general public should have access to adequate software resources and tools to foster, exercise, and safeguard human rights and fundamental freedoms in the digital age.
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A range of technical tools and instruments may be required to ensure adequate protection when leveraging ICTs, including software to empower different stakeholder groups to contribute to debates on and practices of human rights and fundamental freedoms. Implementers may therefore orient interventions towards the development and uptake of enabling software solutions targeting different stakeholder groups and actors from among civil society and the general public. This could include detection software that can flag certain types of malicious content, such as ‘deepfakes’, browser extensions or plug-ins, and tools to enable human rights defenders to conduct digital activism more securely (e.g. online collaborative platforms, virtual private networks (VPNs), etc.).

Interventions aimed at developing and facilitating the uptake of software may help bolster cyber resilience and cyber hygiene among civil society actors. Equally, access to and use of software solutions can improve the cyber hygiene and resilience of the general public enabling a greater understanding and protection from threats and processes that may undermine their digital rights.

Experts consulted noted that enabling software for civil society actors and the general population is often perceived as double-edge sword for promoting HURDA. On the one hand, when deployed in hand with educational interventions such as digital literacy programmes, enabling software can equip civil society with the digital tools for exercising HURDA or strengthening their safeguards from the bottom up. For example, enabling software can provide end users with novel tools for enhancing privacy, countering mis- and disinformation, exercising their right to freedom of expression and association. On the other hand, technical interventions can be adopted as quick fixes to complex challenges within the HURDA problem space. As such, technical interventions can fail to address the underlying roots of threats to HURDA. Additional challenges for technical interventions include:

- **Gaps in local skills, competences and infrastructure**: Relatively low levels of digital literacy and lack of technological understanding among civil society actors and the general population may hinder uptake of software solutions. Similarly, the conditionality of these interventions on reliable Internet access and bandwidth may limit the impact of these interventions, particularly in the face of limits to connectivity and restrictions on Internet access (e.g. due to internet shutdowns).

- **Mis- and distrust in new and emerging technologies and lack of sustainability**: Mis- or distrust in emerging technologies due to political beliefs, low levels of digital literacy and increasing cybersecurity risks may constrain the adoption of technical interventions by different stakeholder groups. Similarly, the pace of technological change and a potential ‘technological hyperdrive’ may increase the risk of rapid obsolescence of technical
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solutions and reduce the sustainability of impact.\textsuperscript{134}

- **Unintended consequences for HURDA:**
  Experts consulted noted the existence of risks associated with unintended consequences and risks for HURDA stemming from software solutions due for example to poor security provisions in software developed or in solutions and services underpinning their use.\textsuperscript{135}

Expert consultations highlighted a number of principles that can increase the impact of enabling software for civil society and the general population. Technical solutions could be fostered in tandem with educational measures for improving digital literacy and cyber hygiene, thus informing end users of the risks tied with these tools, and ultimately lowering barriers related to skills and competences.\textsuperscript{136} Cross-government collaboration and multi-stakeholder engagement could support the integration of technical interventions with other initiatives as well as encourage incorporation of HURDA standards in technology design.\textsuperscript{137} To facilitate the uptake of relevant tools, sponsors may also prioritise funding for software targeting individuals with limited digital skills and competences (e.g. user-friendly encryption tools) and provide guidance, advice and tips for end-users on important considerations to factor in when adopting software to address HURDA-related challenges.\textsuperscript{138}

### 3.3.2. Enabling software for governmental and private sector actors

Providing technical tools and software for governmental and private sector actors may facilitate a top-down fostering and protection of human rights and fundamental freedoms in the digital age. Software solutions designed to support government and private sector stakeholders can focus on managing technical issues, as well as content. For example, software solutions could be designed to assist law enforcement agencies in monitoring, detecting or safeguarding against malicious activities in cyberspace. Enabling software in this category can vary in complexity, scope, and objectives. It may include complex solutions that leverage new and emerging technologies (e.g. Artificial Intelligence (AI)- and ML) to autonomously conduct activities previously considered labour intensive (e.g. content moderation and takedown) at greater scale. Enabling software for governmental and private sector actors may be designed to contribute to a structural strengthening, monitoring, and moderation of digital spaces against exploitative or harmful activities. This may, in turn, entail benefits for broader communities including civil society actors and the general public.

Enabling software for governmental and private sector actors offers opportunities for stakeholders to adopt a range of HURDA-supporting practices to slow the spread of misinformation and respond to hateful extremism online. For example, verification and factchecking software used by social
media platforms may help prevent the further dissemination of false information.\textsuperscript{139} Takedowns of harmful online content by private sector actors can also prevent exposure to hateful extremist content.\textsuperscript{140}

**Enabling software for governmental and private sector actors** shares many barriers, challenges and limitations pertaining to its impact and implementation with technical interventions designed to develop software for civil society and the general population. These include skills and competences gaps among stakeholders, and the low palatability for funder due to reputational risks and the lack of a human rights framework in technological design (see section 3.3.1).\textsuperscript{141} The risk of enabling software being exploited for purposes harmful to HURDA or producing unintended consequences is particularly salient in relation to software provided to government actors and civil society actors. As such, funding organisations may opt to encourage uptake of tools built externally rather than directly sponsoring the development of specific technologies.\textsuperscript{142}

### 3.3.3. Databases and repositories

Databases and online repositories may provide an additional means of fostering HURDA. These technical measures can be seen as providing access to ‘one-stop-shops’ for users to access and analyse information or raw data concerning particular phenomena. Interventions of this type may, for example, include databases containing instances of hate crime or manipulated images, or interactive online maps that provide overviews of certain practices that may impact human rights.

Measures that fall under this category may increase the accessibility of data that human rights defenders, policymakers, researchers, and other activists could use for improving their understanding and activities in the context of HURDA. These repositories may also reduce barriers associated with obtaining information through traditional data-gathering means, which can often be time-consuming, technically complicated and financially burdensome.

**Databases and repositories present opportunities for filling gaps in knowledge or evidence and, as such, could have important enabling impact for promoting HURDA.**\textsuperscript{143} As technical enablers, databases and repositories could provide the evidence base required to design more effective interventions or raising awareness concerning the trends and challenges to HURDA. If data are shared through databases and repositories, this may also lead to less duplication in initiatives and thereby free-up resources to be concentrated in other pressing areas of research.\textsuperscript{144}

Databases and repositories, however, may face barriers and challenges to implementation. In particular, **there are persistent difficulties in accessing raw data** (especially data on content moderation and removal) from social media platforms for building repositories.
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and conducting research. As such, the development of effective database and repository resources may be combined with support to efforts by academia or civil society stakeholders to increase data transparency through regulation, codes of ethics and other mechanisms. Databases may also lack context-specific resources such as language or image/vision resources, which may increase risks of bias in inputted data and limit their relevance and feasibility of use for designing interventions in a third beneficiary country.

3.4. Education

3.4.1. Training for senior decision-makers and institutional actors

This intervention approach concerns activities entailing a time-bound and active transfer of knowledge, skills and competences to stakeholders within government and public institutions, including senior policy and decision-makers, members of law enforcement agencies, the judiciary and prosecution services. Interventions within this category may include programmes such as training sessions, modules or workshops designed to develop skills and competences on different trends, challenges and issues related to HURDA.

Intervention approaches within this cluster can provide beneficiaries with an enhanced understanding and awareness of issues concerning human rights and fundamental freedoms in the digital age, which may in turn lead to a greater integration of relevant provisions and perspectives on these issues in their work and activities. This can, for example, help complement CSO activities to lobby for direct policy and legislative changes for human rights-centric digital and technology policies. As such, this category of interventions can support the formulation and development of both new safeguards and of an enabling environment for human rights and fundamental freedoms in the digital age, as well as a more effective implementation and protection of existing measures and provisions.

Experts consulted highlighted that training for senior decision-makers and institutional actors provided opportunities to generate a high level of impact for protecting and promoting HURDA. Notably, due to the degree of institutional power these stakeholders possess, training programmes for this stakeholder group could help integrate rights-based considerations in legislative and regulatory frameworks while also facilitating organisational change to enhance the protection of HURDA.

A key consideration for implementers of this intervention approach is to adopt different approaches to training programmes to tailor individual interventions. Instead of approaching the provision of training for this stakeholder group in a standardised manner, experts consulted in the study recommended offering a combination of baseline training with more targeted initiatives for selected target beneficiaries. Whereas the former may involve training focused on establishing a foundational level of considerations for HURDA, the latter could focus on more in-depth training for on specific issues within the HURDA problem space.
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Expert interviews highlighted that a lack of appetite from senior decision-makers and institutional actors can however represent a barrier for training-focused interventions. In a context in which incentives for participation may be limited, securing engagement from relevant stakeholder groups can be a significant challenge for implementers. Implementers should therefore seek to institutionalise or formalise incentives for policy-makers and institutional actors to engage in relevant training, such as through formal government departmental policies.

Similarly, the impact of training for larger stakeholder groups may be limited beyond immediate awareness-raising, with little impact on the longer-term behaviour of decision-makers and institutional actors. Given the potential risk of stakeholder fatigue, it may be beneficial to prioritise training for selected individuals who could then act as ‘HURDA champions’ within key stakeholder groups, raising awareness and acting as an influencer on HURDA-related issues.

3.4.2. Training for civil society actors

This intervention approach concerns activities entailing a time-bounded and active transfer of knowledge, skills, and competences to stakeholders and actors within civil society, including human rights defenders, journalists, lawyers and other CSOs.

Interventions within this category may include programmes such as training sessions, modules or workshops designed to provide participants with skills and competences on specific aspects of HURDA and ways to foster, protect and exercise them. While such training interventions may typically focus on tactical improvements (e.g. training for journalists on detecting sources of disinformation), they may contribute and support the achievement of longer-term, higher-level outcomes (e.g. limiting the spread of disinformation and enhancing the resilience of the national information environment).

Experts consulted during study activities highlighted that training for civil society actors can help to empower stakeholders in this category and provide widespread engagement in all thematic areas on HURDA. This includes engagement from various groups of CSAs that may traditionally not be at the centre of HURDA-related interventions. For example, journalists were one particular stakeholder group that was highlighted by experts interviewed as often suffering from inadequate training provisions. Interventions may also contribute to broadening the pool of practitioners and actors with relevant technical skills and know-how, empowering a larger number of organisations, activists, lawyers and other relevant civil society actors with the competences to influence, protect and exercise HURDA.

In order, however, to enhance the impact of any measures implemented, a strong understanding of the local skills gaps and needs of civil society actors is required in order to foster local ownership and increase buy-in from beneficiaries. This could be
achieved by conducting adequate training-needs-analysis and include train-the-trainer components to increase the sustainability of impact achieved.\textsuperscript{154}

**A specific gap in current training interventions for civil society actors concerns capacity to identify and visual forms of online misinformation.** The sophistication, quantity and speed at which manipulative visual content is shared digitally, especially through new formats such as deepfakes, has resulted in journalists and media outlets struggling to use traditional manual detection tools for combatting these threats.\textsuperscript{155} At the same time, such actors have reportedly received insufficient training on how to effectively use emerging technical tools designed to counteract these complex sources of misinformation.\textsuperscript{156} In this sense, the implementation of training courses may benefit from a combination with technical interventions in order to enable civil society actors to exploit the potential benefits that technical measures could offer in this environment.

Finally, the adoption of a strategy focused on engagement with CSOs, including through training programmes, is a measure that may allow sponsors to address limitations in current training practices. This would entail establishing a clear vision and objectives for promoting and protecting the civic space dimension of HURDA, which could include mapping an overall picture of existing training requirements to identify gaps that need addressing.\textsuperscript{157} Indeed, such strategies may provide the additional benefits of integrating medium to long-term considerations that could enhance the future-proofing aspects of new training measures that may be implemented.\textsuperscript{158}

### 3.4.3. Education and lifelong learning

Intervention approaches that fall under this category concern longer-term education programmes that aim to foster and structurally enhance through formal education and lifelong learning the availability of relevant knowledge, skills and competences on HURDA and associated challenges, threats and opportunities. Unlike training initiatives, these interventions are usually broader in scope and audience, focusing on developing a wider set of skills and competences. Such interventions may include the development of curricula at the higher education level, but also early childhood interventions or mid-career education interventions. These interventions can be beneficial in facilitating long-term positive outcomes for the availability of relevant skills and competences to foster and protect HURDA.

Experts consulted during the study noted that educational measures must be highly tailored to local contexts. This is not only in terms of local involvement and ownership over educational programmes, but equally in regard to ensuring that interventions address the specific learning needs of key communities.\textsuperscript{159} Given the strong local element of this intervention approach, external implementers
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may be better placed to indirectly support education and lifelong learning by providing relevant enablers such as financial and other resources, as well as guidance for relevant beneficiary organisations on the design and implementation of educational programmes.\textsuperscript{160}

Experts consulted indicated that there were opportunities to expand the audiences of educational projects to foster lifelong learning. Rather than exclusively targeting the young, initiatives could also aim to teach other age groups in society, such as the elderly, on important HURDA topics.\textsuperscript{161}

Experts consulted noted, however, that implementers may also face difficulties in implementing lifelong learning interventions. Notably, defining and measuring the concrete outcomes of education and lifelong learning interventions remains challenging.\textsuperscript{162}

Additionally, there is a risk of standalone educational courses addressing only the symptoms rather than the underlying roots of threats to HURDA. As such, any educational programmes may benefit from parallel implementation with other interventions.\textsuperscript{163}

Finally, steep financial costs involved with high-quality, long-term educational interventions may also further limit the palatability of this intervention approach to external international sponsors such as the FCDO.\textsuperscript{164}

3.4.4. Hackathons and competitions

Further to training and educational programmes, hackathons and competitions offer an alternative mechanism for enhancing skills and knowledge through engaging relevant stakeholder groups (e.g. technologists, students) in collaborative learning events. Furthermore, hackathons and competitions are often designed to solve practical challenges and issues, and thus lead not only to improved skills and competences, but potentially also to additional outputs. Hackathons and competitions include the provision of measurable rewards (e.g. prize money, scholarships, project funding) for achieving defined objectives (e.g. development of ethical AI applications or tools for tackling harmful online content) within a competitive, fast-paced environment. Hackathons and competitions represent mechanisms for engaging relevant stakeholder groups through hands-on, practical experience as compared to other educational interventions. During hackathons participants can engage in the formulation and development of initiatives to foster and promote human rights and fundamental freedoms in the digital age. Initiatives may be targeted at certain groups (e.g. university students) or open to broad, multi-stakeholder audiences, as well as being relatively niche (e.g. a hackathon on COVID-19 disinformation) or broad in scope (e.g. a competition on constructing ethical AI).

Mechanisms that fall under this cluster may be useful for actively engaging a wide range of relevant stakeholders, such as industry professionals, technology developers, students and academics. The interactive nature of hackathons and competitions may encourage individuals to pursue further endeavours that
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positively shape the human rights’ landscape or create new networks between different actors to work on promoting human rights and fundamental freedoms. By facilitating engagement between different groups of stakeholders, interventions in this category may also enable the identification of new pools of talent or project ideas that policymakers, industry leaders and other institutional actors can directly integrate to improve existing strategies and safeguards for human rights and fundamental freedoms online.

Despite these opportunities, experts consulted highlighted the limited sustainability and substantive impact of these types of interventions as a key concern. These stem from hackathons’ and competitions’ short-term nature and from their tendency to engage audiences that have pre-existing interests and knowledge in the subject matter of focus.165 Hackathons and competitions are typically designed to attract a digitally literate audience who may not be part of the most at-risk sections of society from HURDA violations.166 The scope of current practice suggests competitions and hackathons also remain relatively narrow in their scope.167 Experts consulted during study activities noted that there are various opportunities to expand the traditional target audiences and thematic focus of hackathons and competitions.168 Expanding target audiences of interventions could include, for example, competitions and hackathons focused on engaging women and girls in STEM-related initiatives.169

As such, careful considerations should be made by implementers regarding the objectives and underpinning strategy for delivering competitions and hackathons as HURDA-related capacity-building interventions. Novel approaches to leveraging competitions and hackathons as educational mechanisms may be needed to foster linkages with new kinds of audiences. Additionally, follow-up events, such as multi-stakeholder conferences, may be organised as follow-ons to existing competition or hackathon events with a focus on identifying positive outcomes drawn out from the conclusions of these programmes.

3.4.5. Awareness raising campaigns

Awareness-raising campaigns entail the promotion and advocacy of different issues within the HURDA ecosystem through a wide variety of formats (e.g., social media posts, videos, posters and advertisements). They are intended to increase the recognition of relevant topics by certain stakeholder groups. Interventions that fall under this category may be tailored in order to generate awareness with a particular set of actors who may be relevant for achieving the desired outcome of the campaign, or aimed more broadly at wider society to garner greater engagement on the issue at hand. Awareness-raising campaigns can provide opportunities to positively shape certain trends relating to HURDA that may require the sole engagement and involvement of end users, by highlighting ways that these stakeholders can contribute towards beneficial actions and behaviours. At the same time
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such interventions can generate greater awareness on HURDA topics that may not receive attention through alternative or existing initiatives, by disseminating targeted messages that highlight the importance of the relevant issue. Finally, these campaigns can empower traditionally marginalised communities who may have suffered from HURDA violations with a platform and influence to advocate necessary changes to prevent these infringements. This, in turn, may garner recognition from key actors that could result in alterations to legislation, working practices or behavioural norms that foster a more conducive environment towards HURDA.

3.5. Strategic communications

Strategic communication measures provide an opportunity for implementers to design and promote narratives concerning HURDA and actively shape national and international discourse. Strategic communications can be understood as encompassing interventions that aim to ‘reclaim’ narratives from hostile and malicious actors in the online information space. In doing so, they ensure that positive messages concerning human rights and fundamental freedoms in the digital age reach the wider public or specific at-risk communities and segments. Although these can be conceived of as government-led initiatives, strategic communications can involve a wider range of actors – from the public and CSOs to the private sector. Strategic communications approaches can include so-called counterspeech strategies, which aim to counteract specific instances of online hate speech, misinformation, or disinformation through alternative narratives and framing or rebuttals.

Strategic communications can offer a proactive way of directly challenging online-based content propagated by malicious actors designed to erode or undermine HURDA. Interventions of this kind may also raise awareness for digital users of the multi-faceted nature of online content and narratives. Furthermore, strategic communication interventions can be rapidly produced and deployed by leveraging new and emerging technologies to mitigate the influence of messages deployed by malicious actors (including through in-person messaging and messaging through ‘bot’ spam accounts) that seek to negatively impact the online information ecosystem.

Experts consulted during study activities highlighted that the integration of local actors into strategic communications and ensuring context-specificity was critical for maximising their impact.\(^\text{170}\) Furthermore, experts consulted noted that funders should make careful considerations of how certain target audiences may be digitally excluded while experiencing HURDA violations. As such, strategic communication projects require a comprehensive understanding of the potential impacts of the local socio-economic and socio-cultural environment on the receptiveness of local audiences to different kinds of messages.\(^\text{171}\)

While strategic communications is considered a key cross-cutting mechanism for the promotion and fostering of HURDA, a number of challenges may limit the impact of these interventions. These include the absence of planning or risk assessments at the design stage regarding the potential ways that
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these interventions could fail to properly engage beneficiaries or have unintended consequences. Such consequences could include, for example, back-lash from target audiences based on a general distrust or suspicion of fact-checkers and public authorities scrutinising certain narratives as mis- or disinformation.

Considerations regarding potential unintended consequences are therefore seen as a key part of advancing wider future-proofing of strategic communication initiatives. Additionally, challenges of evaluating the impact of counter-narrative projects and low levels of digital literacy among at-risk groups may undermine the ability of funders to effectively reach out to relevant target audiences and improve practices in an evidence-based way.

To enhance the impact of strategic communication interventions, an integration of online messaging and offline initiatives or other types of interventions (e.g. educational measures) may be pursued. Beyond current practice, strategic communication initiatives may also be expanded to include alternative stakeholders or narratives. This could, for example, include strategic communications based on storytelling narratives and showcasing the success or progress of ongoing projects as a means of engaging a wider range of potential donors.

3.6. Comparative and cross-cutting analysis of capacity-building approaches for HURDA

Building on the discussion of a selected shortlist of individual intervention approaches discussed in the previous section, this section presents a comparative and cross-cutting analysis of the opportunities, challenges and other considerations for funders in relation to delivering HURDA-related capacity-building interventions. Insights informing this chapter were derived from the data collection and analyses that were carried out throughout the study, including the literature review, interventions mapping, expert interviews and STREAM workshop activities.

3.6.1. Comparative analysis

To comparatively assess the opportunities associated with different HURDA-related capacity-building intervention approaches, the study team engaged experts and stakeholders from across academia, CSOs and government departments in a STREAM scoring exercise. This scoring exercise served to elaborate on the relative benefits and limitations of different intervention approaches through assessing their impact and feasibility of implementation across a range of criteria. Figure 3.2 provides an overview of the findings from this comparative analysis, showing the assessed impact and feasibility of implementation of each of the shortlisted intervention approaches, with a supporting figure key in Table 3.1.
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The scoring results and workshop discussions provided a number of high-level insights concerning the relative impact and feasibility of implementation of each category of interventions as well as individual intervention approaches:

- Governance and regulation-focused interventions provide important opportunities for fostering stakeholder collaboration and incentivising evidence-based approaches to fostering the HURDA landscape. This represents opportunities
for systemic change by institutionalising key principles for strengthening HURDA-related safeguards, such as ‘multi-stakeholderism’ and evidence-based policy-making. Interventions approaches in this category also generally face lesser barriers to implementation from the perspective of the FCDO.

- Technical intervention approaches are believed to provide important technical enablers for fostering HURDA, including through enabling the filling of gaps in evidence or knowledge, particularly relevant in light of rapid technological change. Technical interventions, however, require careful consideration about their integration with wider, non-technical responses. This is due to the risk of technological solutions being considered a quick and easy fix to technology-driven issues. The design of technical tools can also significantly shape the impact of technical interventions, with early integration of inclusivity and transparency in the design of technical tools a key priority. Overall, the feasibility of implementation of technical interventions may be limited for the FCDO due to potential reputational risks if technical interventions have unintended consequences on the HURDA landscape or are deliberately exploited for alternative purposes.

- The scoring exercise indicated significant variations among education-focused interventions in relation to both their impact and feasibility of implementations. While some intervention approaches, such as hackathons and competitions, were believed to contribute relatively little to the strengthening of the HURDA landscape despite low barriers to implementation, others such as education and lifelong learning promised significant potential impact but faced significant barriers to implementation. As highlighted by experts consulted during the study, a key cross-cutting factor shaping the impact of education and training is the extent to which interventions can engage new audiences that may not have pre-existing interests in issues such as digital technologies and human rights. While innovative mechanisms such as hackathons can provide more practical, hands-on experience through which relevant audiences can strengthen their skills and knowledge, there is a risk that interventions deliver only short-term visibility for HURDA-related issues.

- Strategic communications represent an important overarching narrative-focused layer of HURDA-related interventions. Experts consulted however highlighted that strategic communications campaigns may struggle to engage key audiences (e.g. most at-risk communities) limiting their scope and scale of impact. Additionally, the impact of interventions in this category can be more uncertain than in the case of other intervention approaches due to the difficulty of measuring the impact of strategic communications in an isolated way. While the workshop scoring exercise provided insights concerning potential trade-offs between different intervention approaches stemming from their relative impact and feasibility of implementation, the scoring also highlighted similarities between many of the intervention assessments. This highlighted the need for more nuanced considerations of how interventions are designed and implemented – factors that may contribute to maximising their impact and facilitate their implementation by the FCDO. The following sections discuss these additional factors in greater detail.
3.6.2. Cross-cutting considerations on HURDA-related capacity-building interventions

As the comparative assessment of the shortlisted HURDA-related interventions indicated, while some intervention approaches are generally believed to be more impactful in relation to HURDA, interventions are likely to aim at fostering impact at a different level of HURDA landscape (e.g. strengthening capabilities in contrast to shaping culture and attitudes). As such, organisations may benefit from focusing on a portfolio-style approach of multiple, mutually-reinforcing interventions in order to achieve a sufficient breadth, depth and sustainability of impact. This also recognises that while some intervention approaches may be more impactful than others, no single intervention approach is likely to achieve sustainable outcomes in isolation. There are several additional considerations in relation to such a portfolio-style approach:

- The impact of individual interventions may materialise differently in combination with other interventions as opposed to in isolation. Experts consulted for example highlighted that technical tools such as databases and repositories are likely to make an important contribution to the strengthening of the HURDA landscape through serving as technical enablers. The scope, however, of the impact of this intervention approach in isolation is more uncertain. As such, the prioritisation of funding for HURDA-related capacity-building may require a comprehensive assessment of the interaction of individual interventions as well as their complementarity.

- The fostering of a comprehensive portfolio of HURDA-related capacity-building interventions may facilitate the integration of HURDA as a cross-cutting dimension to wider capacity-building approaches and engagements between the FCDO and key partner nations or regions. Several factors underpin the importance of fostering of an integrated HURDA framework through the embedding of human rights considerations across capacity-building activity. Firstly, it is important to consider how funding organisations can foster consensus over shared human rights values from a principled standpoint across different lines of effort in capacity-building. Frequently, while human rights considerations are well integrated in certain portfolios, they are lacking in others. This may undermine the overall impact of efforts pursued by a funding organisation due to lacking coherence. Such coherence is key both in a horizontal and vertical dimension. In relation to the former, it should ensure coherence in HURDA-related activities between UK’s domestic policy actions and external initiatives. In relation to the latter, coherence is also needed between UK and other actors’ activities in a given national or regional context.

The fostering of a coherent and integrated HURDA framework also recognises the inherent limits of capacity-building activities to the fostering of human rights and fundamental freedoms online. While capacity-building can make significant contributions to the strengthening of HURDA, a sustainable improvement in structures, systems and practices relating to HURDA may require
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additional levers of power across government to be applied in tandem. This includes the mobilisation of diplomatic, financial and political resources across the HURDA problem space. The mobilisation of these resources alongside HURDA capacity-building may be required not least due to the myriad trends and challenges that shape the HURDA landscape but fall outside of the reasonable scope of capacity-building interventions, such as:

• Direct shaping of international norms and standards concerning HURDA through bilateral or multilateral engagements (including through relevant UN bodies and initiatives).

• Engagement with and regulation of the private sector on matters of concern to HURDA (including fostering transparency in content moderation and accountability of digital service providers).

• The fostering of broader socio-economic development with implications for HURDA (e.g. access to education and healthcare).

In mobilising a variety of governmental levers and resources to support HURDA, experts interviewed emphasised that the scale of engagement can have a significant impact in its own right. The scale of investment from the UK on priority issue areas in priority countries and regions serves to reiterate the opportunities that exist for the UK to signal its commitment to these issues and countries or regions. Given the overall importance of credibility and buy-in from local stakeholders to the success of HURDA-related capacity building, as discussed further below, the signalling of such commitment can serve to: (1) directly enhance the UK’s credibility as an actor invested in strengthening the HURDA landscape; and (2) foster trust and strategic partnerships between the UK and key stakeholders.  

Further to the scale of investment and resources dedicated to HURDA-related capacity-building interventions, the impact of individual interventions is likely to significantly depend on features in their design and implementation. The next section discusses in greater detail some of the key cross-cutting principles for consideration in the context of HURDA-related capacity building.

3.6.3. Cross-cutting challenges for HURDA-related interventions

The implementation of capacity-building interventions to foster and promote HURDA may be constrained by various challenges for funding organisations. These stem from structural trends shaping the HURDA landscape, the inherent complexity of the HURDA problem space and the intersectionality of human rights in general, as well as the dynamics among and behaviour of different stakeholders. As such, it is important to recognise a number of cross-cutting challenges for funding organisations and implementers to effectively navigating the landscape of HURDA-related capacity-building. These challenges include:

• Rapid pace of technological change: As discussed in Chapter 2, the HURDA landscape is most significantly shaped by advances in ICTs and technologies such as biotechnology, space-based technologies (e.g. satellite imagery) and quantum computing. The pace of technological advances, while providing opportunities for rapid improvement of technical tools underpinning HURDA safeguards, also present significant challenges, particularly in relation to regulation, legislation and
governance. In addition to potential gaps in skills and expertise on data use and data protection that constrain public sector organisations, the pace of technological change poses challenges to the ability of funding organisations to design ‘future proof’ interventions rather than playing catch-up with technological advances.\textsuperscript{179} As such, capacity-building requires consideration of possible future-proofing of interventions.

- **Lack of shared understanding of key concepts and taxonomies:** HURDA-related capacity-building interventions frequently face challenges stemming from a lack of consensus concerning the conceptual and definitional delineations of key concepts at the heart of interventions. This includes, for example, the concepts of the civic space and hate speech, undermining efforts by the international community to focus resources as well as shape a coherent international governance and regulatory environment that is conducive to fostering sustainable outcomes for human rights and fundamental freedoms online. As such, there is a need to clearly define concepts that constitute the strategic objectives of different interventions and consider how this may differ from the understanding of other actors in the wider international community.\textsuperscript{180}

- **Heterogenous understanding of HURDA principles:** Further to the lack of shared understanding on key concepts and taxonomies in HURDA capacity building, experts interviewed noted that there are significant differences in national and regional approaches to some of the key HURDA principles. This includes, for example, freedom of speech and expression, which, historically, has been interpreted differently in various national and regional contexts.\textsuperscript{181} The heterogeneity of understanding of these principles in turn constrains the potential for coherent international actors on HURDA. It may also undermine efforts to highlight the universality of human rights in strategic communications and other categories of interventions.

- **Uncertainties concerning the impact of interventions and potential unintended consequences:** Though a maturing evidence base concerning factors and principles that underpin effective capacity building may help guide future identification of best practices, there are persistent uncertainties concerning the potential impact of many intervention approaches. This is not least due to the difficulties of measuring and evaluating the impact of individual interventions, and possible inconsistencies in how evaluation and assessment practices are incorporated into capacity-building interventions as well as how robust these practices are.\textsuperscript{182} Furthermore, HURDA interventions may face the risk of sparking adverse impacts through unintended consequences, for example if technical capacities are exploited by stakeholders for alternative purposes, or efforts to strengthen certain HURDA principles (e.g. by strengthening counter-disinformation frameworks) work...
to undermine others (e.g. freedom of expression online).

- **Lack of inter-stakeholder coordination and stakeholder fatigue:** Identifying local partners and fostering their interest, participation and buy-in for capacity-building interventions and initiatives can be challenging.\(^\text{183}\) Furthermore, the role of some stakeholders (e.g. different UN agencies) may not be understood equally, risking that local and international stakeholders with relevant expertise and capabilities may be excluded or missing from capacity-building activities.\(^\text{184}\) Where partners are effectively identified and engaged in participatory HURDA capacity-building activities, funding organisations however also face the risk of stakeholder fatigue.\(^\text{185}\) As such, interventions require careful consideration of who the key partners are and how they can be meaningfully engaged to foster sustainable change in the understanding of and practices vis-à-vis HURDA.

---

\(^{183}\) RAND Europe interview (February 2021, ID12).

\(^{184}\) RAND Europe interview (February 2021, ID14).

\(^{185}\) RAND Europe workshop (March 2021).
Conclusions and recommendations

4.1. Summary of results

As discussed throughout this report, digitalisation and its underlying technologies and associated applications and services provide both opportunities and challenges for the fostering and promotion of human rights and fundamental freedoms. Digital spaces provide a unique opportunity for individuals and groups to interact and exercise their rights and freedoms. Conversely, digitalisation has given rise to novel threats and risks for human rights and fundamental freedoms as well as augmented existing threats.

Overall, human rights and fundamental freedoms have seen, albeit in different ways, their saliency, application, safeguarding and exercising affected by socio-technological developments that have occurred in the so-called digital age. Chapter 2 of the report presented a characterisation of the key human rights and fundamental freedoms that are shaped by digitalisation as well as of the main associated trends, challenges, opportunities, and threats. Figure 4.1 below presents a visual summary of the content of this chapter.

As noted in Chapter 2, the rights discussed in this report should not be taken as exhaustive, but rather as illustrative of how digital technologies and their uses and applications have influenced a wide range of human rights and fundamental freedoms. Furthermore, it should be noted that while it may be possible to discern between different rights and freedoms at an abstract level, such distinctions are less applicable in practice, and particularly in the context of capacity-building efforts, as the safeguarding and exercising of different rights and freedoms are inherently interconnected and overlapping.

While the impacts of technological advances and digitalisation may materialise differently in relation to each of the human rights and fundamental freedoms outlined above, the study identified a number of cross-cutting trends and challenges. These stem both from the impacts of increasing utilisation of data and digital technologies and services as economic or governance commodities, as well as deliberate exploitation of the information environment in the context of rising digital authoritarianism or for purposes such as misinformation, targeted cyberattacks, and a range of other online harms. As such, the evolving HURDA landscape is characterised by considerable complexity and rapid change, as well as tensions between multiple contravening interests for the utilisation of maturing and advancing technological tools and services. Figure 4.2 provides a visual summary of some of the main opportunities, trends, challenges, and threats for HURDA.
Figure 4.1: Mapping human rights and fundamental freedoms in the digital age

**RIGHT TO PRIVACY**
- Definition: Individuals are allowed to hold a private life, family, home and correspondence, and choose when, where, how and to whom information about them is disclosed to others.
- Implications in the digital age: Informational privacy requires that both substantive information and metadata be safeguarded to protect this right.

**RIGHT TO FREEDOM OF OPINION AND EXPRESSION**
- Definition: Individuals can seek, hold, receive, impart and express their opinions, ideas and views openly through any media.
- Implications in the digital age: Individuals should have free and equal access to the internet and digital technologies and be able to form, hold, and express their opinions in the digital environment.

**RIGHT TO PEACEFUL ASSEMBLY AND ASSOCIATION**
- Definition: Individuals have a right to peaceful assembly and freedom of association with others, also to enable broader exercising of their civil, political, economic, social, and cultural rights.
- Implications in the digital age: The right applies also in the digital environment, digital technologies may be used as enablers for exercising the right both in the digital and physical worlds.

**RIGHT TO EQUAL PARTICIPATION IN POLITICAL AND PUBLIC AFFAIRS**
- Definition: Individuals can fully participate in and effectively influence public decision-making processes that affect them, including through participation in political and public affairs.
- Implications in the digital age: The right applies also in the digital environment whose underlying technologies may be used both as an enabler or barrier to its safeguard.

**RIGHT TO FREE AND FAIR ELECTIONS**
- Definition: Individuals can participate in the conduct of public affairs, directly or through freely chosen representatives, and to vote or be elected in free, fair and periodic elections.
- Implications in the digital age: Digitalisation may facilitate participation in electoral affairs but carries risks of manipulation, interference, and enabling violation of other rights.

**RIGHT TO EDUCATION**
- Definition: No person shall be denied a right to education in conformity with their own religious and philosophical convictions.
- Implications in the digital age: Digitalisation can facilitate education delivery but also lead to exclusion of disadvantaged groups with no access to digital technologies.

**RIGHT TO HEALTH**
- Definition: Expresses the right to health as a basic human right and encapsulates standards for meeting the health needs of specific groups or individuals, and the means for implementing the right to health.
- Implications in the digital age: Digitalisation can facilitate innovative healthcare practices but also carries risks and vulnerabilities associated with mis- and disinformation.

**OTHER HUMAN RIGHTS AND FUNDAMENTAL FREEDOMS**
- Definition: Other human rights and fundamental freedoms which may be shaped or influenced by digitalisation, ICTs, and associated opportunities, trends and challenges.
### Figure 4.2: Cross-cutting opportunities, trends, challenges, and threats for HURDA

<table>
<thead>
<tr>
<th>OPPORTUNITIES</th>
<th>TRENDS</th>
<th>CHALLENGES</th>
<th>THREATS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Opportunities for human rights in the digital age</strong></td>
<td><strong>Wider political and socio-cultural trends in the digital age</strong></td>
<td><strong>Data, digital technologies and services as an economic commodity</strong></td>
<td><strong>Data, digital technologies and services as a governance commodity</strong></td>
</tr>
<tr>
<td>Democratisation of access to digital spaces, technologies, and services</td>
<td>Rise of digitally transparent societies and limited societal understanding of challenges for HURDA</td>
<td>Commodification of data and surveillance capitalism</td>
<td>Increasing digitalisation of public services and emergence of digital welfare states</td>
</tr>
<tr>
<td>Strengthening of human rights safeguards</td>
<td>Declining social trust, public uncertainty, and disengagement</td>
<td>Mass-scale adoption of machine learning-driven personalisation in communication</td>
<td>Unintended consequences of legislative and regulatory provisions</td>
</tr>
<tr>
<td>Enhanced access to information and knowledge regarding HURDA</td>
<td>Worsening digital divide and inequality</td>
<td>Lack of oversight and control for the uptake of data-intensive technologies</td>
<td>Weakening or criminalisation of encryption and privacy-enhancing technologies</td>
</tr>
<tr>
<td>Enhanced opportunities for the exercising and protecting of human rights and fundamental freedoms</td>
<td></td>
<td>Lack of security and human rights safeguards by default</td>
<td>Increased capabilities for mass surveillance</td>
</tr>
</tbody>
</table>

### Source: RAND Europe analysis.
In the context of the above-described HURDA landscape, donor organisations, human rights and civil society organisations, as well as capacity-building implementers can leverage a number of approaches and methods to build capacity to foster and safeguard HURDA. As discussed in Chapter 3, these approaches can be broadly grouped into four categories encompassing: governance and regulation-focused interventions, technical interventions, education-related interventions, and strategic communications. Within these categories, a range of activities and approaches can be leveraged to build capacity and contribute to a wider fostering and safeguarding of human rights and fundamental freedoms.

To provide a better characterisation of the spectrum of capacity-building approaches and the benefits and limitations of different intervention mechanics, as well as relevant corresponding considerations for the UK FCDO, the study carried out in-depth comparative analysis of ten intervention approaches presented in Figure 4.3 below.

**Figure 4.3: Intervention approaches for HURDA-focused capacity-building interventions**

<table>
<thead>
<tr>
<th>GOVERNANCE AND REGULATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dialogue and consultative platforms and initiatives</td>
</tr>
<tr>
<td>Knowledge generation and consolidation</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TECHNICAL INTERVENTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enabling software for civil society and general population</td>
</tr>
<tr>
<td>Enabling software for governmental and private sector actors</td>
</tr>
<tr>
<td>Databases and repositories</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EDUCATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training for senior decision-makers and institutional actors</td>
</tr>
<tr>
<td>Training for civil society actors</td>
</tr>
<tr>
<td>Education and lifelong learning</td>
</tr>
<tr>
<td>Hackathons and competitions</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STRATEGIC COMMUNICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strategic communications campaigns</td>
</tr>
</tbody>
</table>

Source: RAND Europe analysis.
As discussed in Section 3.6, a capacity-building intervention would typically be characterised by the presence and sequencing of multiple activities and instruments from across those presented in Figure 4.3 above. Furthermore, intervention implementation activities would be characterised by distinct benefits, limitations, enablers and barriers stemming from the specifics of the context of work. As such, donors and implementers of capacity-building interventions should consider during intervention design and implementation stages the trade-offs, strengths, and limitations of different approaches. Such considerations should take particular note of the specific contexts in which they would operate, the beneficiary groups they would target, and the resources, expertise and know-how available.

Further to these considerations, HURDA-related capacity-building should also be guided and informed by a range of cross-cutting principles to maximise the potential impact and minimise the risk of any unintended consequences resulting from interventions being implemented. The following section outlines a set of recommendations concerning overarching principles to be considered by relevant stakeholders during the planning, design, and implementation of HURDA-related capacity-building interventions.

4.2. Recommendations

A core aim of this study was to propose recommendations for action to be implemented by the FCDO CSSF Cyber and Tech Programme and the FCDO’s capacity-building work more broadly. The following sections present cross-cutting recommendations emerging from this study that are of relevance not only for the FCDO, but also for donor and implementer organisations more widely that are active in the space of HURDA-related capacity building. In particular, a review of data and insights collected during expert interviews and workshop consultations helped generate overarching recommendations and principles that donor and implementer organisations should consider adopting and implementing to further strengthen their capacity-building efforts on HURDA (see Section 4.2.1), as well as practical insights concerning specific intervention approaches considered in study activities (see Section 4.2.2). When formulating recommendations for action, the study team strived to focus on areas where donor and implementer organisations can take independent action and achieve impact.

4.2.1. Overarching principles

A critical appraisal of the study evidence base collected, including interviews and workshop consultations with relevant stakeholders, led to the identification of several overarching principles that donor and implementer organisations should consider during the planning, design, and implementation stages of capacity-building efforts touching on HURDA. These are summarised in Figure 4.4 and are discussed in greater detail below.
1. **Adopt a holistic approach to human rights and fundamental freedoms, embedding a focus on these across all capacity-building initiatives and abandoning any residues of digital exceptionalism.**

Stakeholders and experts consulted during study activities lamented that HURDA-related considerations in capacity building are often present only in those initiatives specifically designed to focus on HURDA. Furthermore, they lamented that HURDA-related capacity-building interventions often have a narrow thematic approach – touching only on specific segments and challenges of the HURDA problem space.

Donors and implementers should strive to embed an active focus and consideration on HURDA across wider portfolios of capacity-building interventions, not limiting such focus to those with a specific human rights and fundamental freedoms focus. Furthermore, given the pervasiveness of implications stemming from digital technologies for human rights (as evidenced in Chapter 2), any focus on human rights in capacity-building interventions should move away from more traditional concepts of human rights towards recognising the saliency and significance of the implications for human rights that stem from socio-technological advances. Confining HURDA-related considerations to specific interventions and initiatives was seen by experts consulted as running a significant risk of undermining the ability of donors and implementers to
achieve meaningful and sustainable impact with regards to HURDA.

2. **Ensure that policy and international engagement work support and are coherent and resonate with capacity-building initiatives to foster and protect human rights and fundamental freedoms.**

Experts consulted over the course of study activities noted the inherent limitations and challenges associated with taking an approach considering only capacity-building efforts for issues related to HURDA. The presence of a responsive culture and environment to HURDA in target and beneficiary countries and regions was noted as a key enabler and requirement to ensure the achievement of sustainable and meaningful impact. In this regard, governmental donor and funder organisations and programmes, such as those of the FCDO, should consider framing and supporting HURDA-related capacity-building efforts through wider diplomatic initiatives. This should employ the full range of instruments and levers of power available to foster the development of a conducive context and culture for HURDA in partner and beneficiary countries where this may not exist. In this regard, stakeholders and experts also noted a need to ensure that any violations committed with regard to HURDA by partner and beneficiary countries be addressed and stigmatised on a scale comparable to violations touching on human rights in a more traditional sense. Experts and stakeholders consulted lamented a tendency in global human rights practice for such violations to be considered of lesser significance or impact than traditional human rights violations taking place in the physical world.

3. **Develop a strategic approach and overarching framework to guide capacity-building initiatives focusing on human rights and fundamental freedoms.**

As evidenced in Chapter 2, recent and ongoing developments at the socio-technological and political levels provide significant opportunities and challenges for HURDA. Recognising the complexity of the HURDA problem space, and in light of a general context characterised by resource constraints and finite opportunities for action, prior to selection of specific initiatives and interventions donor and funder organisations should consider developing an overarching intervention logic and:

a. **Identify overarching priorities and desired outputs and impact to achieve through a portfolio of initiatives.**

This could contribute to ensuring that organisations are setting themselves up to achieve impact where it is most critical for their mission and strategic priorities. Efforts in this regard should aim to clearly define the strategic and operational objectives that different organisations and institution wish to achieve with their capacity-building interventions in regard to HURDA. The vision and guidance set out in an overarching intervention logic could also help facilitate coherence and consistency of action as regards HURDA in wider capacity-building interventions and initiatives whose main focus may rest on other policy issues and challenges.

b. **Identify prioritisation approaches for selecting individual capacity-building initiatives to ensure their relevance to and coherence with the overall strategic vision.**

In developing an overarching vision and strategic approach to fostering and protecting HURDA overseas, organisations and institutions involved in capacity-building work should also identify criteria
and approaches for prioritising their efforts. Criteria could focus on identifying those areas where they may offer a unique value proposition or benefit from a comparative advantage compared to other actors and donors active on HURDA. Prioritisation criteria should also be informed by an identification of those countries, regions, and constituencies characterised by a more permissive and responsive environment to HURDA-related interventions. Several stakeholders consulted during study activities emphasised the critical importance of political buy-in and support among beneficiary communities to facilitate a sustainable uptake and impact of HURDA-related initiatives.

4. **Build on established principles and good practices for the delivery of individual interventions to maximise their impact, sustainability, effectiveness, and efficiency.**

Donor, funder, and implementer organisations should continue building on good international development and capacity-building practices, leveraging their expertise and experience in these spaces to maximise results stemming from the implementation of individual HURDA-related interventions. To achieve they should:

a. **Consider the adoption of complex interventions spanning multiple activities, objectives and beneficiaries of focus.**

No single solution exists for fostering and protecting HURDA within any context. Organisations and institutions active in HURDA-related capacity building should consider that to achieve widespread and sustainable impact, capacity-building initiatives should typically comprise a mix of interventions and programmes spanning different thematic and issue areas and targeting different beneficiaries and stakeholder groups within a given country or region. Furthermore, sustained efforts over protracted periods of time are likely to be required to ensure sustainability of results in the long term and facilitate transformational change not only at the technical, but also at the cultural level.

b. **Tailor interventions to local and regional contexts to facilitate local ownership and ensuring adequate nuance in intervention activities and content.**

Experts consulted in the study noted the importance of ensuring that HURDA interventions and capacity-building efforts are tailored to local contexts, not only in terms of responding to actual and specific local needs, but also in terms of content framing and nuance. In this regard, organisations involved in HURDA-related capacity building should strive to adopt framing approaches and content in their interventions that highlight the universality of human rights whilst also linking it to specifics and the context and culture of the region or country of intervention. To achieve this, organisations and institutions should consider developing long-term, strategic partnerships with local actors and organisations based in beneficiary areas and countries. These actors and organisations could in turn facilitate the bridging and adaptation of existing initiatives, interventions, and materials to local contexts to maximise their potential for uptake. To achieve this, governmental institutions and programmes, such as those of the FCDO, should consider leveraging embassies and consulates in a structured manner to develop and maintain access to local networks of implementers, enablers and gatekeepers who could support and/or facilitate capacity-building efforts. Embassies could also play a significant role in facilitating
coordination and in maintaining situational awareness and coordination with other international actors and donors active in specific countries or regions. This could help ensure that duplication of effort is avoided, stakeholder fatigue is minimised, and coherence of action towards HURDA is strengthened.

c. Ensure the adoption of inclusive, multi-stakeholder approaches to capacity-building intervention design and implementation.
Fostering human rights and fundamental freedoms in the digital age is at its core a multi-stakeholder process that necessitates wide engagement and dialogue practices, particularly in relation to the shaping of the policy, regulatory and normative environment. Organisations and institutions active in HURDA-related capacity building should ensure that their capacity-building interventions for HURDA are cognisant of this and ensure participation of different international, regional and local stakeholder groups in the design and implementation of their activities. In conjunction with this, efforts should also be made to minimise risks of stakeholder fatigue. This can be achieved by limiting engagements to those initiatives and interventions where stakeholders can add meaningful contributions to the work being delivered and minimising the risk of duplicating efforts by maintaining situational awareness of wider initiatives and efforts conducted at the global, regional and national levels by other actors and donors.

d. Incorporate comprehensive planning, risk assessment, and evaluation activities to mitigate potential unintended consequences and maximise learning.
As discussed in Section 2.8 of this report, HURDA-related interventions may face the risk of sparking adverse impacts through unintended consequences. Organisations and institutions active in HURDA-related capacity-building work should ensure that adequate risk assessments and planning are conducted during the design stages of an intervention development to minimise any such risks. Such exercises should also entail a rapid evidence assessment of available literature and evidence on similar initiatives and efforts to benefit from lessons identified and learned by other implementers and organisations.
Donors and funders should also ensure that the design, planning and conduct of monitoring and evaluation activities take place from the inception phase of an intervention and throughout the duration of its implementation. The timing of an evaluation is an important element that should be considered carefully. In many instances an evaluation can usefully happen before an intervention or policy is launched. So-called ex-ante evaluation can help assess the expected results of a programme and provide recommendations as to how the design could be improved to amplify its expected impacts. Before committing to a full evaluative undertaking, evaluability assessments should be considered with a view to establishing the extent to which an activity or project can be evaluated in a reliable and credible fashion. During the implementation of an intervention, real-time evaluations and process evaluations can generate insights concerning adjustments needed to the intervention’s design or its approach. Lastly, with regard to impact evaluations, consideration should be given to the timing of these (i.e. assessing when results of an intervention may start to emerge and become measurable). Donors and funders should also ensure that minimum
quality and robustness requirements for evaluations of their interventions are articulated. This should entail the use of empirical data, multiple methods and adequate stakeholder engagement.

e. Embed knowledge-, skills-, and competence-transfer components in capacity-building initiatives and interventions.

Embedding knowledge and skills-transfer components can strengthen the sustainability of initiatives. In this regard, organisations and institutions delivering HURDA-related capacity-building efforts should strive to ensure that their initiatives and interventions maximise opportunities for such skills and competences transfer to take place. This could be done for instance through the embedding of a train-the-trainer components or approach in education interventions, as well as through the inclusion of modules facilitating the handover of tools, techniques, or programmes developed to local stakeholders and implementers when developing knowledge, software, or strategic communication materials.

4.2.2. Operational insights on individual intervention approaches

In addition to overarching principles stemming from cross-cutting considerations on HURDA-related capacity building, the study team developed a series of practical recommendations and operational insights that donors and implementers may leverage during the commissioning, designing and implementation of capacity-building interventions that touch on HURDA. These are discussed in the following sections.

Governance and regulation

As discussed in Section 3.2, regulation and governance play an integral part of the HURDA landscape by shaping processes, attitudes and the general environment for HURDA safeguards from a top-down, structural perspective. This study focused on two particular mechanisms to strengthen the regulation and governance layers of the HURDA landscape – dialogue and consultative platforms and initiatives, and knowledge consolidation and generation. Table 4.1 provides an overview of the key recommendations in relation to these two intervention approaches.
Table 4.1: Recommendations for governance and regulation-related interventions

**Governance and regulation-related interventions**

<table>
<thead>
<tr>
<th><strong>Definition</strong></th>
<th>Interventions that aim at facilitating interaction between different stakeholder groups and their participation in shaping the policy, regulatory and normative environment.</th>
</tr>
</thead>
</table>
|**Recommnedations** | • **Conduct pre-engagement mapping of existing platforms and initiatives:** To facilitate meaningful dialogue and participation that fosters sustainable impacts, conducting a comprehensive mapping of existing mechanisms, platforms and initiatives should be carried out to avoid duplication and avoid risk of stakeholder fatigue.  
  • **Enable tailoring of existing platforms and initiatives to new themes or audiences:** Existing platforms and initiatives may be tailored to cover novel issues and expand in target audience. Rather than create novel mechanisms, there may therefore be opportunities to leverage existing mechanisms through tailoring and adaptation, while avoiding the emergence or reinforcing of thematic silos.  
  • **Leverage innovations in and expansion of teleworking:** There are considerable opportunities to leverage new practices in teleworking to foster dialogue and consultations at lower cost. Mechanisms such as teleworking may also facilitate inclusion of new stakeholder groups who may otherwise face greater resource-related constraints to participate in large-scale international initiatives.  
  • **Link interventions with strategic communications:** Interventions in this category may leverage strategic communications to foster interest in key themes and foster visibility for the agenda of the given platform or initiative. |

**Knowledge generation and consolidation**

<table>
<thead>
<tr>
<th><strong>Definition</strong></th>
<th>Interventions such as research projects and evaluations that aim at strengthening the evidence base on HURDA and identifying evidence-based practices for fostering these.</th>
</tr>
</thead>
</table>
|**Recommendations** | • **Link interventions with dialogue and consultations:** Knowledge generation and consolidation may follow, or be conducted in tandem with, dialogue and consultative initiatives in order to identify gaps and opportunities for knowledge generation and consolidation.  
  • **Orient interventions towards filling gaps in foundational knowledge of HURDA:** Interventions in this category may be particularly suited for contexts in which there are greater gaps in foundational knowledge of HURDA-related issues and less maturity in HURDA-related legal and regulatory frameworks.  
  • **Foster local mechanisms for knowledge generation and consolidation:** Interventions should seek to transfer mechanisms for knowledge generation and consolidation to foster local skills, competences and expertise on HURDA-related issues. As such, there may be opportunities for linking knowledge generation and consolidation with training or educational interventions.  
  • **Ensure access to and foster availability of data:** Interventions should ensure access to data. As such, interventions in this category may go hand in hand with efforts to improve data access and transparency from key ‘data providers’ (e.g. private sector actors) to facilitate the formulation of evidence-based policy-making.  
  • **Leverage interventions to navigate technological complexity:** Knowledge generation and consolidation may help stakeholders navigate a rapidly evolving and increasing complex technological landscape. However, activities should focus on technology-agnostic, future-proof frameworks to foster replicability and sustainability of initiatives. |

Source: RAND Europe analysis.
Technical interventions

While emerging technologies continue to play a key role in shaping the HURDA problem space, the study highlighted that HURDA capacity building should not centre on technological solutions. Rather, technical interventions can serve as enablers for wider capacity-building activity, with careful considerations as to their design and uptake necessary to prevent potential misuse or unintended consequences. Table 4.2 provides a summary of the practical considerations and recommendations for the CSSF programme in relation to this category of interventions.

Table 4.2: Recommendations for technical interventions

<table>
<thead>
<tr>
<th>Technical interventions</th>
<th>Definition</th>
<th>Recommendations</th>
</tr>
</thead>
</table>
| Enabling software for civil society actors and general population | Technical resources and tools (e.g. browser extensions, apps) that enable the bottom-up exercise and safeguard of HURDA by civil society actors, including journalists, human rights defenders, and other grassroots organisations, as well as the general public. | - Foster awareness and trust in technological solutions: The uptake of enabling software tools among civil society may be constrained by a general mistrust of emerging technologies or a lack of technical skills and competencies. As such, the development of technical software for this stakeholder group may benefit from accompanying awareness-raising initiatives or training and education-focused activities, or the development of adjacent products such as guidance and toolkits.  
- Conduct comprehensive risk assessment to identify dependencies: Interventions should be preceded by comprehensive risk assessment to identify and mitigate potential risks stemming from disruptions to connectivity. More broadly, interventions should consider how fostering dependencies on technological solutions can be avoided to minimise risk of disruption, should enablers such as connectivity be disrupted (e.g. internet shutdowns).  
- Foster cross-government collaboration on technology development: Cross-government collaboration and multi-stakeholder engagement may support the development of inclusive, innovative technical solutions as well as encourage incorporation of HURDA standards in technology design. |
| Enabling software for governmental and private sector actors | Technical resources and tools (e.g. factchecking software) that facilitate a top-down fostering and protection of HURDA and contribute to a structural strengthening, monitoring and moderation of digital spaces by governmental and private sector actors. | - Ensure tailoring of interventions to local capacities: Technical software for governmental and private sector actors can range from baseline software to more high-end tools (e.g. those integrating AI to detect mis- and disinformation). The fostering of either type of software tools should be based on a comprehensive assessment of local skills, competencies and existing infrastructure to facilitate uptake and ensure context-specificity.  
- Foster oversight and accountability mechanisms to minimise risk of unintended consequences: Interventions focusing on providing enabling software to government actors may be accompanied by initiatives to strengthen mechanisms for oversight and accountability (e.g. through lobbying and watchdog activities) to mitigate potential unintended consequences).  
- Foster cross-government collaboration to identify relevant technological advances: Similarly to enabling software for civil society and general population, cross-government collaboration may help identify key trends in innovation relating to technical tools for government and private sector actors. In relation to more high-end technical tools, this could for example include advances in AI explainability and ability of AI models to recognise contextual nuance, improving their effectiveness in the context of content moderation.  
- Link interventions to training in futures methods: To enable the identification of opportunities to innovate enabling software solutions for this stakeholder group, technical interventions in this category may also be linked with projects aiming to foster competencies among the target beneficiaries in futures methods such as technology watch and horizon scanning. |
**Databases and repositories**

<table>
<thead>
<tr>
<th>Definition</th>
<th>Resources that provide access to ‘one-stop-shops’ for users including human rights defenders, policymakers, and researchers, to information from the wild of particular phenomena.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommendations</td>
<td><strong>Foster development of context-specific databases and repositories:</strong> Databases and repositories can serve as technical enablers to knowledge generation and consolidation activities and the fostering of evidence-based policy-making. To facilitate such practice with sufficient contextual nuance, the design of databases and repositories should therefore also support context-specific resources (e.g. repositories in different local languages).&lt;br&gt;<strong>Facilitate data availability and transparency in data sharing:</strong> Similarly to knowledge generation and consolidation, considerations should be made as to data availability and potential opportunities for enhancing the transparency of data sharing practices. Dialogue and consultative platforms and initiatives may be used to identify gaps in data availability or systemic constraints (e.g. lack of transparency in content moderation) as well as engage different groups of stakeholders to identify opportunities to strengthen data availability and transparency.&lt;br&gt;<strong>Ensure sufficient safeguards for data protection and research ethics:</strong> Interventions in this category require careful considerations to be made regarding data protection, privacy and research ethics. This is due to the potential sensitive nature of data captured in databases and repositories (e.g. instances of hateful online content).</td>
</tr>
</tbody>
</table>

*Source: RAND Europe analysis.*

**Education**

Education-focused initiatives provide opportunities for holistically strengthening the skills, capacities and resilience of at-risk communities and key stakeholder groups in light of emerging challenges for HURDA. This includes a range of time-bound mechanisms for tactical improvements in key skills and competencies through training initiatives or hackathons and competitions, as well as more longer-term, formal engagements with beneficiaries through education and lifelong learning. Table 4.3 captures the study team’s recommendations for education-focused initiatives, highlighting the need to tailor interventions to the needs and existing skills and competencies of the target beneficiaries and consider a wide range of mechanisms for the transfer of these skills and competencies.
### Table 4.3: Recommendations for education-focused interventions

#### Education

<table>
<thead>
<tr>
<th>Training for senior decision-makers and institutional actors</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition</strong></td>
<td>Interventions with a time-bound and active transfer of knowledge, skills, and competences to stakeholders within government and public institutions, including senior policy and decision-makers, and members of law enforcement agencies, the judiciary, and prosecution services.</td>
</tr>
<tr>
<td><strong>Recommendations</strong></td>
<td></td>
</tr>
<tr>
<td>• <strong>Identify opportunities for targeted training for ‘digital champions’</strong>: To minimise risks of stakeholder fatigue, enhance buy-in from key stakeholder groups, and foster a long-term transfer of skills and competencies, in-depth training initiatives for selected groups of ‘digital champions’ may be preferred. This is particularly the case in contexts in which a significant level of training activity has already taken place and where a good level of baseline skills and expertise has already been established.</td>
<td></td>
</tr>
<tr>
<td>• <strong>Prioritise baseline training for a broad audience where relevant</strong>: In contrast, in contexts in which HURDA-related issues have only emerged on the agenda of decision-makers and institutional actors, training may focus on a transfer of a broader set of baseline skills and competencies.</td>
<td></td>
</tr>
<tr>
<td>• <strong>Foster skills and competencies of beneficiaries to navigate technological advances</strong>: Given the challenges associated with navigating a rapidly evolving and complex technological landscape, training for senior decision-makers and institutional actors may be particularly oriented towards strengthening awareness and understanding of emerging technology. This can be oriented towards both enabling governmental and institutional actors to identify opportunities to leverage emerging technologies to strengthen HURDA safeguards, as well as mitigate risks stemming from technological advances.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Training for civil society actors</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition</strong></td>
<td>Interventions that entail a time-bound and active transfer of knowledge, skills, and competences to stakeholders and actors within civil society, including inter alia human rights defenders, journalists, lawyers and other CSOs.</td>
</tr>
<tr>
<td><strong>Recommendations</strong></td>
<td></td>
</tr>
<tr>
<td>• <strong>Engage with a variety of civil society actors</strong>: Interventions in this category should consider the unique role of different civil society actors, their role in the HURDA ecosystem, and their potential skills and competency gaps or needs. Interventions may therefore not focus exclusively on CSOs and human rights defenders, but also journalists, librarians, and other stakeholders who may traditionally not be considered in relation to HURDA-related education initiatives.</td>
<td></td>
</tr>
<tr>
<td>• <strong>Leverage ‘train the trainer’ models to enhance sustainability</strong>: ‘Training the trainer’ models may serve as a mechanism for more sustainable skills and knowledge transfer for all stakeholder groups, particularly civil society actors. Donors and implementers may leverage existing links with trusted partners in the CSO community to facilitate this mechanism, through which these partners can then carry out further training activities with local civil society actors.</td>
<td></td>
</tr>
<tr>
<td>• <strong>Identify for opportunities to strengthen regulation and governance through training initiatives</strong>: Contexts with maturing legislative and regulatory frameworks for HURDA safeguards may benefit from training oriented at judges and lawyers to foster awareness of the utility of mechanisms such as strategic litigation. Similarly, training may be oriented towards strengthening CSO skills and capacities to carry out lobbying and watchdog activities, thus contributing to more robust governance and regulatory framework (incl. through observation and accountability mechanisms).</td>
<td></td>
</tr>
</tbody>
</table>
Education and lifelong learning

**Definition**
Long-term educational programmes (e.g. formal curricula) that aim to foster and structurally enhance broader sets of relevant knowledge, skills, and competences among various beneficiary groups.

**Recommendations**
- **Identify opportunities to support education and lifelong learning through knowledge generation and consolidation:** Given the potentially low palatability of this intervention approach to donors and implementers as chief funding organisations and the significant context specificity required, donors and implementers may rather focus on strengthening the evidence and knowledge base concerning best practices for integrating HURDA in education and lifelong learning activities (e.g. in relation to media and digital literacy).
- **Engage with a variety of target beneficiaries in different age groups:** Interventions in this category should consider addressing the skills and knowledge gaps of all relevant age groups, avoiding an exclusive focus on the youth. Where evidence base is lacking concerning the opportunities to engage a particular age group, donors and implementers may consider carrying out knowledge generation and consolidation activities to address those gaps.

Hackathons and competitions

**Definition**
An alternative mechanism for enhancing skills and knowledge through engaging relevant stakeholder groups (e.g. technologists, students) in collaborative learning events, which include the provision of measurable rewards (e.g. prize money) for achieving defined objectives within a competitive, fast-paced environment.

**Recommendations**
- **Prioritise contexts with an emerging community of interest:** Hackathons and competitions may be prioritised for contexts with an emerging, rather than a matured, community of interest in HURDA-related issues. Interventions of this type could be used to spark interest in HURDA-related issues as well as related disciplines such as computer science and cybersecurity.
- **Leverage interventions to ensure initial buy-in from senior decision-makers:** Interventions in this category could also be used to secure an initial early buy-in from senior decision-makers, given the conventionally high interest in hackathons and competitions from this stakeholder group.
- **Identify opportunities for a regular programme of activity or follow-on events:** Initiatives in this category require careful consideration as to potential follow-on events or their integration with wider educational initiatives, so as to foster a sustainable transfer of skills and competencies. As such, the formulation of a regular ‘drumbeat’ of activity or a framework of hackathons and competitions combined with other activities should be prioritised over the implementation of singular events.

**Source:** RAND Europe analysis.

Strategic communication

Strategic communications, including messaging campaigns and counterspeech, play an important role in the context of promoting HURDA through directly contesting or providing an alternative to narratives that may undermine HURDA. While strategic communications campaigns are unlikely to significantly shape the behaviour of target beneficiaries in isolation, they may significantly strengthen the HURDA landscape in conjunction with other interventions. Table 4.4 provides an overview of the study team’s recommendations in relation to strategic communications to maximise their impact vis-à-vis key target audiences.
### Table 4.4: Recommendations for strategic communications

<table>
<thead>
<tr>
<th>Strategic communications campaigns</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Definition</td>
<td>The design and promotion of HURDA narratives that aim to shape national and international discourse, as well as to ‘reclaim' narratives from hostile and malicious actors in the online information space, ensuring that positive messages reach the wider public or specific at-risk communities and segments.</td>
</tr>
<tr>
<td>Recommendations</td>
<td></td>
</tr>
<tr>
<td>• Ensure coherence of messaging, including through cross-government coordination:</td>
<td>Coherence is a key guiding principle for strategic communications. The formulation of concise and coherent narratives should be prioritised in order to ensure effectiveness of strategic communications initiatives. Cross-government collaboration may help ensure coherence of messaging as well as sharing of best practices to enhance the effectiveness of strategic communications.</td>
</tr>
<tr>
<td>• Ensure context specificity in messaging:</td>
<td>Ensuring context specificity in strategic communications is key to ensuring the credibility of narratives being promoted. As such, the formulation of narratives should be conducted in close coordination with local actors to fully capture contextual sensitivities and nuances. Similarly, assessment of the local context in which strategic communications are being implemented is needed to ensure messaging is designed to resonate within the defined context and the target audience.</td>
</tr>
<tr>
<td>• Consider a wide variety of techniques and narratives:</td>
<td>Donors and implementers may consider leveraging different types of messages, including alternative peer-to-peer messaging initiatives and storytelling to enhance visibility of priority issues among key audiences.</td>
</tr>
<tr>
<td>• Leverage different kinds of online and offline mechanisms:</td>
<td>A combination of online and offline mechanisms can be leveraged for strategic communications, and interventions should take a view of the role of different types of media in a given local context to understand how best to reach a given target audience.</td>
</tr>
</tbody>
</table>

*Source: RAND Europe analysis.*
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