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Summary

In this report, several authors explore the concept of undergoverned spaces (UGS) and the concepts, challenges, and prospects for developing new approaches to long-term competition in infinite games. This exploration marks an initial step toward developing a functional perspective on determining whether new approaches to strategy and engagement are warranted, and what the implications of those steps might be regarding the actions considered, the rationale for choosing among those actions, and the ways in which the U.S. Department of Defense (DoD) and National Security Enterprise (NSE) organize to perform them.

This report is divided into four parts, each presenting different perspectives on the challenges posed by UGS and the opportunities to improve how the United States competes within them. Although a big-tent approach is adopted (i.e., the chapter authors were free to define and characterize UGS as they saw fit), it is telling that what follows is not exhaustive and that many more approaches and domains of competition and conflict also merit investigation.

The first part of this report consists of five chapters that present a diagnostic perspective on UGS. These chapters provide theoretical examinations of the concept of UGS and historical perspectives that help explain why competing in UGS has been an enduring challenge for DoD and the U.S. armed services since the birth of the republic. Collectively, these chapters address the challenges of developing a definition of what is (and is not) an undergoverned space and why those challenges matter to DoD and the broader NSE. They also suggest new approaches for engagement based on the employment of the Act-Sense-Decide-Adapt (ASDA) cycle and the concept of infinite games as an alternative to the joint phasing construct (JPC) that, while notional, guides much of joint planning and operations.¹

The second part of this report presents four chapters on science and technology for UGS. These chapters set an initial foundation for thinking about the progression of research and development within DoD and then expand on those views to consider how to better use the social sciences to understand and engage in UGS. The authors of these chapters also examine how the demands posed by uncertainty and perpetual adaptation challenge artificial intelligence (AI), suggesting that although AI may offer important capabilities for conventional warfighting, the needs of UGS may remain difficult to address through the same approaches.

The third part examines processes and technologies to support decisionmaking under deep uncertainty.² These three chapters focus on developing a rationale for generating and selecting options based on the robustness of choices in the face of uncertain data about the world, uncer-

tain models regarding how the world works, and uncertain valuations of possible states of the world. Collectively, they discuss new approaches for harnessing computing technologies to support strategic decisionmaking without relying on prediction, an array of decisionmaking tools and approaches for aggregating and exploiting fragmented knowledge from quantitative and qualitative sources, and the role of multiple stakeholders in decisionmaking processes—serving as both the subjects of research and the cocreators and consumers of research and analysis.

The fourth and final part presents six chapters covering several lines of investment and exploration for engaging in UGS. These chapters explore capabilities that would enhance DoD’s ability to understand and adapt to changing conditions within UGS. Although these chapters are diverse in their explorations, each chapter centers on decisionmakers and decisionmaking in one form or another—some chapters discuss how DoD and the NSE can improve decisionmaking processes using organizational digital twin models or new approaches to gaming; others are intended to provide a better understanding of soldiers and society through micro-level models of human agents. Collectively, the chapters presented in this part, as well as the second and third parts, offer prognostic perspectives examining the value of potential investments in emerging technologies and concepts that meet the challenges posed in the first part.

The examination of UGS performed in this report is preliminary, but the following themes have emerged:

- **UGS will remain a strategic challenge regardless of whether U.S. national strategy emphasizes great-power competition, the promotion and expansion of international governance institutions, the countering of violent extremist groups, or other objectives.**
- **UGS challenge the decisionmaking processes of DoD and the NSE, and effective engagement will require greater emphasis on adapting how decisions are made, who participates in making them, and how policy and operations are executed in complex, open-ended competition.**
- **Long-term competition will require new concepts and approaches that improve the integration of research, analysis, operations, and strategy.**
- **Investments in the social sciences are crucial to better understanding of and competing in UGS.**
- **UGS will require new tools and rationales for policymaking that pay explicit attention to uncertainty and seek robustness and adaptiveness as a means for coping with it.**
- **AI will be important but will have a limited impact on strategic decisionmaking and planning in UGS.**
- **Research and analysis to support UGS will need more-robust infrastructure and organizations that can continue to accumulate knowledge and support the development of technologies as policy organizations adapt their structures, goals, and operations at a faster pace.**

Although these themes do not present a comprehensive list of all the needs required to understand and compete in UGS, they do offer a starting point from which policymakers, researchers, and research sponsors can think about how to better equip the United States for long-term competition in spaces where traditional approaches have proven unsuccessful.
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CHAPTER ONE

Introduction: Undergoverned Spaces

Aaron B. Frank, RAND Corporation

This report explores challenges, concepts, and approaches for participating in long-term competition in undergoverned spaces (UGS). UGS characterize much of the world, yet they remain difficult to conceptualize and operate in. Through a series of essays, the authors of the chapters of this report take the first steps toward developing concepts of what UGS are, why and when they are strategically important, and how to improve the ability of the United States to engage in them.

Given the emphasis on exploring UGS as a concept, examining the implications of UGS, and identifying the potential strategies and supporting technologies to more effectively engage in UGS, we gave the authors wide latitude on how to define UGS, identify the interests and stakes involved, and articulate the challenges and needs for addressing UGS. Contributors were selected according to their specific expertise and experience in dealing with the different aspects of UGS—such as decisionmaking under uncertainty and multi-stakeholder coordination, strategic analysis, and overt and covert information collection. In addition, we sought broad perspectives on matters of technological research and development (R&D), national competitiveness, innovation, and adaptiveness that undergird effective participation in long-term competition.

This introduction briefly provides a working definition of governance, then discusses three central considerations that set the foundation on which the remaining chapters of this report build. We seek to raise provocative questions rather than offer definitive answers. Specifically, we discuss why UGS will remain difficult to define, the place of UGS in the context of U.S. national security, and the transition away from the joint phasing construct (JPC) toward the Act-Sense-Decide-Adapt (ASDA) cycle of adaptive campaigning for long-term competition. We end this introduction by discussing the structure of the report, providing readers with a map of the major parts and chapters within them.

Defining Governance

In seeking to develop the concept of UGS, it is necessary to start with defining governance itself. This is not a simple task but serves as a useful starting point for understanding what is missing or deficient when determining whether something is undergoverned. As a starting point, governance will be defined in functional or institutional terms.

A functional or institutional view of governance considers how individuals within a system manage interdependence, or “the sum of the many ways individuals and institutions, public and private, manage their common affairs.” Broadly, governance refers to the rules for coordinating behavior and managing conflicts established from the top down by formal authorities; norms that develop from the bottom up as a matter of practice; identities that prescribe the roles, rights, privileges, and obligations that actors have toward one another; and the shifting interpretations of these practices that occur over time—for example, the continual interpretation and reinterpretation of the U.S. Constitution. Questions that arise, then, deal with the substance of the rules; who participates in developing, changing, and enforcing them; and whether the rules facilitate behaviors, most notably exchanges of goods, services, information, and more, that would otherwise not occur in their absence. These issues are further discussed in Chapters Two and Four.

Defining Undergoverned Spaces

Even with a definition of governance, UGS remain difficult to define. Efforts to provide a concise and clear definition with sharp contours that allow for uncontestable categorization or quantification are unlikely to emerge. Nevertheless, examining what should be encompassed in the definition of UGS—what may be considered and what should be excluded—provides a useful point of departure, and later chapters in this report offer a richer investigation of these issues. Here, however, it is enough to note two important conceptual challenges. Any discussion of international relations and national security starts with the state as the point of departure, from which many questions proceed:

- Are relations between states governed by a higher authority or constrained by strong institutions?

---


• Are states threatened by the actions of nonstate actors that operate outside national or international law?
• Are states governed in a fashion that produces ethical and effective decisions and actions?

Whether analysts are specifically interested in these questions or others, the workings and failures of the consolidated state serve as the frame of reference from which almost all assessments proceed. This is not to suggest that a state-centric view of international relations and security is always the most important framework (or even a relevant one) to consider, but it is almost always the one with which alternatives are compared.

The primacy of state-centric analysis carries with it the seeds of ambiguity that limit definitions of UGS. Specifically, because the state is an unnatural kind—a unit of analysis that does not exist outside human consciousness—it lacks an objective, independent basis in reality and thus remains contested. Whatever problems exist about defining the state as the central node of governance from which national and international order and stability emanate also affect any investigation into its weakness or absence.

The focus on how governance occurs—i.e., the institutional perspective—allows for the shedding of much of the conceptual baggage inherited from state-centric models of governance. Broadened perspectives on management, policy, and security have encouraged increasingly functional perspectives on the purposes and mechanisms by which resources are allocated and exchanged within and between populations, and on how these facilitate or inhibit exchange. From this functional perspective, governance contains a broad variety of dimensions—notably the allocation, in the context of what both states and nonstate actors do, of rights, privileges, obligations, wealth, and services (such as health care, security, and justice).

These functional perspectives allow observers to identify (1) aspects of governance in areas that are outside the purview of traditional analyses of national security, such as the governance of markets and data, and (2) alternatives to the central role that coercion plays in the development, imposition, and enforcement of rules that govern exchange. In


doing so, observers can also identify pathways from undergoverned to governed status (and back)—many of which exist outside the state or its alternatives.

The concept of undergovernance applies to the traditional domain of security at the domestic and international levels of analysis; the inner workings of complex organizations in which failures to coordinate inputs and outputs affect competitiveness in the production or consumption of goods, services, and information; and domains in which state and nonstate actors are on equal footing, as is increasingly the case in such digital domains as cyberspace. Thus, there are many ways in which a space may be considered undergoverned (see the text box).

Given definitional challenges discussed here and in subsequent chapters, this report has adopted a big-tent approach that has allowed the authors (and the interviewees whose perspectives are presented in Chapter Five) to develop and advance arguments based on their own views of the needs, challenges, and opportunities posed by UGS. Some chapters in this report take on the challenge of defining UGS, or at least offer criteria that would allow future research to proceed on firmer conceptual or empirical foundations. Other chapters employ instrumentally useful definitions that allow for the advancement of specific arguments about science and technology, planning and strategy, and engagement in ways that would improve U.S. competitiveness regardless of the ways in which specific definitions of UGS might evolve. The result is that definitions of UGS remain a work in progress, awaiting future study to be honed into a reliable analytic concept.

<table>
<thead>
<tr>
<th>Types of Undergovernedness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Undergovernedness Between States</strong></td>
</tr>
<tr>
<td>• Disregard for international law, institutions, or norms</td>
</tr>
<tr>
<td>• Development of competing governance institutions and norms</td>
</tr>
<tr>
<td>• Obsolescence of international institutions and norms</td>
</tr>
<tr>
<td>• Emergence of new domains of competitive interaction and conflict</td>
</tr>
<tr>
<td><strong>Undergovernedness Within States</strong></td>
</tr>
<tr>
<td>• Openly contested governance within a state</td>
</tr>
<tr>
<td>• Divided governance within a state</td>
</tr>
<tr>
<td>• Malgovernance or kleptocracies that are unconstrained in the pursuit of private interests</td>
</tr>
<tr>
<td>• Underperformance of governance</td>
</tr>
<tr>
<td><strong>Undergovernedness Outside States</strong></td>
</tr>
<tr>
<td>• Inability to enforce agreements</td>
</tr>
<tr>
<td>• Inability to attribute actions</td>
</tr>
<tr>
<td>• Inability to regulate actions</td>
</tr>
</tbody>
</table>
UGS and National Security

The 2017 National Security Strategy (NSS) and 2018 National Defense Strategy (NDS) have each placed long-term competition with strategic rivals at the forefront of national security and military planning.8 As the NDS stated:

The central challenge to U.S. prosperity and security is the reemergence of long-term, strategic competition by what the [NSS] classifies as revisionist powers. It is increasingly clear that China and Russia want to shape a world consistent with their authoritarian model—gaining veto authority over other nations’ economic, diplomatic, and security decisions.9

For many, achieving the vision set forward in the NSS and NDS requires shifting attention away from weak, failing, and failed states; nonstate actors; and the stresses caused by technological and climate change, instead directing attention toward enduring and defeating the nation’s most capable rivals—Russia and China—in direct political competition and military conflict. The result is a return to great-power politics and a balance-of-power approach to dealing with the world’s most formidable and consolidated governments—a far cry from the challenges posed by state weakness.

Such a characterization is misleading for several reasons. First, the notion that engaging in UGS constitutes an alternative to great-power conflict mischaracterizes the conduct of long-term competition between great powers. As numerous historians have noted, the Cold War—the last protracted great-power competition—may have been waged over the political influence and security of postwar Europe, but its hot conflicts were fought in Asia, Africa, and Central and South America, with Korea, Cuba, Vietnam, Angola, and Afghanistan providing a few prominent examples.10 Contemporary challenges posed by gray-zone

---


conflict, hybrid warfare, New-Generation Warfare, virtual societal warfare, and more suggest that great-power rivalries have given rise to a new Great Game, in which the great powers compete for control over territory, access to resources and markets, and international influence on a global scale.

Second, the NDS also identified broad U.S. interest in preserving the rules-based international order, which forms the backbone of international prosperity and security. It noted that this order is weakening and facing challenges by actors that simultaneously seek to reap rewards from the security and opportunities its institutions provide while undercutting their principles. As John Ikenberry, one of the most forceful proponents of the international order, noted:


Great powers—China and Russia—are offering forceful illiberal challenges to the Western liberal order. Equally profound challenges are coming from within the liberal democratic world itself—reactionary nationalism, populist authoritarianism, and attacks on openness and the rule of law.\(^\text{17}\)

Central to international order is the belief that the construction, maintenance, and modification of international institutions are not an alternative to balance-of-power politics;\(^\text{18}\) rather, defining and enforcing their prescriptions and prohibitions serve as a venue for conducting balance-of-power politics.\(^\text{19}\) Thus, the United States faces the challenge of determining when to bolster, reform, rebuild, or abandon the complex web of international institutions that form the spine of the international order.\(^\text{20}\)

Third, the NSS does not focus exclusively on great-power competition. It notes the continued need to pursue threats to their sources, such as terror groups and criminal organizations. This requires maintaining capabilities to monitor, influence, and project power into areas governed by states that are unwilling or unable to fulfill their obligations to prevent attacks emanating from their physical or virtual territory. By implication, then, the NSS accepts that the United States will continue to be threatened by regional powers and nonstate actors; the United States requires the ability to counter and project power against aggressors.

Viewed together, shifts in emphasis toward great-power rivalries with Russia and China could alter the logic of interventions into UGS, but they do not eliminate demand for doing so. Conflicts in Syria, the South China Sea, the Arctic, the cyber world, and elsewhere will all continue to demand the attention of the United States regardless of what Russia or China might do.

Therefore, a pragmatic consideration of UGS and their place in national security policy and strategy is warranted. Specifically, the features of UGS in terms of their connectivity with national security priorities and governance institutions (be they international, national, corporate, or nonstate) might provide the best arguments for engaging or abstaining within UGS. Considerations and consequences that motivate engaging within UGS are presented in the related text box and discussed in greater detail in Chapter Three.


\(^\text{18}\) In the study of international governance, *institutions* is an overloaded term whose meaning varies based on context. It refers to formal organizations (United Nations and World Trade Organization); international laws (International Law of the Sea Convention); codified treaties, regimes, accords, agreements, covenants, and conventions (Strategic Arms Limitation Treaty, Missile Technology Control Regime, Helsinki Accords, Paris Agreement, International Covenant on Civil and Political Rights, Chemical Weapons Convention); and informal norms (territorial integrity, noninterference, responsibility to protect). See Padgett, 2016.


New Approaches for Engagement

The JPC has served as the backbone for U.S. Department of Defense (DoD) planning and engagement since the mid-2000s and presents a cyclical model that divides relations between states into phases labeled Phase 0 through Phase V (Figure 1.1). Shortly after its codification, critics noted that the model had several organizational and conceptual artifacts (discussed in Chapter Six) that limited its effectiveness in practice.

A recent alternative for planning engagements in the international system was developed as part of a model of adaptive campaigning.21 This model adopts a complex adaptive systems approach to engagement, seeing military forces as embedded in the environment, not standing separate from it.22 In this model, organizations compete for a better understanding of the environment and the opportunity to shape it through the performance of the ASDA cycle (Figure 1.2).

Whereas the JPC imagines a cyclic pattern of conflict, suggesting that military conflict might be an inevitable step in the relations between competitors and therefore encouraging a race to achieve a decisive advantage, the ASDA cycle is more flexible and reflexive, demanding that organizations continuously reevaluate their beliefs about their positions in the system and relations with others. This does not preclude the possibility of conflict and violence, but it does allow that parties could learn how to maintain a contentious relationship beneath thresholds that would trigger a movement into Phase II or III of the JPC and could even seek mutually beneficial, cooperative relations.

---


The ASDA cycle opens the door to a broader set of concepts for engaging in UGS. These concepts could vary in terms of formal planning structures, but they all emphasize three core features: (1) sensitivity to the dynamic nature of complex systems that require both consideration of long-term consequences and a commitment to organizational exploration, (2) reduced internal or organizational barriers to change and flexibility, and (3) processes that involve and encourage the participation of multiple stakeholders in decisionmaking, planning, and execution.
A Journey Through Undergoverned Spaces

The chapters in this report build on three key considerations:

1. What are UGS?
2. Why should they be engaged in?
3. How can that be done more effectively?

The authors have extended these questions to discuss the investments that sponsors of scientific, technical, and organizational R&D should consider in enhancing DoD’s competitiveness and adaptability. They were encouraged to address issues of UGS on their own terms and asked to draw on their experience, expertise, and imagination to answer how to make the United States more competitive and adaptive in long-term competition, acknowledging that bringing governance to where undergovernance exists may not be easy, fast, or even possible. Many authors were asked to consider the challenge of enduring infinite games or brawls rather than achieving well-defined end states, and all were asked to consider the ASDA

cycle of adaptive campaigning as a template for organizing the broad variety of investments that may yield new capabilities.24

The result is a set of 18 chapters broadly grouped in four parts, as shown in Table 1.1. Collectively, these chapters provide initial speculations into the concept of UGS, the strategic problems they pose, and the prospects for investments in science and technology to provide meaningful capabilities to enhance U.S. competitiveness and security. Together, these chapters offer new perspectives for engaging in long-term competition in which adaptation will be a crucial strategic capability.

Part One: Perspectives on Undergoverned Spaces

The first part of this report, Chapters Two through Six, provides an extended discussion of the UGS concept and the demands for engaging in UGS. These chapters offer a variety of perspectives taken from the diverse expertise and experiences of the authors. The authors of these chapters were specifically asked to look at the theoretical and practical problems of defining and engaging in UGS from a diagnostic perspective; i.e., to present a body of experience and concepts that shed light on the challenges posed by UGS without specific demands for offering solutions, though each identifies promising paths. Together, these chapters address theoretical, empirical issues associated with defining UGS and the practical demands of engaging in them.

In Chapter Two, Aaron B. Frank examines the prospect of developing a formal definition of UGS and examines the many ways that spaces can be undergoverned. In doing so, he identifies how UGS might threaten national security and offers a set of considerations that policymakers and military planners should think about when determining whether the approaches to planning and engagement described in this report should be pursued in lieu of more-conventional methods and processes.

In Chapter Three, Adam R. Grissom explores the puzzle of DoD's historically unimpressive performance in UGS, finding that the fundamental challenge may be analytical in nature. He describes DoD's apparent weaknesses in accurately perceiving complex and informal social, political, economic, and military dynamics in UGS, and he concludes that new analytical methods are required to allow DoD to develop the improved understanding necessary to achieve better operational and strategic results.

In Chapter Four, Jonathan S. Blake examines the concept of UGS through the lens of contemporary theories and empirical models of governance. He notes that before determining whether an area or issue is undergoverned (a quantitative notion), it is necessary to first understand qualitative properties about who governs and how. He notes that the international system is rife with examples of functional governance that only appear undergoverned if the state and the provision of governmental goods and services are conflated. Instead, he notes that alternative governance is a necessary concept that allows broad and unconven-

24 Head Modernisation and Strategic Planning—Army, 2009.
### TABLE 1.1

**Authors, Parts, and Chapter Titles and Numbers**

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Chapter Title</th>
<th>Chapter Number</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Part One: Perspectives on Undergoverned Spaces</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aaron B. Frank</td>
<td>Undergoverned Spaces: Problems and Prospects for a Working Definition</td>
<td>Two</td>
</tr>
<tr>
<td>Adam R. Grissom</td>
<td>Undergoverned Spaces and the Challenges of Complex Infinite Competition</td>
<td>Three</td>
</tr>
<tr>
<td>Jonathan S. Blake</td>
<td>Perspectives on State Governance, Undergovernance, and Alternative Governance</td>
<td>Four</td>
</tr>
<tr>
<td>Gabrielle Tarini and Kelly Elizabeth Eusebi</td>
<td>Adaptation, Complexity, and Long-Term Competition in UGS: Perspectives from Policymakers and Technologists</td>
<td>Five</td>
</tr>
<tr>
<td>Aaron B. Frank</td>
<td>Building Strategies for Long-Term Competition: Infinite Games and Adaptive Planning</td>
<td>Six</td>
</tr>
<tr>
<td><strong>Part Two: (Social) Science Investments for Undergoverned Spaces</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joseph N. Mait</td>
<td>Science and Technology Planning for the Future—Operating in Three Realms</td>
<td>Seven</td>
</tr>
<tr>
<td>Andrew M. Parker</td>
<td>The Need to Invest in Social Science Infrastructure to Address Emerging Crises</td>
<td>Eight</td>
</tr>
<tr>
<td>Elisa Jayne Bienenstock</td>
<td>Operationalizing Social Science for National Security</td>
<td>Nine</td>
</tr>
<tr>
<td>Edward Geist</td>
<td>Why Reasoning Under Uncertainty Is Hard for Both Machines and People—and an Approach to Address the Problem</td>
<td>Ten</td>
</tr>
<tr>
<td><strong>Part Three: Supporting Long-Term Planning in the Face of Uncertainty and Change</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Steven W. Popper</td>
<td>Designing a Robust Decision-Based National Security Policy Process: Strategic Choices for Uncertain Times</td>
<td>Eleven</td>
</tr>
<tr>
<td>Paul K. Davis</td>
<td>Toward an Analytic Architecture to Aid Adaptive Strategy for Competing in Undergoverned Spaces</td>
<td>Twelve</td>
</tr>
<tr>
<td>Robert J. Lempert, Kelly Klima, and Sara Turner</td>
<td>Multi-Stakeholder Research and Analysis for Collective Action in Undergoverned Spaces</td>
<td>Thirteen</td>
</tr>
<tr>
<td><strong>Part Four: Centering Decisions in Analysis for Adaptation and Competition</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zev Winkelman</td>
<td>Using Technology to Improve the Agility of Force Generation Processes</td>
<td>Fourteen</td>
</tr>
<tr>
<td>Ben Connable</td>
<td>Authentically Describing and Forecasting Human Behavior for Policy Analysis: A Review and a Path Forward</td>
<td>Fifteen</td>
</tr>
<tr>
<td>Robert L. Axtell</td>
<td>Short-Term Opportunities, Medium-Run Bottlenecks, and Long-Time Barriers to Progress in the Evolution of an Agent-Based Social Science</td>
<td>Sixteen</td>
</tr>
<tr>
<td>Justin Grana</td>
<td>Difficulties in Analyzing Strategic Interaction: Quantifying Complexity</td>
<td>Seventeen</td>
</tr>
<tr>
<td>James R. Watson, Michael J. Gaines, and Aaron B. Frank</td>
<td>Evolving Security: Societal Immunity and Competing Demons or Cooperating Angels</td>
<td>Eighteen</td>
</tr>
<tr>
<td>Elizabeth M. Bartels, Aaron B. Frank, Yuna Huh Wong, Jasmin Léveillé, and Timothy Marler</td>
<td>Gaming Undergoverned Spaces: Emerging Approaches for Complex National Security Policy Problems</td>
<td>Nineteen</td>
</tr>
</tbody>
</table>
tional arrangements on how resources are allocated within societies and that alternative governance is a necessary component of any operational definition of UGS.

In Chapter Five, Gabrielle Tarini and Kelly Elizabeth Eusebi provide insights based on a set of 33 semistructured interviews with policymakers, academic researchers, and technologists. In these interviews, a diverse group of experts were asked to identify challenges and opportunities for DoD and the National Security Enterprise (NSE) to improve adaptability and ability to succeed in long-term competition. Interviewees identified many barriers to success, starting from the fact that UGS have traditionally been low-priority environments and efforts to engage in them have therefore been hampered by numerous challenges, such as limited and inconsistent access to resources, limited and often low-quality information and intelligence, and missing analytic capabilities tailored to exploring the space of the possible and the mitigation of risks (as opposed to increasing the efficiency of resource allocations). Likewise, the authors identified several opportunities to increase the competitive and adaptive capabilities of the United States and its national security organizations. Among these opportunities are multiple investments—spanning computational tools to organizational designs and incentives—that share a common purpose: sustained commitments to exploration and discovery of new frameworks for understanding the environment and solutions for problems within it.

In Chapter Six, Aaron B. Frank continues the previous discussion on the shortcomings of the JPC and examines a set of concepts that might better serve the needs of long-term competition in UGS: the notion of infinite games; the ASDA cycle; problem-centric government; adaptive governance; and differentiating among hierarchies, markets, and networks as alternative modes of governance.

Part Two: (Social) Science Investments for Undergoverned Spaces

The second part of this report examines how investments in scientific research, most notably social science and social scientists, can support the development of the knowledge and capabilities to improve engagements in UGS. These four chapters (Seven through Ten) provide an interrelated set of perspectives on scientific research and the ability to develop technologies that would enable a better basis for understanding and engaging in UGS. Those perspectives involve considering the design of scientific research programs, looking at the development of the infrastructure to support more-effective social science research, improving the conduct of social science research in service of DoD, and ultimately exploring how research into artificial intelligence (AI) would need to proceed to create a basis for supporting decisionmaking under uncertain, adaptive, and open-ended conditions.

In Chapter Seven, Joseph N. Mait discusses the challenges posed by structuring research programs on complex subjects that increasingly meld elements from the physical, human, and cyber realms. Drawing on his experience as a researcher, program manager, and chief scientist at the Army Research Laboratory, he describes the basic organization of R&D programs in the physical and computational sciences and considers how increasing links between these sciences and the psychological and social sciences could affect program design, management,
and evaluation. He argues that although human-centric disciplines increase the complexity of research, the goal of research remains the same: to increase understanding through scientific study and to use that understanding to engineer systems and ultimately solve problems.

In Chapter Eight, Andrew M. Parker discusses the transformative potential of new research infrastructure for the social sciences. He notes that interest and resources in the social sciences do not materialize until a crisis has occurred, thus resulting in an explosive but uncoordinated demand for research. He provides several recommendations for how investments in research infrastructure could improve the ability for social scientists to support policymaking during crises by providing economic efficiencies, coordination of funding, and enhanced research collaboration through a variety of mechanisms that have proven successful in other domains. He notes, however, that the achievement of these outcomes depends on overcoming important challenges, such as institutional biases among research sponsors for investing in the physical sciences and the complexities of managing infrastructure to remain adaptive and sustainable over the long term.

In Chapter Nine, Elisa Jayne Bienenstock discusses fundamental principles of social science research and argues that DoD has consistently attempted to apply social science to specific and pressing issues prematurely. Echoing Parker, she argues that great investments in understanding the mundane general features of complex social systems are needed before the leap can be made to examining situationally specific research and applications. She recommends integrating scientific practices that emphasize the discovery and documentation of nomothetic features into DoD operations to improve the basis from which idiosyncratic properties can be identified and examined.

In Chapter Ten, Edward Geist examines the history of AI in strategic decisionmaking. By drawing on the history of AI’s origins supporting the maintenance of the nuclear stalemate between the United States and Russia, he shows that promising research never matured to application because of the problems posed by uncertainty and continuously evolving capabilities. He further notes that while contemporary AI systems are built on a different foundation of problem representation and input data, the real-world consequences of uncertainty and its impact remain. He argues that, although task-specific AI has advanced, UGS are unlikely to present the strategic conditions for which these systems will flourish and that continued research into the handling of uncertainty and ambiguity remains a priority.

Part Three: Supporting Long-Term Planning in the Face of Uncertainty and Change

The third part, Chapters Eleven through Thirteen, presents several perspectives on planning and decisionmaking performed under uncertainty. These chapters examine the challenges posed by decisionmaking in complex, uncertain environments. The authors address the uncertainties posed by long-term competition and identify complementary pathways for achieving robust, adaptive strategies by emphasizing different features of strategic engagement—the flexibility of the planning system to cope with complexity, the flexibility
of models of complex systems, and the flexibility of decisionmaking processes to be open and involve multiple stakeholders that may serve as both the subjects and the consumers of analysis.

In Chapter Eleven, Steven W. Popper puts forward the proposition that for the NSE to operate effectively, the means for deliberating policies must also change. Processes need to be better suited to conditions of deep uncertainty where arguing over which assumptions about the future are correct will prove increasingly fruitless. Instead, the exploration of alternative assumptions (as well as narratives, causal explanations, and competing interests) should occur as part of the search for robust portfolios of actions—those tuned to yield satisfactory outcomes across a variety of potential futures. He argues that uncertainties should be characterized not by unknowable probabilities but in terms of reference framed around understanding the apparent choices; he also describes how adaptiveness should be made an integral feature of planning as opposed to being an ad hoc and ex post activity (as it often becomes). Importantly, he notes that such changes could further reposition the Intelligence Community to look more toward using its existing capabilities to provide decision support to the policy community while de-emphasizing prediction and forecasting. He concludes by describing an alternative, computationally enabled, analytic, and deliberative policymaking process that is better suited than current approaches to produce robust and adaptive policy decisions.

In Chapter Twelve, Paul K. Davis argues that a new analytical architecture is needed to aid strategic planning for competing with great powers in UGS, specifically in the area of competition in which the rules that govern how powers deal directly with one another or their allies are increasingly contested, as in the case of the gray zone between the United States and its great-power rivals, Russia and China. Such planning must deal with developments in a complex adaptive system, so the analytical architecture needs to be conceived accordingly—a radical departure from the past. Analytic tools should help in (1) characterizing the nature of the system’s state and the feasibility of influencing its development while (2) controlling risk and (3) evaluating the relative merits of alternative multilevel composite strategies that account for the behaviors of adversaries. The strategies should be reflected as portfolios of overt and covert political, military, and economic actions in different domains, levels of detail, and timescales. Some actions will prove successful, others ineffectual, and still others counterproductive. Thus, the architecture should anticipate timely but coherent adaptiveness. Adaptations might be modest adjustments, significant rebalancing of the portfolio, or major changes with revised objectives. One role of analysis will be to aid in planning for FARness—finding strategies that can be Flexible, Adaptive, and Robust in allowing for changes of objective and mission, unexpected circumstances, and adverse events, respectively. Another role will be aiding actual strategic adaptations along the way.

In Chapter Thirteen, Robert J. Lempert, Kelly Klima, and Sara Turner provide an overview of how multiple stakeholders can be involved in the research process and consider how different types of involvement relate to one another. Given the openness of UGS, understanding how to engage with them and how to develop and maintain decisionmaking processes that scale as both the number of subjects and the number of participants increase
will be a feature of any effective engagement strategy. With this in mind, the authors focus on approaches that center stakeholders as either the focus of research or the coproducers of research and how each approach can add value for policymakers. The authors then examine each of these modalities in turn, identifying the general principles of practice, the different approaches that can be taken, and the tools that can be used in conducting research in these modalities, as well as the challenges of doing so. Finally, the authors examine future investments that could catalyze improvements in multi-stakeholder research, and they make the case for how these investments could drive improved multi-stakeholder governance.

Part Four: Centering Decisions in Analysis for Adaptation and Competition

The final part of this report explores emerging concepts and technologies that offer transformative opportunities for understanding and engaging in UGS. These chapters offer a variety of perspectives drawn from the R&D experiences of their authors. In each case, the authors focus on decisionmaking within complex systems, using such various methods as digital twins, Agent-Based Modeling (ABM), distributed computing, and gaming as techniques that can enable new ways of understanding and acting within UGS. In all cases, technical and methodological approaches are presented that place decisionmaking at the center of research and analysis. In some cases, the objectives are to create better representations of decisionmaking agents within systems, such as soldiers in the military or citizens within social networks and economic markets. In other cases, the objectives are to model decisionmaking processes to better understand and improve the processes themselves with the goal of increasing adaptability and competitiveness.

In Chapter Fourteen, Zev Winkelman adopts the unusual perspective that DoD is an undergoverned space in its own right, despite its size and scope. The basis of his argument is that the major decisions made along the path from generating military forces by the individual services to handing those forces over to the joint warfighting commands is simultaneously laden with the formal steps of the Planning, Programming, Budgeting, and Execution process and underspecified interfaces connecting them. As a result, transaction costs associated with supporting and participating in data collection, analysis, and conflict resolution among the multitude of stakeholders are high. He imagines how digital twin technologies used to monitor and simulate organizational processes might improve governance by adding transparency and speed to these large-scale, bureaucratic processes. Reducing the time and expense of these decisions might be one pathway for all of DoD to become more agile, more adaptive, and ultimately more competitive.

In Chapter Fifteen, Ben Connable discusses the trajectory of the RAND Corporation’s Will-to-Fight research program. He notes that DoD’s formal analytic tools that support threat assessment; force sizing; and planning at strategic, operational, and tactical levels underrepresent human motivations for fighting. In doing so, the department risks making serious errors. He argues for developing an integrated, computational model of individual behavior
that embeds individuals into groups and larger environmental context—a biopsychosocial model. Building on the work of systems theorists, he argues for a modeling strategy that is both expansive and modest—expansive in seeing the value of incorporating a variety of factors that could not be credibly omitted and modest in that, although building a computational model that is true is currently beyond the reach of science, the capabilities exist to build one that is useful and can be continuously improved.

In Chapter Sixteen, **Robert L. Axtell** describes the motivations for parallel execution of agent-based models, and he reviews rationales for large-scale ABM. These areas are two of the most important avenues for future progress of the field of ABM, which is arguably the most fertile new methodology in the social sciences in a generation—a kind of computationally enabled and data-driven social science. The possibility of automated synthesis of ABM from “big data” is discussed. Bottlenecks slowing progress are identified and possible barriers to accelerated progress are highlighted. Certain workarounds are suggested.

In Chapter Seventeen, **Justin Grana** examines the prospects of measuring the complexity of strategic interaction by using computational complexity. He determines that, although significant and important research has advanced algorithmic game theory and the characterization of computational-complexity classes, these approaches have not provided generalizable insights that can map game structures to the complexity of solutions and solution concepts. Instead, he argues that research shows that while game structures matter (e.g., whether games are zero sum or general sum, whether games are played as a single shot or repeated), idiosyncratic properties, such as the size of the game space, dominate the search for solutions. As a result, games that should be computationally tractable given their properties might actually require large commitments of computational resources to solve, while seemingly complicated games might be solved quickly and with relative ease.

In Chapter Eighteen, **James R. Watson, Michael J. Gaines**, and **Aaron B. Frank** explore the value of applying concepts from biological evolution and ecology to long-term competition. They specifically examine the application of the immune system as a model for defeating disinformation attacks on populations, extending the model’s application to the prevention of disease into more-speculative considerations of healing the body politic from infection. They also explore the implications of long-term competition between increasingly capable global powers through the lens of the Darwinian Demon, a theoretical organism imagined to be unconstrained by trade-offs in the adaptive trait space. Such examples serve to illustrate the richness and relevance of concepts that biological evolution and ecology can provide to national security, particularly with regard to adaptation and long-term competition.

In Chapter Nineteen, **Elizabeth M. Bartels, Aaron B. Frank, Yuna Hub Wong, Jasmin Léveillé**, and **Timothy Marler** examine the value of games as a tool for researching and exploring the complex, interactive dynamics of UGS. The authors argue that the games are a highly effective tool to help decisionmakers make sense of UGS because the games allow exploration of key elements in new problems and the relationships among those elements. The authors then explore the potential value of gaming in policymaking for UGS, describe two common failure modes for gaming of systems with high levels of complexity or indeterminacy, and offer several
approaches for improving games to explore these spaces. The chapter concludes with a vision for a new game concept—a contest arena—that combines advances in several areas that hold the potential to improve the ability of games to inform adaptive planning in UGS.

Reading This Report

This report is large, and readers are encouraged to follow their interests, sampling and skimming from the whole while more closely reading those chapters of greater interest and relevance to their needs. Each piece stands alone, and, although chapters are connected by common themes and interests, no efforts were made to coordinate responses to questions on UGS or encourage agreement or consensus. Thus, perspectives vary, which we believe is healthy and encouraging at such an early phase in research—indicating that there are both questions to be answered and opportunities to address them.

The chapters that follow, then, should be viewed for what they are—the first steps in a journey that we believe will benefit the nation’s security by providing new perspectives on UGS, long-term competition, and the capabilities to engage, endure, and ultimately thrive in an increasingly complex and interdependent international system.

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABM</td>
<td>Agent-Based Modeling</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ASDA</td>
<td>Act-Sense-Decide-Adapt</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>JPC</td>
<td>joint phasing construct</td>
</tr>
<tr>
<td>NDS</td>
<td>National Defense Strategy</td>
</tr>
<tr>
<td>NSE</td>
<td>National Security Enterprise</td>
</tr>
<tr>
<td>NSS</td>
<td>National Security Strategy</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>research and development</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
</tbody>
</table>
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PART ONE

Perspectives on Undergoverned Spaces
CHAPTER TWO

Undergoverned Spaces: Problems and Prospects for a Working Definition

Aaron B. Frank, RAND Corporation

This exploratory chapter approaches the concept of undergoverned spaces (UGS) with three goals: (1) clarifying why UGS will remain an important concern for U.S. national security; (2) highlighting immutable definitional challenges; and (3) providing a functional perspective on applying the UGS label to pragmatically address the strategic consequences of engaging in, or disengaging from, competition and conflict in the international system.

Serving as a point of departure for the rest of the report, this chapter provides a high-level characterization of governance and undergovernance, while admitting that a precise definition of UGS is unlikely to be forthcoming. Before discussing the three topics already mentioned, I provide a definition of governance. Afterward, I discuss different ways in which UGS might be found, considering governance between states, governance within a state, and pathways for governance to arise in the absence of states. Finally, I explore the difficulties of trying to define UGS, notably those arising from within the U.S. Department of Defense’s (DoD’s) culture. I also consider philosophical and operational problems emerging from the study of unnatural kinds in science. Despite these immutable definitional challenges, labeling spaces as undergoverned according to their possession and accumulation of features offers a pragmatic and functional perspective that is both possible and desirable.

Defining Governance

Before examining the difficulties associated with defining and understanding UGS, it is useful to define governance itself. Doing so is not simple. As Adam R. Grissom notes in Chapter Three and Jonathan S. Blake examines in Chapter Four, an empirical study of gov-

---
ernance models around the world reveals much higher levels of diversity than students of international relations, political theorists, or military leaders generally acknowledge.\(^2\)

In this chapter, governance is broadly defined as the rules that dictate how actors interact with one another within an interdependent system. Although this definition is simple, its emphasis on rules and interaction creates a wide scope of consideration, such as the following four definitions:

- formal rules, for example, those developed from the top down by such authorities as national governments or corporate executives
- norms of behavior adopted by actors that have arisen endogenously from the bottom up
- rules that regulate appropriate behavior, e.g., identities and the rules of culture
- interpreted rules that result from evolution and interpretation (e.g., the rules of the U.S. Constitution are not what the original signatories considered them to be, but what nine contemporary Supreme Court justices determine them to be).\(^3\)

Importantly, the first two definitions of governance can be understood as techniques designed to achieve collective goals, where rules are designed or selected according to their ability to achieve political, social, economic, or military objectives. In the case of the third definition, the rules themselves are the objective, and their value is based on the performance of prescribed roles and their attendant rights, obligations, and permissions. Finally, the fourth definition indicates the existence of a higher level of analysis in which there are metarules that dictate both approaches for interpreting what the rules of governance are and the processes for changing those rules, such as who is permitted to call for changes and determine what ends new rules should seek.

As the remainder of this chapter will show, a simple examination of the presence, absence, and adherence to the rules that regulate interaction and exchange between actors provides a powerful lens through which many different domains can be examined. These can be relations between or within states and interactions between nonstate actors, which can be formal organizations; individuals; or, increasingly, nonhuman agents, such as autonomous systems that are empowered to adapt to novel conditions and opportunities. The emphasis on UGS, as opposed to well-governed spaces, focuses attention on the empirical limitations that result from a lack of rules, the shortcomings of those rules that exist, and the prospects for change; it views governance as dynamic and malleable, even though it is not outright controllable.

---

\(^2\) Notably, experts in comparative social sciences (i.e., comparative politics, comparative sociology, and comparative anthropology) would be less surprised and more sensitive to the heterogeneity displayed by governance organizations, practices, and agreements around the world.

The Many Faces of Undergoverned Spaces

A survey of the contemporary international system shows a vast array of challenges and challenges to U.S. national security and the rules-based order that has sustained relative peace and prosperity since the conclusion of World War II. Importantly, the success of the rules-based order, predicated on the tenets of international liberalism, is not absolute—the “peaceful” decades of the Cold War and after were quite violent and punctuated by crises that posed existential risks to all humanity from nuclear weapons. Following the terrorist attacks on September 11, 2001, security experts noted the emerging global war on terror that would come to define U.S. national security policy and operations for the next two decades was best framed as World War IV and the Cold War as World War III. Yet the rules-based order has succeeded in its most-crucial tasks—managing the conflict between great powers, preventing direct and overt armed conflict that could escalate to nuclear war, containing regional conflicts to prevent horizontal escalation, and sustaining peaceful relations—and it did all of this as the composition of actors within the system changed and as states rose, fell, united, and divided.

Broadly, UGS and degrees of governance can be seen at four levels of analysis. The first and primary one is the level of relations between states and other international actors. At this level, the primary concerns over maintaining the balance of power and defense of the rules-based international order are most visible. The second deals with the levels of governance within states—from state failure and divided governance to kleptocracies, in which regimes use the power of the state to pursue private interests rather than the public good. These concerns link the internal governance of states with their ability to credibly participate in the international system, fulfilling their obligations to abide by the institutions of international governance. A third level considers broad questions of organizational, bureaucratic, and corporate governance that enable effective participation in long-term competition. This perspective might be counterintuitive, given that many of the organizations involved are among the most complex and managed in the world (e.g., DoD), yet long-term competition challenges organizations to be both efficient and effective in their employment of resources and adaptive to changing strategic conditions. Finally, a fourth level of analysis seeks to understand pathways by which undergoverned interactions between actors might become governed without the state or its equivalent serving as the arbiter of conflicts. I discuss each of these levels of analysis.
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Undergovernance Between States
The security threats that the United States faces are varied. The most immediate threat is the great-power competition playing out in areas all over the globe, space, and cyberspace through subversion, proxies, and measures intended to coerce, influence, or simply disrupt U.S. allies and partners. From the perspective of bolstering the international system’s rules-based order by preserving and strengthening international institutions, the most direct and overt challenge is posed by open warfare and political subversion that seeks to undermine the consolidation of governance and weaken targets.

In this regard, Russia and China have emerged as leading and distinctive challengers to the existing international system’s rules for governance. Russia’s 2008 invasion of Georgia marked the first time since World War II that military force was used to change the borders of Europe; Russia has developed and maintained a significant capacity for political subversion, threatening the internal cohesion of its neighbors, U.S. allies, and even the United States itself. Likewise, although China maintains that it abides by the United Nations Convention on the Law of the Sea, an international arbitration panel determined that its construction and subsequent militarization of artificial islands in the South China Sea violate the agreement.

More-subtle challenges to the rules-based order involve efforts to create alternative governance institutions. Again, China’s increasing assertiveness on the international stage is instructive. Its Belt and Road Initiative (BRI) is a multitrillion dollar infrastructure investment program that seeks to expand land and maritime trade infrastructure in as many as 138 states by 2049. The BRI serves as more than a vehicle for advancing Chinese political and economic interests through foreign investments; it provides an alternative to the model of investment and exchange that has been established in the international institutions and norms developed during the rebuilding of the international order following World War II.
This alternative approach also involves a movement away from project grants toward loans that require that recipients use Chinese firms and laborers on projects.\footnote{12}

In other cases, institutions might be voluntarily abandoned by one or more parties under the belief that they no longer serve their purposes. For example, the governance institutions of the Arctic have recently been called into question given changes in climate, technology, and the possibilities posed by increased access to resources and transcontinental navigation.\footnote{13} Importantly, however, specialists in Arctic policy and governance have observed that despite pressures to change these institutions, the institutions have remained effective.\footnote{14} As one expert noted, one of the reasons for the robustness of Arctic governance is that it rests on a layered set of institutions that would have global consequences if undermined.\footnote{15} Alternatively, technological developments, particularly the continued advance of anti-satellite weapons and commercial access and exploration of space, have strained the established governance regimes and norms of outer space to the point where experts have called for their significant overhaul or replacement.\footnote{16}

Finally, the international system contains many emerging areas of cooperation, collaboration, coordination, competition, and conflict in which governance institutions are immature or absent. These areas consist of virtual domains, such as cyberspace, and technological areas, such as biotechnology and artificial intelligence (AI). In these cases, inventions create spaces for interaction outside the bounds of governance established for other domains. For example, as AI technologies have matured, a variety of governance schemes have been advanced to define principles for application, such as military uses, privacy, consumer protections and safety, and product liability, yet none of these schemes has achieved the status of internalized norms, much less become codified in international law.\footnote{17}

\footnote{12} Ethan B. Kapstein and Jacob N. Shapiro, “Catching China by the Belt (and Road),” Foreign Policy, blog post, April 20, 2019.
\footnote{13} Scott Borgerson, “The Coming Arctic Boom: As the Ice Melts, the Region Heats Up,” Foreign Affairs, Vol. 92, No. 4, 2013.
\footnote{15} This comment was made in a set of interviews performed during this project under the condition of nonattribution. For more information, see Chapter Five of this report (Gabrielle Tarini and Kelly Elizabeth Eusebi, “Adaptation, Complexity, and Long-Term Competition in UGS: Perspectives from Policymakers and Technologists,” in Aaron B. Frank and Elizabeth M. Bartels, eds., Adaptive Engagement for Undergoverned Spaces: Concepts, Challenges, and Prospects for New Approaches, Santa Monica, Calif.: RAND Corporation, RR-A1275-1, 2022).
\footnote{17} Allan Dafoe, AI Governance: A Research Agenda, Oxford, United Kingdom: Centre for the Governance of AI, Future of Humanity Institute, University of Oxford, July 2017; Dan Ward and Robert Morgus,
Undergovernance Within States

In addition to the challenges posed by international governance, UGS might also include challenges posed by the need to engage and operate in spaces within states. The most obvious need is rooting out terrorists from what have traditionally been referred to as ungoverned spaces—a term that referred to areas within weak, failed, or collapsed states in which terrorist groups found safe haven and the freedom to plan, train, and enjoy sanctuary from reprisals.18 These spaces might also become arenas where violent, aggrieved parties, who might be unable to challenge authorities in other domains, find a motive, an opportunity, and even an obligation to fight. In these cases, national governments are unable to maintain (1) a monopoly over the legitimate use of violence in their territories and (2) control over their borders to prevent the influx of foreign fighters and external actors.19 For example, the founding of the Islamic State mobilized more than 40,000 fighters from around the world to join the effort to construct a new caliphate in the Levant and simultaneously battle the governments and allies of Turkey, Syria, and Iraq.20


Divided and complex governance within states where competing parties have achieved a stalemate might also pose a challenge to U.S. national security and the international order. Examples are Lebanon, whose governance is divided between the national government and Hezbollah;21 Pakistan and the Federally Administered Tribal Areas;22 and narco-states that have emerged within larger federal governance structures where criminal cartels compete with the government for control of political and economic institutions.23 In these cases, governments have failed to consolidate power and maintain control over the state’s sovereign territory, yet society continues to function in an orderly fashion.

Challenges might also be posed by malgovernance, or kleptocracies, where national governments might have consolidated authority and control over the state, yet government officials might be unconstrained in their use of the power and privileges of their offices. In these spaces, a unified national government might have the trappings of a functional state yet govern with the goal of self-enrichment rather than public interest. In recent years, corruption scandals have forced the resignation or removal of heads of state in South Korea, Brazil, and more, and efforts to purge corrupt officials have resulted in the removal of entire staffs of governmental branches or ministries; this is what occurred when Mikheil Saakashvili came to power in Georgia in 2004 and removed all members of the ministry of education, along with 15,000 police officers, and when President Paul Kagame of Rwanda fired all 503 members of the Rwandan Judiciary.24

Recent events have highlighted how national governance and corrupt regimes affect the international system. The 2016 Panama Papers, a leak of more than 11 million documents, revealed a vast network of companies, foundations, trusts, banks, and governments that were involved in tax avoidance and fraud.25 As the International Consortium of Investigative Journalists noted, the results of the leaked papers were significant:

Pakistan’s prime minister was sent to prison for corruption, New Zealand changed its laws, the United Kingdom recovered hundreds of millions of dollars in taxes and fines,


Algeria opened a money-laundering probe into a corporate titan, and Colombia doubled its tax revenue collection.26

Likewise, the government of North Korea has been linked to several high-profile hacks that have caused widespread financial harm to businesses—most prominently the 2014 hack of Sony Pictures Entertainment—and to the operations of government services, such as the National Health Service in the United Kingdom and the central bank of Bangladesh.27 U.S. Assistant Attorney General John C. Demers characterized the North Korean regime, perhaps the world’s most centralized political state, as “a criminal syndicate with a flag, which harnesses its state resources to steal hundreds of millions of dollars.”28

A final area of undergovernance within the state is counterintuitive because it deals with organizational design, management, performance, and competitiveness. Governance is a matter of social organization and coordination.29 When governance is organized well, productive interactions are increased, while undesirable interactions are inhibited. But when governance is organized poorly, interactions are throttled, and the needs of employees, stakeholders, constituents, or citizens go unmet because services cannot be provided. Markets fail because producers and consumers cannot coordinate and exchange goods and services, and so on. Thus, deep connections exist among governance, interaction, exchange, innovation, adaptation, and competitiveness.30

The rationale for creating governance institutions is that they increase opportunities for exchange between actors who would otherwise forgo trading with one another; the institutions accomplish this by providing constraints on behavior.31 From the organizational perspective, governance establishes the boundary between permitted and prohibited behaviors to enable transactions to occur among its varied and differentiated components. Government bureaucracies and commercial firms are complex organizations whose decisions are based on the exchange of inputs and outputs between units; because of this, their bureau-


cratic and management processes—such as the distribution of authorities and the design of workflows and governance of enterprise infrastructure (e.g., data and information technology systems)—contribute to the efficient and effective use of time, money, information, and personnel. Effective organizational governance lowers the costs of decisionmaking in terms of time, money, and labor.

From the perspective of organizational governance, long-term competition presents a special challenge. Bureaucracies are designed to provide stable, predictable, and reliable organizational performance in stationary environments. The need to be flexible, adaptive, and innovative enough to capitalize on opportunities and mitigate risks requires organizations to possess the ability to identify the need to change and alter their own decisionmaking and processes as situations require. The result is that organizations need to monitor and manage the continuous demand for exploration and exploitation—where exploration searches for new ways to frame problems and solve problems, and exploitation improves previously established processes and designs.

Perspectives on organizational governance and national competitiveness are at the heart of questions about how states marshal resources and efficiently convert them into power. During the Cold War, U.S. strategists, led by the Pentagon’s Office of Net Assessment, came to view the intimate relationship between bureaucratic organization and national competitiveness as the key to winning a long-term competition with the Soviet Union:

The United States and the Soviet Union are engaged in a long-term competition, a competition with a fairly fixed stream of resources supporting their military establishments. If one looks at the rivalry in this way, it is clear that the efficiency with which each side converts its resources into useful military strength is of great importance. Whether it is

---


the United States or the Soviet Union that makes best use of the technologies that develop in the next several decades will, in a major war, determine which is militarily ahead at the end of this century.36

The surprising result of this line of reasoning is that within the state, questions about undergovernedness might extend beyond the consolidation of power and shared governance and involve more-mundane matters of organizational behavior and the need for high-performance governance.37

Undergovernance Without States

The preceding discussions of undergovernance focused on relations between actors that directly involve the state and its instruments of decisionmaking and action. Yet there are many domains where cooperative and competitive interaction occur in which the state is either absent or remains sidelined because of limited capacity or will to govern. In these cases, it is best to consider how governance might arise in the absence of the state.

First, it is important to consider the extent to which undergovernedness results from a lack of state capacity or will. For example, in the later years of the Cold War, international terrorism was largely viewed as violence that resulted from active state support or implicit state permission.38 Contemporary conflict in cyberspace is viewed through a similar lens, in which many of the most damaging and worrisome acts—cybercrime and cyberespionage—are viewed as committed by state actors or agents operating at state actors’ explicit or implicit behest. This is shown most acutely by the activities performed by Russian criminal organizations that have ties to the regime of Russian President Vladimir Putin; one such notable activity was the recent Solar Winds penetration of U.S. government and commercial networks.39 In addition, high-profile ransomware attacks have targeted such critical infrastructure as energy and food distribution networks.40


The belief that undergovernedness in cyberspace and other contested domains results from a lack of will on behalf of states admits an easy solution—the belief that state governments could create and enforce strong governance to manage conflict if only they had the will to do so. A recent statement on the governance of cyberspace by the New Zealand Ministry of Foreign Affairs and Trade advocated the application of the UN Charter to cyberspace and the creation of a framework for extending existing institutions on the responsibilities and obligations of states under international law to cyberspace.

However, the statement acknowledges several important shortcomings in applying the models of governance derived from models of international relations. First, the state-centric view does not provide explicit guidance about the treatment of private-sector entities, such as commercial firms, criminal organizations, and private individuals. Second, the treatment of cyberspace as a domain akin to the physical domain for the purposes of applying international law advances a framing that remains contested because of differing beliefs about interdependence—and its implications—between the digital and physical worlds. Finally, a key feature of the governance model put forward in the New Zealand Ministry of Foreign Affairs and Trade’s statement rests on being able to effectively attribute cyberattacks and causally trace cyber-actions to outcomes in the physical world—abilities that remain elusive.

More-pessimistic assessments on the governance of cyberspace have been advanced by other experts. These assessments have tended to focus on the role of nonstate actors, such as the manufacturers of internet hardware and providers of software and information services, including AI systems and data brokers: Connections between these organizations and governments that do not abide by existing governance regimes outside cyberspace and the placement of cyberspace within the broader concept of geopolitics as a whole have produced competing visions of governance principles and frameworks. Thus, although the policy.
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Polansek and Jeff Mason, “U.S. Says Ransomware Attack on Meatpacker JBS Likely from Russia,” Reuters, June 1, 2021.


community sees the stakes of cyber-governance as among the highest, it is unclear whether the mechanisms by which both the ends and means of institutionalizing cyberspace will be determined by states.46

When thinking about governance in the absence of the state, it is helpful to return to questions about the purpose of governance and why it arises. Such questions can help illuminate pathways from undergoverned to governed that do not involve coercive power and hierarchical control. Broadly, three major challenges exist that actors in UGS experience, each of which affects the ability of secure, mutually beneficial exchange to occur. These challenges can be characterized in three ways: (1) the inability to enforce agreements between actors, (2) the inability to attribute actions to actors, and (3) unregulated actions by actors. In all cases, mutual suspicion limits the ability to engage in mutually beneficial exchange. Such conditions meet the criteria specified by Douglass C. North on the logic of why institutions arise and the successes or failures of economic performance that result from their presence, absence, and scale.47 In simplistic terms, the void resulting from the lack of state regulation replicates the core challenge of interstate relations—specifically, how do actors cooperate in the absence of any agreed-on authority to enforce agreements and adjudicate conflict? The argument goes that without an authority to appeal to, actors—whether states or not—find themselves in a Hobbesian state of nature or anarchy.48 Thus, the state is often seen as the logical arbiter of agreements between actors because it, at least theoretically, is solely capable of legitimately using force to resolve disputes.

Alternatives nevertheless exist. As previously noted, actors other than states might arise in the absence of the state and take on state-like functions, such as contract enforcement and the protection of property rights, by arrogating the power to coerce others. Such an occurrence is common around the world and naturally fits within the models of alternative governance discussed by Jonathan S. Blake in Chapter Four of this report.49 The fact that nonstate


49 Blake, 2022.
actors can develop state-like governance functions should not be surprising. Although this fact is significant, it does not fully capture conceptual approaches to governance without the state or alternative actors serving the same role in its place. More specifically, the central question is whether the benefits of governance might arise in the absence of some actor possessing coercive power over others.

The challenge of governance is ultimately one of regularizing exchange. Outside systems of hierarchical command and authoritarian control, markets have been seen as the primary means by which voluntaristic exchange occurs; this has led social scientists from all disciplinary backgrounds to search for mechanisms by which participants might be assured that deals reached with other parties will be honored and enforced. Thus, the coercive powers of the state or its alternatives have served as the backdrop against which mutual exchange could be reliably conducted, making the state, war, and markets inextricably linked. Yet new mechanisms have arisen that might eliminate the need for the state or an alternative authority and for the implicit scaffolding of coercion altogether.

Game theorists have noted that the equilibrium solutions in several games characterizing social interactions prescribe rational choices that leave actors worse off than they would be if they could credibly communicate and coordinate their actions. This difference, often referred to as the “price of anarchy,” denotes the losses to the players and society at large from the inability to arrive at outcomes that would be preferable if trust were present. One way to minimize the price of anarchy is for actors to engage in repeated interactions. As most famously examined in Robert Axelrod’s study of the iterated prisoner’s dilemma game, situations in which it is rational not to cooperate with other parties might become cooperative if the game were to be repeated indefinitely. In these infinitely repeated games, if the losses of future cooperative interactions exceed the short-term gains of defecting from an agreement, rational players might cooperate without the temptation to defect. In these cases, a set of social interactions might exist such that cooperation might be self-reinforcing, making a pathway to self-governance possible.

An alternative to this problem of mechanism design—i.e., the structuring of payoffs in ways that reinforce desired behaviors—is emerging through technical approaches to transparency and automation. For example, despite limited adoption, blockchain and the notion of a public ledger against which transactions can be audited have significant implications
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for governance without the presence of a central authority.\textsuperscript{54} Blockchain technology is most commonly associated with cryptocurrencies, such as Bitcoin and Ethereum;\textsuperscript{55} however, it has broader implications for supply chains, industrial processes, service delivery, etc. Anonymized public ledgers could displace more-traditional forms of regulation most commonly associated with governmental institutions.\textsuperscript{56} The emergence of such concepts as \textit{smart contracts} that automatically execute when specified conditions are met presents a new mechanism by which actors might replace coercive and costly forms of enforcement with transparency and automation, creating a path toward governance without dependence on the state or even on parties knowing one another’s identities. Software executes transactions only if predetermined conditions are met, guaranteeing that each party’s obligations will be met—provided conditions allow.\textsuperscript{57}

The prospects for such technologies to shift how governance occurs are profound. Entire regulatory structures designed to oversee supply chain sourcing, product safety, labor conditions, etc., might become unnecessary, calling into question whether the costly regulations and oversight provided by governmental authorities remain necessary. The rise of cryptocurrencies shows how alternatives to traditional state-centric monetary systems are possible, although the extent to which these currencies might eventually fall under government regulatory control remains unknown.

Less speculative, the prevalence of markets on the dark web that facilitate the sale of illicit goods shows the ability of exchange to flourish outside the guarantees of the state enforcing agreements between parties. The combination of anonymity and reputation-based mecha-


\textsuperscript{55} Bitcoin.org, homepage, undated; Ethereum.org, homepage, undated.


nisms has enabled the exchange of firearms, chemicals, drugs, stolen data, and more to occur despite efforts by national governments to prevent such transactions. Theory suggests that without formal mechanisms for enforcing contracts, mutual suspicion should limit the exchange between buyers and sellers, resulting in only the lowest-quality, least-desirable goods being offered (i.e., the so-called market for lemons). Instead, the robustness of these illicit markets, despite international efforts to police them, shows the ability of institutions to arise and persist not only in the absence of governmental authorities but often in resistance to them. Mechanisms for executing contracts, establishing a reputation while preserving anonymity, and more indicate that internet technologies provide pathways out of UGS that rely on self-governance rather than the establishment of central authorities requiring coercive power.

Finally, the boundary between the state and nonstate governance might shift because of technology’s ability to transform public goods, or commons, into private goods. According to the standard definition, public goods refers to items that are both non-rivalrous and non-excludable (i.e., one person’s consumption of a good does not prevent others from consuming it) and to items that people cannot prevent others from consuming, such as the light from a lighthouse. Likewise, commons are resources for which consumption is rivalrous and exclusion is difficult; they are, therefore, prone to depletion. Examples of commons are water reservoirs or pastures for cattle.


Technologies could affect what is considered a public good, or the commons, and what is a private good. In doing so, they could recast what should be governed and by whom. It has been noted that digital products generally have a marginal cost of production of zero—i.e., once the first digital item has been developed, the cost of providing more is simply the cost of making a copy—thus redefining what is considered rivalrous consumption. A more intriguing change might arise from predictive and prescriptive models that can accurately model and forecast phenomena at micro scales. The prospect that outcomes of policy actions can be estimated for specific individuals suggests that previously non-excludable goods might be rendered excludable. For example, highly accurate models of contagious disease, fire, or damage from foreign cyber or physical attacks might enable governing decisionmakers to provide or withhold protective services with the understanding that not defending specific individuals does not imperil the larger community. Such a development would radically transform governance and further accelerate trends of the privatization and localization of public services to exclusive communities.

In summary, UGS span a variety of domains and situations, many of which appear to have little in common. Yet the preceding discussion demonstrates that there are many pathways by which governance and its limitations affect the international system and U.S. national security. This is not to argue that all governance challenges pose a threat to national security or risk the unraveling of the international system. Rather, it shows that questions of governance retain relevance across a broad swath of international relations and strategic priorities. The text box summarizes these alternative types of UGS.

### Types of Undergovernedness

<table>
<thead>
<tr>
<th>Undergovernedness Between States</th>
<th>Undergovernedness Within States</th>
<th>Undergovernedness Outside States</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Disregard for international law, institutions, or norms</td>
<td>• Openly contested governance within a state</td>
<td>• Inability to enforce agreements</td>
</tr>
<tr>
<td>• Development of competing governance institutions and norms</td>
<td>• Divided governance within a state</td>
<td>• Inability to attribute actions</td>
</tr>
<tr>
<td>• Obsolescence of international institutions and norms</td>
<td>• Malgovernance or kleptocracies that are unconstrained in the pursuit of private interests</td>
<td>• Inability to regulate actions</td>
</tr>
<tr>
<td>• Emergence of new domains of competitive interaction and conflict</td>
<td>• Underperformance of governance</td>
<td></td>
</tr>
</tbody>
</table>

---


66 See Chapter Four of this report (Blake, 2022).
The Difficulty of Defining Undergoverned Spaces

Having now discussed the many ways that DoD and the National Security Enterprise (NSE) might encounter UGS, this section explores the prospects of developing a precise definition of UGS and tests for determining whether policymakers, military operators, international aid organizations, and other actors are engaged in them. Defining UGS is conceptually difficult for several reasons. First, for those involved in national security, the term undergoverned spaces might be viewed as just one more entry in a long list of terms designed to draw attention between conventional and unconventional conflict. Second, because the state itself is not easily defined (i.e., it is an unnatural kind), the logical point of departure for considerations of governance in its many alternative forms and capacities, including the conditions and consequences of its weakness and absence, rests on an unstable and ambiguous foundation. Considering these challenges, a viable approach to defining UGS might rely on a functional approach that considers the consequences of governance and its shortcomings on a case-by-case basis to determine whether the approaches to strategy and operations discussed in later chapters merit consideration.

Continuity and Discontinuity in Unconventional Warfare

UGS have always played a role in U.S. defense strategy, with the military actively engaged in them. Without belaboring the history of U.S. military operations and foreign policy, the U.S. military has engaged in far more interventions and conflicts since the Cold War’s end in conditions that do not resemble conventional battle between peer or near-peer competitors—this despite the fact that planning to deter and perform large conventional military operations provides dominant narratives and mental models of how wars should be fought.

The variety of terms that have emerged over the past three decades highlights the gap between the conduct of war in its imagined, ideal form and the realities of circumstances in which the U.S. military has been called on to act on behalf of the nation’s interests. Thus, the emergence of such terms as military operations other than war, humanitarian and disaster assistance, stability operations, and peace operations—alongside counterinsurgency, counterterrorism, and asymmetric warfare—has served to simultaneously highlight the gap between warfare as it is imagined and the broad variety of military engagements experienced in the real world. The terms also signal demand for specialized capabilities and resources outside the portfolio prescribed by the dominant model of warfare. From this perspective, the con-
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67 See Chapter Three (Grissom, 2022).
69 John Lynn argues that military organizations adapt to strategic and operational circumstances based on a combination of their idealized “discourse on war,” in which the normative aspects of war are internalized within military organizations and society more broadly (importantly, because the burden of war is unequal, many idealizations of war may exist simultaneously), and the “reality of war,” in which the experiences of violent conflict challenge or affirm entrenched idealizations. Gaps between theory and reality are then
cept of UGS might be less likely to be viewed as a break from convention than as a renewed call for attention and resources for missions and needs that remain on the fringes of DoD’s cultural and organizational preferences.

Since 2001, such concepts as those mentioned in the previous paragraph have evoked concerns about terrorism, insurgency, and the prospects of “safe havens,” from which violent groups can plan, train, and operate. To address these threats, the term ungoverned areas entered the DoD lexicon more than a decade ago, because policymakers were concerned about how the failure and absence of local governance created places in which adversaries could act freely and threaten the security of the United States and its allies. Ungoverned areas were defined in the 2008 report *Ungoverned Areas and Threats from Safe Havens* as

[a] place where the state or the central government is unable or unwilling to extend control, effectively govern, or influence the local population, and where a provincial, local, tribal, or autonomous government does not fully or effectively govern, due to inadequate governance capacity, insufficient political will, gaps in legitimacy, the presence of conflict, or restrictive norms of behavior. For the purposes of this report, the term “ungoverned areas” encompasses under-governed, misgoverned, contested, and exploitable areas as well as ungoverned areas. In this sense, ungoverned areas are considered potential safe havens.70

This definition is notable for two reasons. First, as the report states, few areas in the world are truly ungoverned—completely devoid of both national and local governance structures.71 One of the report’s conclusions specifically notes that “[t]he concept of ungoverned areas is of limited utility unless it includes undergoverned, misgoverned, contested, and exploitable areas—the full range of situations that have the potential to be exploited for safe haven.”72 Policymakers and scholars have both noted that where state governance breaks down, alternatives arise, often from the formal organizations and informal networks that have existed in the shadows of the state, such as religious organizations, tribal networks, and other collectives that might provide both a shared identity and legitimacy over the distribution of social, economic, and political powers and resources.73

Second, the emphasis on safe havens provides an incomplete perspective on the ways in which governance—whether strong, weak, or absent—affects international relations. Ungoverned areas not only threaten U.S. security by serving as safe havens for violent extremists but
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71 Lamb, 2008, p. 4.
72 Lamb, 2008, p. 36.
also serve as arenas in which actors can contest, erode, and rewrite the rules of governance that support stable, prosperous, and ultimately peaceful international relations. Given these issues—empirical accuracy and limited scope—UGS is a more appropriate term for conceptualizing the relationship between governance and security.

Contemporary concerns over UGS modernize prior eras of geopolitics, such as the great game, where states competed for geographic buffers, trade routes, control over markets and resources, political and ideological influence, and more. UGS have become arenas for conflict—new fronts where great-power competition emerges and upstarts can challenge established powers. Too little engagement in UGS risks allowing threats to fester and grow, ceding access, influence, and the ability to shape the future direction of the international system to rivals. Too much engagement and the United States risks becoming immersed in costly conflicts for which victory cannot be achieved.

The State Is Not a Natural Kind of Object of Study

Philosophers of science note that objects of study might be natural kinds or unnatural kinds. Natural kinds refer to those things that exist independently of human minds and are discovered in nature, such as electrons, planets, and trees. These objects are generally insensitive to whatever labels humans choose to apply to them. By contrast, unnatural kinds are those things that are invented by humans, whether they are technological artifacts, such as the axel of a car, or concepts, such as the nation state and system of interdependent interactions that bind states into the international system. The status of UGS as unnatural kinds poses challenges to three basic yet critical aspects of science: definitions, measurement, and inference.

The Definitional Challenge

States—whether absolute, consolidated, weak, fragmented, failed, or otherwise described—are unnatural units. Definitions vary, and determination of when a polity is a state or something else depends on context and the features one chooses to emphasize. For some, state-
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76 Political scientists refer to this as “bait-and-bleed” to describe conflicts in which great powers lose their strength and wealth fighting unproductive conflicts of little value to their national security. See John J. Mearsheimer, The Tragedy of Great Power Politics, updated ed., New York: W. W. Norton & Company, 2014.
hood depends on the ability to maintain independence and differentiation from external political actors. For others, statehood rests on the presence of a professionalized, depersonalized bureaucratic form of rule. For most, statehood requires monopolizing the legitimate use of force with defined territorial boundaries. The extensive debate over the proper and useful definitions of the state should inform how definitions of derivative phenomena, such as *undergoverned* and *spaces*, are also defined, because uncertainties and contestation at one level should necessarily affect others.

The challenges and implications of definitional choices on the state and its failure as a political unit were examined by Nancy Cartwright and Rosa Runhardt, who considered whether the violence that erupted in Syria during the 2010 Arab Spring uprisings qualified as a civil war. They noted that how one chooses to define statehood, conflict, and casualties from acts of violence produced different conclusions and implied different judgments about the severity of conflict, the legitimacy of its participants, and the suitability of prospective responses based on the employment of such labels as *civil conflict*, *civil war*, *terrorism*, and *insurgency*. They concluded their examination of definitional implications by noting the following:

> Asking whether Syria is at civil war is not sensible unless we say to what end we would like to classify Syria as at civil war or not. If we want to know whether the conflict will have certain effects, so that we can act to prevent these, then we will most likely give a different answer than if we wanted to explain the development of the conflict since 2010. Neither of these two answers will be simply right or wrong; they will only be right for a certain purpose.

Cartwright’s and Runhardt’s examination of the Syrian civil war suggests that a broadly accepted definition of UGS, an intimately related phenomenon, will not be forthcoming, yet exploring the concept and creating purpose-built definitions might nevertheless be worthwhile.

### The Measurement Challenge

Cartwright and Runhardt noted that unnatural kinds might be best measured as a categorical variable. The pathway toward effectively analyzing UGS, then, rests on determining the most-salient features across a broad variety of circumstances, thus admitting that not all features will be present in all cases. Determining whether an undergoverned space is present rests on the belief that a sufficient set of features is present, placing a given space within the

---


80 Cartwright and Runhardt, 2014.

proximity of other UGS by relying on Ballung concepts, or “concepts that are characterized by family resemblance between individuals rather than by a definite property.”

Such a measurement challenge presents itself as a problem of classification and the making of qualitative determinations of similarity and difference while accepting the presence of fuzzy and porous boundaries. In this regard, the act of classification allows for context to play an important role in deciding whether a space might be regarded as undergoverned, and the caveat of “it depends” is an acceptable element of the application or absence of the UGS label. As Thomas Raydon noted about the classification of unnatural kinds, “classification is conceived of as a matter of kinds being codetermined by aspects of the state of affairs in nature as well as by background assumptions and decisions by investigators within particular contexts of investigation.” Thus, context, both the observer’s and the observed, has been and will remain an immutable component of any definition of UGS, limiting the prospect of defining UGS as a universal class or category.

In practical terms, determining whether the United States is engaging in an undergoverned space might rest on making careful comparisons with other cases; this involves examining similarities and differences in the composition and dynamics of UGS and their connections to broader elements of the international system rather than tallies of whether specific features are present or not.

The Inference Challenge

Finally, matters of inference about UGS, which project from what is known onto cases and into times that are unknown, are further complicated by the status of UGS as unnatural kinds. Peter Godfrey-Smith has noted that depending on the status of the objects in question—whether they are natural or unnatural kinds (i.e., stable and immutable or mutable and dynamic in nature)—the characteristics of reliable inference might change:

[W]e can recognize two kinds of inference. The first is generalization from random samples. This form of inference has the following features: sample size matters, randomness matters, and “law-likeness” or “naturalness” does not matter. The second kind of inference is generalization based on causal structure and kinds. In these cases, sample size per se does not matter, randomness does not matter, but the status of the kinds matters enormously. These two strategies of inference involve distinct “bridges” between observed

---

82 Cartwright and Runhardt, 2014, p. 268.

83 In Chapter Four of this report, Jonathan S. Blake takes a different perspective by separating UGS into two conceptual components: a qualitative dimension referred to as “alternative governance,” which then allows for undergovernedness to be rendered quantitatively within the context set by the qualitative properties and configuration of governance structures and patterns (Blake, 2022).

and unobserved cases: one goes via the power of random sampling, the other via reliable operation of causes and mechanisms.\textsuperscript{85}

The implications of this are profound when building knowledge about UGS and designing interventions within them. If UGS were natural kinds, or at least could be defined consistently, then tried-and-true methods of statistical inference and research design could offer significant power. Under these conditions, knowledge could be aggregated, with each study building on others, provided that each study could be bounded in such a way as to maintain common levels and units of analysis to allow for comparability. However, research into UGS is unlikely to be so fortunate. Instead, the composition of UGS is likely to vary from case to case, with no guarantee that lessons learned from one study will be applicable to the next. Accumulated knowledge might ultimately look like a growing list of features and patterns that represent theoretical causes to be mindful of. Yet those features and patterns are not guaranteed to be operative in a specific case and therefore will be characterized by equations or lawlike relationships.\textsuperscript{86} As Elisa Jayne Bienenstock argues in Chapter Nine of this report, integrating social science and social scientists into the design and conduct of engagements in UGS will require fluidly moving between the many modes of social inquiry and methodology to patiently build reliable knowledge that can be applied to strategy and policy.\textsuperscript{87}

Policymakers and the analysts who support their decisionmaking will require both deeper theories on UGS and high-quality data, notably information about what data are or are not available and why, to make determinations about characteristics of governedness and undergovernedness in specific cases. Prematurely forcing a definition of UGS that is not sensitive to the complexities of the real world and the needs of decisionmaking risks (1) wasting effort on testing hypotheses and advancing arguments that are misleading and imagining causal properties that might not be present and (2) missing opportunities to learn from unexpected sources.\textsuperscript{88} Likewise, the failure to collect and examine high-quality, relevant data might leave decisionmakers with a false sense of how to engage in UGS, effectively imagining relations between (1) cause and effect or (2) action and consequence without the means for matching the state of the empirical world with assumptions about its operations.\textsuperscript{89}


\textsuperscript{86} On the differences between theories and laws, see Waltz, [1979] 2010, pp. 1–17.


\textsuperscript{89} See Chapters Eight and Nine of this report (Andrew M. Parker, “The Need to Invest in Social Science Infrastructure to Address Emerging Crises,” in Aaron B. Frank and Elizabeth M. Bartels, eds., \textit{Adaptive
Features of Undergoverned Spaces

Although a precise definition of UGS might not be forthcoming, the placement of governance practices, capacities, and purposes offers hints about when and why engagement might be beneficial for the United States. As previously discussed, undergovernedness might occur in several ways, each presenting different challenges and motivations for engagement and intervention. Broadly, however, four considerations might be active, each of which contributes to the demand for action and the tailoring of engagements to conditions that differ from traditional state-to-state interactions.

Accessibility
The first consideration is the extent to which the space is accessible to competitors—both states and nonstate actors. Accessible spaces are where open conflict—covert and subversive influence or the threat of either—could provide for the escalation and expansion of conflict. In cases where escalation between a fixed number of competitors might occur, yet no additional actors can enter the conflict, it might be unwarranted to categorize the contested space as an undergoverned one. Alternatively, even with low stakes, the prospects of many new actors entering an arena to compete—e.g., the arrival of foreign fighters, private military organizations, criminal networks, regional peacekeeping forces, nongovernmental organizations, and more—might add increasing levels of complexity, all of which contribute to, and change, the complexity of a civil war. With each actor, complexity is added as new grievances and opportunities to pursue their redress indicate the possibilities that a vacuum or conflict might spread. In such cases, the source of the conflict itself might not directly involve U.S. national interests, yet its potential expansion might nevertheless threaten them. Consider challenges posed by great-power competition and the variation in form and place in which it occurs. In some cases, rivalries might appear as direct confrontations between competitors in competitive spaces that have high barriers of entry, require exquisite scientific and engineering expertise, and address specific strategic needs that most actors do not face (e.g., global military power projection via long-range precision-strike systems and the logistics systems that can support sustained combat operations across long distances). Alternatively, competition might exist within spaces that have a low barrier of entry that enables the full complement of actors—agents of the world’s most-sophisticated states, criminal organizations, terrorist networks, political activists, and citizens, each acting with different motivations—to compete (e.g., in cyberspace).

The Presence of Institutions
The second consideration is the extent to which the domain is governed by institutions, whether formal or informal, that moderate conflict. In some cases, governance institutions might exist and remain effective in shaping the behavior of competitors. In other cases, however, institutions might exist yet be ignored and might be challenged by alternative institu-
tions or might simply be nonexistent. In each case, whether institutions effectively serve their purpose of proscribing and prohibiting certain behaviors to facilitate interactions should be examined. Important considerations might be whether institutions offer only partial coverage of the space or the actors within it, such as proposed applications of international law that might restrict the legal actions of state actors yet might not apply the same rules to commercial and other nonstate actors.90 Likewise, compliance with international institutions can be difficult to discern. For example, recent scholarship on subversion and covert action has noted that such efforts are made because states are both unable to make a legal case for violating the sovereignty of their targets and unwilling to openly defy international law and overtly violate the sovereignty of their targets.91

Institutional Interdependence

A third and related consideration is the extent to which changes in governance practices in one space might affect governance in others. Governance institutions are often layered; organizations, practices, and behaviors established to govern one application transfer to others when opportunities and demand align. Institutions might be regarded as “solutions looking for problems.”92 These would form the building blocks or design patterns used to establish and extend governance.93 In cases of thinking about diffusion and governance, two questions might be considered. First, if competition in a given space is ineffectively governed, does an opportunity exist to import institutions from other spaces to manage it? Alternatively, a second question reverses this logic by asking whether the occurrence of competition in one space might weaken or undermine governance institutions in that space and also jeopardize related institutions in other spaces.

Open-Endedness and Adaptation

Finally, a fourth set of considerations concerns the temporal nature of the competition and the extent to which it has a logical termination point or represents a condition that must be endured. In most cases of long-term competition in UGS, coping with aggression resembles a brawl in which each participant seeks to survive and develop their own often unique goals and interpretations of success and failure.94 Long-term competition in UGS creates new chal-

---


93 Erich Gamma, Richard Helm, Ralph Johnson, John Vlissides, and Grady Booch, Design Patterns: Elements of Reusable Object-Oriented Software, Reading, Mass.: Addison-Wesley Professional, 1994.

lenges for competitors because it requires them to consider the implications of, and ability to adapt to, perpetual novelty in open-ended systems. Specific challenges are developing abilities to sense and interpret changes in the environment (such as the composition of actors—some who might exit the competition, others who might enter, and still others who might merge, divide, or otherwise transform) and minimizing internal decisionmaking barriers that limit the adaptive capacity of organizations that must compete. However, emphasizing adaptiveness is not one-sided; a balance must be reached to ensure that (1) organizational factors do not unnecessarily inhibit innovation and (2) organizations retain predictable and reliable processes that can ensure effective command, control, and coordination of their efforts.

Together, these four considerations, shown in the text box, might not precisely define UGS. But they might indicate when such a label is warranted by considering the implications of competition. More specifically, the extent to which competition might expand to involve increasingly numerous and diverse actors, address threats to established governance institutions, create risks to—and opportunities for—governance institutions elsewhere, and require continuous attention to novelty, innovation, and adaptation would indicate a demand for the approaches offered and examined in this report.

### Concluding Thoughts

Regardless of how UGS are defined, they will remain an important strategic challenge that DoD and the broader NSE will be called upon to engage in. The motives for doing so might

---

<table>
<thead>
<tr>
<th>Consideration</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increasing numbers of actors capable of entering and competing in a given space</td>
<td>Increased complexity resulting from heterogeneous goals and capabilities of competitors</td>
</tr>
<tr>
<td>Limited presence or weakness of existing governance institutions within a space</td>
<td>Risks of undermining established governance institutions, whether formal rules, such as internal law, or informal norms of behavior that make actors less predictable</td>
</tr>
<tr>
<td>Dependencies on governance institutions in other spaces</td>
<td>Risks posed to undermining governance institutions on which stable and managed behaviors in other spaces rely</td>
</tr>
<tr>
<td>The need to cope with novelty and uncertainty in an open-ended system</td>
<td>A continuous demand for shifting organizational designs and decisionmaking processes to adapt to changes in the composition of the space and the behaviors and capabilities of the actors within it</td>
</tr>
</tbody>
</table>

---

be as diverse as the types of spaces that might exist. Although definitional clarity should be pursued, the scientific and pragmatic challenges posed by the status of UGS as *unnatural kinds* should be taken seriously. Accumulating knowledge on a concept that rests on contested foundations, i.e., the state, will limit the extent to which reliable generalizations can be made. However, this does not mean that useful knowledge cannot be accumulated and that analysis, informed by scientific research and expertise, cannot aid those who will need it the most. In the meantime, it might be best to define UGS pragmatically and focus on the consequences of competition and conflict should it occur, with an eye toward how best to enhance, protect, or bolster effective governance wherever it is beneficial to do so.
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<tbody>
<tr>
<td>AI</td>
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</tr>
<tr>
<td>BRI</td>
<td>Belt and Road Initiative</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>NSE</td>
<td>National Security Enterprise</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
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Since its inception in 1947, the U.S. Department of Defense (DoD) has struggled to develop a cost-effective approach to safeguarding the nation's interests in undergoverned spaces (UGS) around the globe. DoD efforts in UGS have alternated between long periods of neglect and occasional spasms of large-scale interventionism; the efforts have produced results that typically range from outright failure to ambiguous stalemate, but they rarely, if ever, have produced a clear, positive, and strategic return on investment.

This ambiguous performance is puzzling. The U.S. armed forces are among the most professional and capable in history, and, although UGS have typically been a secondary priority for DoD, even a fraction of a more than $700 billion defense budget represents substantial resources and capacity.\(^1\) Whatever the economies taken by DoD with steady-state funding, when the United States has chosen to intervene on a large scale—such as in Vietnam, Afghanistan, and Iraq—it has spared no expense.\(^2\) Yet all the resources, professional forces, and sophisticated capabilities have typically delivered ambiguous results at best in U.S. military operations in UGS.

This chapter explores this puzzle and the possibility that the problem might be fundamentally analytical in nature—that despite the support of a well-funded intelligence apparatus and the world’s most developed defense analytical community, DoD’s undistinguished record might be rooted in an inability to perceive and understand the strategic dynamics of UGS well enough to support effective operations.

This chapter has two major sections. The first explores the role of UGS in U.S. defense strategy and the broad patterns of DoD’s performance in UGS. The second examines UGS as an analytical problem, using the example of Africa and seeking to identify those characteristics that pose the greatest challenges for DoD’s ability to perceive and understand the stra-

---


UGS in U.S. Defense Strategy: A Brief History

UGS is a contemporary defense planning term denoting geographical regions or domains of interaction (e.g., cyberspace) that are not under the full control of government institutions that have legitimacy and a monopoly on armed forces. From a defense planning perspective, UGS are therefore regions and domains where armed actors other than government forces, perhaps including nonstatutory armed forces aligned with government actors, wield militarily significant capabilities and enjoy politically significant freedom of action.

To an extent often underappreciated by outside observers, UGS have been an important defense planning priority for the United States for most of its history. From the period of independence through the 19th century, the United States was fixated first on UGS of the western frontier and later on UGS abroad, where the United States competed with European empires and local powerbrokers. In the American West, warfare against Native American nations, some of them quite militarily potent, was an ever present reality until the 1890s. The nation’s first overseas war was, famously, against pirate lairs on the “shores of Tripoli” along the ragged undergoverned edges of the Ottoman Empire.

---


7 On the strategic problem of the Barbary States, see Adrian Tinniswood, Pirates of Barbary: Corsairs, Conquests, and Captivity in the Seventeenth-Century Mediterranean, New York: Penguin, 2011; on U.S.
The 20th century marked the transition to “professional” U.S. defense planning focused on the problem of conventional warfare against other major powers, which came with mobi-

lization, logistics, and materiel challenges. The military problem of UGS was relegated to the occasional and subsidiary small war—ranging from conducting counterinsurgency (COIN) operations in the Philippines to rescuing Western legations in Beijing during the Boxer Rebellion to chasing Pancho Villa into northern Mexico. These small wars were supplanted in 1917 by the deployment of the American Expeditionary Force to tip the balance of the Great War. Thereafter, and to this day, the U.S. armed forces have defined conventional warfight-
ing as their principal purpose and design function.

UGS did not arise again as a significant defense planning problem until the post–World War II era, when the collapse of European empires created opportunities for the Soviet Union and other communist powers to expand their influence into restive colonies and weakly gov-

erned, newly independent states. The result was the “first insurgency era” of sprawling global competition between the United States and the Soviet Union for influence in “Third World” developing countries. In this Cold War context, UGS presented both challenges and opportunities for the United States. UGS in friendly states attracted the attention of Moscow and Beijing, which sought to foment “wars of national liberation” to overthrow pro-Western governments and shift them into the communist camp. The United States and its allies sought to counter communist influence through assistance to host-nation internal develop-

ment and defense. UGS also presented strategic opportunities for the United States. In countries aligned with Moscow and Beijing, the United States conducted numerous uncon-

---


ventional warfare operations seeking to foment resistance, which often involved DoD participation, though usually under the Central Intelligence Agency’s lead.15

Over the course of four decades, the United States, Moscow, Beijing, and their allies devoted enormous resources and policymaker attention to competing with each other in UGS around the globe.16 The primary zones of competition shifted from postwar Europe in the 1950s to Southeast Asia and Africa beginning in the 1960s and Latin America in the 1980s.17 The net result of the competition, from a U.S. perspective, was ambiguous at best. While governments and regions shifted alignment in the bipolar competition, there was rarely evidence that such shifts resulted from a particular external intervention.18 Most often, superpower assistance was subsumed into local conflicts, intensifying them and escalating their humanitarian impact but to little apparent effect on their trajectory.19 The primary exceptions to this rule occurred when Washington or Moscow decided to directly intervene with their own conscript forces, as in Southeast Asia in the 1960s and Afghanistan in the 1980s. The primary result, in both cases, was the expenditure of lives and treasure to little gain and at substantial loss of global credibility and rising domestic turmoil.20

With the end of the Cold War, the United States emerged as the de facto guarantor of the international system, and the significance of UGS in U.S. defense policy again shifted as the release of Cold War tensions led to rising instability in states where the political status quo had been supported by superpower assistance.21 During the 1990s, the United States was increasingly intervening in failing states to mitigate and contain the instability emanating

19 For a representative appraisal, see Benjamin Schwarz, American Counterinsurgency Doctrine and El Salvador: The Frustrations of Reform and the Illusions of Nation Building, Santa Monica, Calif.: RAND Corporation, R-4042-USDP, 1991.
from these conflicts. The United States sought to spread the burden of these operations by conducting them under United Nations, North Atlantic Treaty Organization, or coalition auspices. The results of the post–Cold War “peace operations” ranged from uncertain to disastrous. Operations in the Balkans, Cambodia, Latin America, and some parts of Africa successfully contained violence, while typically leaving the underlying conflict unresolved. Other cases, such as Somalia and Rwanda, produced catastrophic failure. Unalloyed success remained as elusive in post–Cold War UGS as it had during the Cold War.

The al-Qaeda terrorist attacks of September 11, 2001, again altered the significance of UGS in U.S. defense planning. After the attacks on New York and Washington, D.C., UGS came to be seen as potential sanctuaries for terrorist networks seeking to attack the United States and undermine the stability of the international system. Few in the national security and intelligence communities had predicted beforehand that an undergoverned area as remote as eastern Afghanistan could serve as the launching pad for a mass-casualty attack on key global centers of financial and political power; as a result, policymakers came to view any undergoverned area in any region of the world with any appreciable terrorist activity to be an unacceptable threat to the security of the U.S. homeland. This assessment would spur an unprecedented wave of interventions in UGS around the globe.

The first intervention after the terrorist attacks of September 11, 2001, occurred, of course, in Afghanistan. The United States invaded Iraq two years later, and, together, Operation Enduring Freedom and Operation Iraqi Freedom became the two most-important U.S. experiments in large-scale stability operations in more than a generation. This is not the place to describe the campaigns in Afghanistan and Iraq, other than to note that, in both cases, the
United States attempted to achieve its objectives with a small presence, which was stymied by the development of a broad and potent insurgency. The United States and its allies and partners responded in both cases with a major surge of forces and the attempted implementation of population-centric COIN. In Iraq, the coalition was greatly assisted by an uprising of rural clan networks against al-Qaeda cadres that had overstayed their welcome, and violence declined precipitously by 2009. In Afghanistan, the coalition enjoyed no such local mobilization, and violence remained stubbornly elevated.

The United States withdrew from Iraq in 2010—too early—and the Islamic State in Iraq and the Levant (ISIL) arose to seize western Iraq and eastern Syria. U.S. forces returned and led a multiyear campaign to destroy ISIL. The withdrawal of U.S. forces from Afghanistan led to the immediate collapse of the Western-backed regime in Kabul.\textsuperscript{29}

The costs have been substantial. In Operation Enduring Freedom, the expenditure totals approximately $1 trillion, and 1,845 U.S. servicemembers have been killed in action to date. The United States remains unable to say that it accomplished its objective of creating a stable and democratic Afghanistan that will no longer serve as a sanctuary for terrorist networks. In Operation Iraqi Freedom, with another $1 trillion spent and 3,481 U.S. personnel killed in action, the United States still cannot claim to have achieved its objectives of a stable, free, and democratic Iraq.\textsuperscript{30}

Since 2001, the United States has also conducted counterterrorism (CT) campaigns in a wide swath of UGS beyond Afghanistan and Iraq, albeit with a smaller footprint and a relatively greater reliance on special operations forces, airpower, and partner forces.\textsuperscript{31} These campaigns have been conducted across Northwest Africa, North Africa, Central Africa, the Horn of Africa, the Levant, Yemen, Pakistan, and Southeast Asia.\textsuperscript{32} Thousands of jihadists have been killed or captured, and numerous networks have been disrupted and defeated.\textsuperscript{33} Yet U.S. CT efforts are widely regarded as containment measures that have done little to resolve the


root causes of the genesis of terrorist networks.\textsuperscript{34} Conditions remain ripe for the reemergence of those networks across the Arc of Instability in Africa and the greater Middle East, suggesting that the overall success of these campaigns has been limited and ambiguous.\textsuperscript{35}

In sum, DoD’s historical performance in UGS has been mixed at best. Through seven decades of Cold War competition, peace operations, COIN, and CT, DoD has very rarely accomplished its assigned policy objectives in UGS, and almost never in a durable form. The results of U.S. military intervention have more often been an ambiguous mix of moderate success, chronic frustration, and implicit or explicit failure. Success has tended to be rare, modest, and temporary.

Again, this is puzzling. Why has the American military experience in UGS been so equivocal? The United States has tried numerous variations in its strategic and operational approach to the challenge of UGS. It has attempted to ignore, contain, mitigate, and transform UGS at various times and places. It has conducted limited-liability special operations campaigns, small-footprint air-centric campaigns, and full-scale direct stability campaigns. It has emphasized the development of local government forces, empowered local nongovernment proxies, flooded UGS with its own forces, relied on allied forces from abroad, operated through international organizations and alliance structures, and virtually all the combinations thereof. And yet across these permutations, the results have remained consistently modest at best.

This suggests that the causes of the ambiguous U.S. experience in UGS might be more fundamental than operational technique and design. It suggests that the problem might be analytical in character. The United States appears to lack perception and awareness in UGS, struggling to identify key actors, ascertain the sources of their behavior, and understand the dynamics and incentives that shape conflict in UGS. For that reason, regardless of the operational approach used—small footprint or large scale, unilateral or partner focused, CT or COIN—the results appear to regress to the ambiguous mean.

This apparent analytical weakness is of more than just historical interest because the nation’s defense strategy continues to place strong emphasis on the strategic challenges presented by UGS. The 2018 National Defense Strategy defines three key strategic challenges for the U.S. armed forces: improving conventional deterrence vis-à-vis China and Russia, competing more effectively with revisionist great powers and regional rogue regimes in the gray zone below the threshold of armed conflict, and maintaining more cost-effective pres-


sure on violent extremist organizations (VEOs). Conventional deterrence in Europe and the Western Pacific receives the lion’s share of attention within DoD, but strategic competition and counter-VEO operations are likely to occur most often in UGS. Examples of gray-zone competition—ranging from Russia’s interventions in Syria, Libya, and Sub-Saharan Africa to Iran’s proxy operations across the Levant and Arabian Peninsula to China’s efforts to edge neighbors out of the South China Sea with semi-official vessels—all occur in UGS. So despite the desire of many in DoD to return to a focus on conventional warfighting against great powers, which has been familiar territory since the early 20th century, UGS once again promise to remain an inconvenient priority for the U.S. armed forces. This suggests that it will remain important for the United States to analyze UGS—the subject of the next section.

The Analytical Challenge of UGS: Understanding Africa

Analytical errors of the kind DoD encountered in UGS typically result from a mismatch between the available analytical lenses and the relevant conditions on the ground. In this context, the memorable formulation of James C. Scott that the U.S. government (USG) “sees like a state” is relevant.36 As the most powerful state in the international system and the de facto guarantor of the system itself, the USG naturally views UGS through the lens of state capacity, legitimacy, and influence.37 From a legal and policy perspective, the United States finds it most natural to work with other states, and it tends to measure governance in terms of the influence of the central state apparatus in an area.38 When seeking to understand the strategic dynamics in an undergoverned space, the USG also, therefore, tends to focus on the activities and capabilities of the central state apparatus.39

36 James C. Scott, Seeing Like a State: How Certain Schemes to Improve the Human Condition Have Failed, New Haven, Conn.: Yale University Press, 1999. Scott’s analysis certainly has its weaknesses, but the idea that states “see” society in particular ways has enriched theory and practice. For an overview of the theoretical importance of Scott’s book, see, for example, Shannon Stimson, “Rethinking the State: Perspectives on the Legibility and Reproduction of Political Societies,” Political Theory, Vol. 28, No. 6, December 2000. For an application of Scott’s idea of “seeing like a state” to policy, see Christopher Coyne and Adam Pellillo, “The Art of Seeing Like a State: State Building in Afghanistan, the DR Congo, and Beyond,” Review of Austrian Economics, Vol. 25, No. 1, March 2012.


Additionally, the Executive Branch departments responsible for defense and foreign policy are among the most institutionally robust organizations in existence. DoD’s chief management officer has described the department as the “largest, most entrenched bureaucracy in the world.”\(^{40}\) Unsurprisingly, therefore, DoD also tends to view governance in terms of formal state institutions—it “sees like an institution” when it looks at UGS.\(^ {41}\)

Moreover, individuals who serve in DoD and advise from the intelligence and analytical communities tend to be those who have shown the greatest facility for performing successfully in large-scale bureaucratic institutions.\(^ {42} \) In general, individuals are not incentivized to develop deep expertise in a particular substantive area or region. They are instead shuffled around the organization, broadened, and ultimately developed as generalists.\(^ {43} \) This is particularly true for those who are promoted to positions of greater influence and responsibility.\(^ {44} \) It might therefore be said that those involved in analyzing UGS and making policy and operational decisions “see like generalists,” or, perhaps less generously, “see like functionaries.”

It is entirely possible that a system in which the government sees like a state, DoD sees like an institution, and individual analysts see like generalists works well for a great number of the strategic, policy, and analytical problems confronting the nation. It might be that the very scale of the American military instrument might require such an approach and that this might help explain the popularity of systems analysis and other highly rationalist modes of thought in DoD.\(^ {45} \) However, given the enduring struggle to develop an effective military


\(^{43}\) See, for example, Shanthi Nataraj and Lawrence M. Hanser, Career Paths in the Army Civilian Workforce: Identifying Common Patterns Based on Statistical Clustering, Santa Monica, Calif.: RAND Corporation, RR-2280-A, 2018; M. Wade Markel, Jefferson P. Marquis, Peter Schirmer, Sean Robson, Lisa Saum-Manning, Katherine Hastings, Katharina Ley Best, Christina Panis, Alyssa Ramos, and Barbara Bicksler, Career Development for the Department of Defense Security Cooperation Workforce, Santa Monica, Calif.: RAND Corporation, RR-1846-OSD, 2018; and Shirley M. Ross, Rebecca Herman, Irina A. Chindea, Samantha E. DiNicola, and Amy Grace Donohue, Optimizing the Contributions of Air Force Civilian STEM Workforce, Santa Monica, Calif.: RAND Corporation, RR-4234-AF, 2020.


approach to UGS, it is worth exploring whether those lenses are appropriate to the analytical problem of undergovernedness. In the following section, I discuss the strategic characteristics of UGS, looking at Africa as an example.

Strategic Characteristics of UGS: The Example of Africa

In seeking to understand whether there might be a mismatch between DoD’s perceptual capacity and the characteristics of UGS, it is useful to begin with Africa. This continent remains an active operational theater for the United States and, for many, exemplifies the idea of an “undergoverned area.”

At the individual level, working on DoD Africa policy tends to be an uncomfortable experience in Washington, in Stuttgart (at U.S. Africa Command), or on the continent itself. Most U.S. military and DoD civilians who become involved with Africa have virtually zero background knowledge of the region. They learn about Africa on the job. This creates encounters with Africa that are both strange and nearly universal, becoming a kind of badge of honor for those working in the region. Virtually everyone has a story to tell of a meeting with African government officials that produced agreement on joint action, only for there to be no follow-up and no explanation from African interlocutors for the lack of follow-up—if such interlocutors could be located at all. What those working on Africa policy encounter is the following:

- high-profile policy initiatives that dissolve into thin air
- key decisions awaiting approval by power brokers in agencies outside the respective ministries of defense (MoDs)
- meetings in which senior African representatives appear oddly, to American eyes, deferential to lower ranking members of their delegation
- stories of learning about close family ties between senior military leaders and key business, cultural, and political figures, or of meeting African government and military interlocutors who are themselves also business owners or politicians
- stories of the moment when it dawned on the American that their African interlocutors are not powerful because they hold a senior position in the armed forces but instead hold a senior position in the armed forces because they are already powerful.

---

46 The following discussion draws heavily on previous analyses conducted for U.S. Africa Command and its components on U.S. military strategy on the continent.


48 This is based on my experience in and around the civil service for more than two decades. Of course, Africans have the equivalent stories about working with Americans, including anticipated long-term relationships, such as staff talk series, in which U.S. officers and appointees rotated so quickly that no two meetings were attended by the same leaders on the U.S. side. There are also stories of senior U.S. leaders, even cabinet secretaries, being unable to deliver on simple commitments; of countless visits by large teams of American personnel collecting unending information that never appeared to be shared or retained; of interminable delays while the unimaginably vast and complex DoD bureaucracy ground its way to a deci-
These are common experiences that unite DoD’s Africa community.

The individual experiences of DoD military and civil servants have institutional analogues:

- equipment and materiel delivered to African partners at great expense and effort that rapidly deteriorate or “sprout feet” and disappear
- training events for which students fail to turn up
- units that attend collective training events, only to be disbanded, their personnel scattered to other units
- African MoDs that insist on acquiring showy systems that provide little or no useful capability
- MoDs that allow carefully developed capabilities to disintegrate without notice or apparent concern
- African armed forces that absorb enormous amounts of individual and collective training without any apparent improvement.

The overall experience is one of Sisyphean futility, interrupted by unexpected episodes of progress and growth.

Within DoD circles, the common and lazy explanation for these experiences is that African armed forces lack capacity and professionalism. They are not enough like the United States. The prescription that follows this diagnosis is to admit defeat and withdraw or to significantly escalate the U.S. effort to develop and professionalize the African partner. The fact that DoD has been pursuing this general pattern for 75 years without much apparent return on investment raises the possibility that something deeper is happening.

To understand what that something might be, one must begin with a fresh understanding of the continent, its societies, and their armed forces—Africa’s strategic context. That context is exceedingly complex, and that complexity begins with geography. Africa’s 54 states make up a bit more than a fifth of the planet’s land mass and are home to more than 1.3 billion individuals, who identify with more than 200 discrete ethnic groups speaking more than 2,000 discrete languages. The continent is essentially a single, enormous chunk of the planet’s crust called a craton that has been geologically stable for 500 million years. While other continents have drifted around the mantle and experienced manifold landform processes, such as volcanic activity and glaciation, Africa’s stable surface has lifted, aged, and eroded.

---

49 This section borrows heavily from unpublished research and writing conducted for the Department of the Air Force on improving the provision of assistance to African partner air arms.


As a result, the continent is largely a single plateau of extraordinarily old and unproductive topsoil that has little topographical relief and astounding quantities of rare minerals lying just beneath the surface.\(^52\)

Africa is the cradle of humankind, but, because of its poor topsoil and weather patterns, Africa in 2021 is not particularly conducive to human life.\(^53\) Only roughly 10 percent of the continent is covered by alluvial or volcanic soils able to support intense agriculture.\(^54\) Much of the continent is buried under the Saharan, Namibian, and Kalahari deserts or the rainforests of the Congo Basin.\(^55\) Many regions of Africa that do possess decent soil for agriculture are, unfortunately, located in agricultural pest and disease zones.\(^56\) Thus, Africa is said to have a low geographic “carrying capacity.”\(^57\) As a result of this low carrying capacity, for much of recorded history, the population density of the continent has been lower than other regions of the globe where environmental conditions are more favorable.\(^58\) Today, even after five decades of rapid population growth, Africa is only approximately 33 percent as densely populated as Asia and half as populated as Europe.\(^59\) Although there are pockets of dense population in Africa where conditions are more favorable, the continent is comparatively very sparsely inhabited.\(^60\)

These geographic and demographic characteristics have traditionally shaped African economic systems. Low carrying capacity of the land has typically led Africa’s inhabitants toward subsistence dry field cultivation and nomadic pastoralism.\(^61\) In dry field cultivation, farmers subsist by clearing land to raise dispersed fields of low-yield crops for a few seasons


\(^{55}\) These deserts and rainforests cover more than 60 percent of the continent. See European Soil Data Centre, “Soil Atlas of Africa and Associated Soil Map,” webpage, undated.


and then move on when soil quality and moisture have been exhausted. Nomadic pastoralism revolves around herds of livestock that constantly move in search of good pasture land. Today, of course, much has changed, and a substantial proportion of Africans live in urban concentrations. A century of gradual industrialization and the more recent advent of the service and information economies have altered the patterns of life for many in some regions. However, more than 60 percent of Africans continue to live as subsistence farmers, and the patterns of agricultural life still provide the de facto foundation for contemporary economic and social life in many regions of the continent.

The other fundamental feature of African economics is the oil and mineral wealth that is concentrated in certain regions of the continent’s geology. Africa possesses approximately 30 percent of the globe’s mineral reserves, and it is a leading world producer of aluminum, bauxite, cobalt, diamonds, platinum, and gold. Africa also has a significant share of global oil production and reserves, estimated at 12.2 percent of production and 9.5 percent of reserves. These extractive industries create enormous wealth for some but contribute less to overall economic development and poverty reduction in Africa than might be assumed. The reasons for this are debated by economists and social scientists, but the point rent nature of African extractive industries and the heavy involvement of foreign companies are commonly cited factors. Some economists also point to a “resource curse” by which very lucr-
tive extractive industries appear to fuel corruption and political instability, ironically making the most resource-endowed nations in Africa some of the least economically developed.69

Because of these common structural, geographic, and economic factors, anthropologists and sociologists argue that African societies tend to share many key characteristics, notably a segmented social model that is highly decentralized, kinship based, geographically diffuse, network-centric, and “acephalous.”70 According to this perspective, whereas most Western societies are defined by formal hierarchies, such as socioeconomic classes, African societies are typically notable for their lack of formalized hierarchy.71 They are more typically defined, instead, by informal social structures, such as generational age sets, lineage associations, and, most importantly, patronage networks.72 In such societies, the family tends to be the fundamental social unit—rather than class, caste, profession, or ethnicity.73 Extended kinship networks operate as primary sources of identity for individuals; business, political, and other types of networks are assembled from the building blocks of kinship networks.74 Driven by intergenerational migration patterns, kinship groups sprawl over large regions, and social relationships in a given area of Africa will often be a highly decentralized latticework of loosely interacting informal networks.75

In turn, Africa’s subsistence economies and decentralized societies shape the continent’s politics in important ways.76 Political scientists argue that there has traditionally been insufficient economic capacity to support centralized political units in Africa, which tend to arise where there are accumulations of wealth and capital to support ruling elites and bureaucra-


cies. Moreover, according to this argument, centralized political systems tend to emerge where the financial gains from controlling territory justify the costs of control. Most of Africa’s land is not especially economically valuable on an average basis; this suggests that, generally, there has historically been neither the incentives nor the means to create large, powerful, and expensive centralized political systems in most African societies.

The longstanding tendency in Africa is, instead, toward distributed, diffuse, overlapping networks of hybrid political power, reflecting the social networks that underlie political systems. A substantial body of anthropological, sociological, and political science research indicates that the natural political unit in African politics is therefore the *patrimonial network*. Often built on kinship ties, patrimonial networks are informal webs of relationships and influence supported by patronage. Powerful patrimonial networks in Africa are archetypally led by what are termed *big men*, placing powerbrokers at the heart of politics on the continent.

Political scientists have described the political systems created by interactions among these patrimonial networks as *limited access political orders*. In limited access political orders, powerful patrimonial networks control entrée to activities that produce economic and social value within the society. The most-important aspects of society are incorporated into these networks, from the commercial and financial to the administrative, religious,
and political. The controlling access to these activities allows the networks to extract resources from the society to support themselves and to compete with one another for influence. The most-powerful patrimonial networks collaborate to prevent new powerbrokers from emerging, creating a kind of dynamic stability. Where powerbrokers frequently resort to force to settle disputes between rival patrimonial networks, in many areas of the continent, the result is what William Reno has described as “warlord politics.”

One important characteristic of limited-access political orders is that government institutions are not typically independent actors themselves but rather contested domains in which patrimonial networks compete for influence. In the memorable words of Jean-Francois Bayart, government bureaucracies in Africa are “institutional trees in the factional forest.” In such a context, government institutions take form primarily because international law makes them necessary for interactions between segmentary African societies and the broader international system. State bureaucracies thereby become yet another source of financial resources and political influence, and hence the subject of competition among patrimonial networks. As a consequence, African states tend to be weak by global standards for reasons deeply rooted in geography, economics, social structure, and history.

As a corollary, political networks both above and below the state level (supranational and subnational) tend to be more salient in Africa than in most regions of the world. In Africa, subnational patrimonial networks are often the most-important actors in domestic political dynamics. Supranational and transnational networks—such as the United Nations, the African Union, multinational corporations, and extracontinental powers—play key roles as well. There is a longstanding tradition of both subnational networks and transnational networks cooperating so that both of these combined forces can compete against each other for influence in African states.

Given the Clausewitzian dictum that war is politics by other means, it comes as no surprise that the decentralized political systems in Africa influence how military force is employed.

86 Bayart, 1993, pp. 87–103.
87 Bayart, 1993, pp. 228–259.
88 Bayart, 1993, pp. 150–179.
90 Bayart, 1993, p. 16.
94 Bayart, 1993, pp. 207–227.
for political purposes. Although African conflicts are diverse and complex, they tend toward unconventionality, network-centricity, and a strategic emphasis on coercion rather than conquest. These patterns might collectively be labeled *patrimonial warfare*.97

A primary characteristic of patrimonial warfare is its unconventionality. Belligerents in Africa frequently lack the internal resources necessary to support large-scale, standing statutory forces.98 Control of territory is much less valuable politically and economically than in many more-developed regions of the international system, where conventional warfare evolved.99 Decisive military results are difficult, perhaps even frequently impossible, to achieve in these decentralized political and social systems.100

Second, the belligerents in African conflicts tend to be networks rather than statutory militaries. Political violence in Africa tends to occur between patrimonial networks vying for position or control of some asset.101 Even when one or more of the belligerents have institutional trappings and statutory forces, the fundamental dynamic of the conflict tends to be patrimonial.102

Third, conflicts in Africa tend to draw in actors from outside the continent. Africa’s informal, network-based social and political systems make its conflicts uniquely permeable to outside involvement.103 Moreover, there is a longstanding tradition of local networks seeking to involve external actors to alter the local balance of power. External actors have their own objectives, of course. Great powers are routinely intent on countering African networks that they perceive to be dangerous to their interests. Foreign corporate interests—whether state-owned enterprises from China or France or purely commercial corporations, such as Anglo-American Mining and Royal Dutch Shell—seek to capitalize on Africa’s incredibly rich natural resources. Transnational networks, such as ISIL and Lebanese Hezbollah, encroach into Africa in search of influence, undergoverned space, and willing recruits. The result is that African conflicts are unusually likely to draw in actors from the outside.

Fourth, force is typically employed to coerce rather than to defeat an adversary network. Because decisive victory is unlikely in most African political contexts, military conflicts in

---

103 See, for example, David B. Skillcorn, Olivier Walther, and Quan Zheng, ”The Diffusion and Permeability of Political Violence in North and West Africa,” *Terrorism and Political Violence*, Vol. 33, No. 5, 2021.
Africa tend to be persistent and enduring. Armed force is typically employed to gain an advantage in an enduring contest for political influence, a process William Reno calls violent patronage politics. Therefore, the predominant mode of military operation in Africa is the punitive or coercive raid rather than the decisive conventional campaign. The purpose of raid operations is to impose costs on the adversary and to punish behavior that is contrary to the interests of the raider. The coercive effect of the operation is intended to shape future behavior and to set the conditions for the next round of competition for influence, not to decisively defeat the competing network. Collectively, these characteristics frame a way of war that is unique to Africa.

**Summary of African Strategic Dynamics: Understanding Other UGS**

This sketch portrait of African strategic dynamics based on the expert literature highlights the informal, distributed, network-centric, and patrimonial nature of competition and conflict in Africa’s vast UGS. And although space limitations prevent anything more than generalization, this description does suggest why the United States struggles to perceive the strategic and military dynamics of African UGS. The USG sees like a state and DoD sees like an institution, which could not be more diametrically opposed to the structure and fundamental dynamics of the African context. It could be said that DoD analysts and policymakers suffer from selective blindness, like color blindness, in which certain aspects of African strategic dynamics are visible but others are completely invisible or indistinguishable from those that are visible.

Although this blindness might be particularly evident in the context of Africa’s UGS, it is certainly not limited to Africa. The long war in Afghanistan has also occurred in a country with minimal carrying capacity, low population density, distributed subsistence agriculture, diffuse and segmented social networks, a patronage-based political system, and patrimonial patterns of warfare. This strategic context affects how wars are fought in Afghanistan. Efforts by the United States and its coalition partners to build a highly centralized, capable Afghan state apparatus with reach throughout the hinterlands—supported by professional and apolitical, centralized security forces—suggest categorical blindness to the fundamen-

---


106 Reid refers to this as raiding war and contrasts it with Western-style campaigning war (Reid, 2012, p. 4).

107 This is a primary point in Reno, 1999.


tal characteristics of Afghanistan’s UGS. Similar blindness has arguably been evident in Syria, Yemen, and Iraq, where patronage-based warlord regimes compete with substate and transnational networks—not surprisingly, all UGS where the United States has struggled to formulate and achieve meaningful objectives.

The Analytical Problem in UGS: Complex Infinite Competition

At a conceptual level, the preceding discussion of strategic dynamics in Africa and other UGS suggests that conflicts in those areas might tend to take a complex and infinite form that is difficult for DoD to perceive and understand. When we describe competition in Africa and other UGS that is informally structured, minimally delineated in time and space, permeable to the entrance of new participants and the exit of current participants, and vulnerable to continuous struggle for relative influence and power among longstanding patrimonial networks, we are describing a form of what Simon Sinek and others have termed an infinite game. The USG and DoD are optimally suited for conflicts that are finite games that adhere to formal structures and conventional rules and that are clearly delineated in time and space. What the USG and DoD encounter in Africa and other UGS are infinite games that conform to a structure and logic that is alien to a government that sees like a state and a DoD that sees like an institution. As a result, the United States has trouble perceiving and understanding what is happening on the ground in UGS and how it might devise an approach to achieve its objectives.

Similarly, when we describe the structural characteristics of African and other UGS as informal, diffuse, network-centric, patronage-based, and patrimonial, what we are describing is a complex adaptive system. Similar to other such systems, the strategic dynamics in UGS feature rich and nonlinear interactions among actors, feedback loops, and adaptive, emergent behavior. The functioning of the overall system cannot be predicted from the

---


behavior of the individual units, nor will the “inputs” of an external actor, such as the United States, produce linearly predictable “outputs” in terms of effects on a competition and its participants.\textsuperscript{115} Again, a USG that sees like a state and a DoD that sees like an institution are poorly suited to the complexity of competition in UGS.

Taken together, these observations indicate that when DoD operates in UGS, it is participating (however unwillingly) in complex infinite games. Moreover, at the government, organizational, and individual levels, DoD is uniquely ill suited to accurately perceive and understand the strategic dynamics of these complex infinite games. Selective blindness is an apt metaphor for this situation, in which the United States observes UGS from the governmental, institutional, and individual perspectives but is unable to perceive and distinguish essential features ranging from actors to causal dynamics. Unsurprisingly, despite best efforts, the results are ambiguous. More insidiously, the results might be impossible to discern in the first place.

Moreover, while the United States might initially encounter complex infinite games as analytical problems, the games clearly pose challenges that extend beyond seeing to the realm of doing.\textsuperscript{116} The same individual- and institutional-level characteristics that inhibit DoD’s ability to perceive the complex infinite conditions of UGS also tend to make the department ponderous in action.\textsuperscript{117} DoD is also notoriously centralized when it comes to taking action in UGS. Day-to-day and tactical decisions require approval and reporting at the theater or national level.\textsuperscript{118} Talking points are debated in the inter-agency process, which by design grants maximum power to those in the system wishing to delay or block actions.\textsuperscript{119} The result is that DoD’s behavior in Africa and other UGS is slow, infrequently adjusted, and directed by those who are furthest from the realities of complex infinite competitions.\textsuperscript{120} This is the antithesis of the dynamic, experimental, adaptive, and problem-centric approach that is increasingly viewed as the most effective mode of behavior in conditions of complex


\textsuperscript{116} For a particularly powerful discussion of this link, see Ben Connable, \textit{Embracing the Fog of War: Assessment and Metrics in Counterinsurgency}, Santa Monica, Calif.: RAND Corporation, MG-1086-DOD, 2012.


\textsuperscript{118} This insight emerges from author field observations.


infinite games.\textsuperscript{121} The Australian armed forces have particularly well-developed arguments for adopting the antithesis of DoD’s approach in complex infinite competitions in UGS.\textsuperscript{122}

It would be easy to criticize DoD’s approach to action in UGS as unhelpfully centralized and ponderous if decentralization were a feasible alternative. However, decentralized action in a modern bureaucracy requires trustworthy subordinates with the requisite expertise, experience, and preparation to succeed in their environments. Broadly speaking, DoD lacks such individuals on the ground or anywhere in the system. Any prospective solution would involve profound structural reform across DoD or, perhaps, a completely new approach to developing and sharing an understanding of real-time conditions in complex infinite competitions.

Concluding Thoughts: The Need for New Lenses in UGS

Although the United States, and DoD in particular, finds UGS uncongenial and frustrating, the historical record suggests that UGS cannot simply be ignored. Since the early 20th century, the United States has repeatedly attempted to eschew involvement in UGS, only to be pulled in by threats and opportunities that repeatedly arise in them. The 2018 National Defense Strategy, with its emphasis on competing with revisionist great powers and suppressing the threat posed by VEO networks, points directly toward continued and perhaps even growing DoD commitments in UGS in Africa, the Middle East, Central Asia, Southeast Asia, and perhaps Latin America.

There is thus a need for new analytical techniques that can provide new lenses for DoD to perceive and understand the complex infinite competitions it encounters in UGS. These lenses must incorporate the information and signifiers that locals use to understand and navigate these competitions, and they must be general tools that can be rendered bespoke to specific times and places. Perhaps most challengingly, they must translate the informal complexity of UGS to individuals who see like generalists, a department that sees like an institution, and a government that sees like a state. The USG and DoD will not transform themselves wholesale to operate more effectively in complex infinite games. Instead, new analytical lenses are required that will translate effectively between the two types of reality.

Recent advances in artificial intelligence, machine learning, modeling, and gaming could individually and collectively contribute to the development of such lenses. In particular, from an analytical perspective, the development of artificial intelligence or machine-learning tools


\textsuperscript{122} See Justin Kelly and Mike Brennan, “OODA Versus ASDA: Metaphors at War,” \textit{Australian Army Journal}, Vol. 6, No. 3, Summer 2009. (This entire issue of \textit{Australian Army Journal} is a particularly good overview of Australian views on the matter.)
might permit the sociocultural and political signatures of African societies to be collected at comprehensive scale, correlated longitudinally, visualized in real time, and, ultimately, rendered legible to generalists in DoD and other USG institutions. Emerging modeling and gaming capabilities, on the other hand, might allow this analytical portrait to be projected forward in time to help policymakers understand the likely results of their choices. Several components of mosaic warfare point the way toward these capabilities.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>COIN</td>
<td>counterinsurgency</td>
</tr>
<tr>
<td>CT</td>
<td>counterterrorism</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>ISIL</td>
<td>Islamic State in Iraq and the Levant</td>
</tr>
<tr>
<td>MoD</td>
<td>ministry of defense</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
<tr>
<td>USG</td>
<td>U.S. government</td>
</tr>
<tr>
<td>VEO</td>
<td>violent extremist organizations</td>
</tr>
</tbody>
</table>
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CHAPTER FOUR

Perspectives on State Governance, Undergovernance, and Alternative Governance

Jonathan S. Blake, Berggruen Institute

In the popular imagination and in many policy analyses, ungoverned spaces bring to mind Thomas Hobbes’s depiction of life outside the Leviathan: a place of “continuall feare, and the danger of violent death,” where “the life of man [is] solitary, poore, nasty, brutish, and short.”

Ungoverned spaces are thought of as blank spaces on the map, defined primarily by what they lack: no peace, no prosperity, no order, no security, no government, no state. But this focus on absence ignores a reality on the ground that is often far more complex. The world cannot be neatly divided into two spheres—governed and ungoverned. Most of the world falls somewhere in between. Yet this in-between zone is often disregarded in favor of simple binary models of governance.

One way to conceptualize the spaces that fall between governed and ungoverned is as undergoverned. The concept of undergoverned spaces (UGS) calls attention to the territories, populations, and issues that are neither black nor white but shades of gray. Yet the spectrum that runs from governed through undergoverned to ungoverned is only one dimension of governance. In addition to this quantitative dimension focused on how much governance

---


2 Some earlier U.S. Department of Defense conceptualizations of ungoverned spaces used the term as a general category that included undergoverned spaces. However, as this chapter argues, it is more useful to separate the two terms. See, for example, Robert D. Lamb, who defined ungoverned areas as follows:

A place where the state or the central government is unable or unwilling to extend control, effectively govern, or influence the local population, and where a provincial, local, tribal, or autonomous government does not fully or effectively govern, due to inadequate governance capacity, insufficient political will, gaps in legitimacy, the presence of conflict, or restrictive norms of behavior. For the purposes of this report, the term “ungoverned areas” encompasses under-governed, misgoverned, contested, and exploitable areas as well as ungoverned areas. In this sense, ungoverned areas are considered potential safe havens. (Robert D. Lamb, Ungoverned Areas and Threats from Safe Havens, Washington, D.C.: Ungoverned Areas Project, 2008, p. 6)
there is, a qualitative dimension exists that focuses on the nature of governance. Thus, the category of undergoverned operates on only one plane—one that is primarily appropriate for comparison and analysis along the quantitative dimension. A more complete view of governance requires attention to both the quantitative and qualitative dimensions—to both the amount of governance and who provides it, how, and to whom. This requires moving from a unidimensional to a two-dimensional conception of governance.

The qualitative dimension reveals the limitations of conventional state-centric notions of UGS. In much of the world, the state is not the only governance provider. Thus, deviations from the idealized model of absolute state sovereignty are quite normal. Alongside state undergovernance, we often observe alternative forms of governance. Many actors working in many configurations provide governance, resulting in a diverse array of outcomes for the population.

This chapter explores these alternative governance arrangements around the world, filling in the qualitative dimension and providing a more realistic view of governance as it actually exists. I start with a discussion of concepts and definitions. Then, I discuss undergovernance and alternative governance and how to distinguish between them. I end with some concluding thoughts about the two.

Defining Two Key Terms: The State and Governance

Before identifying governance systems, it is crucial to briefly define and differentiate two key terms: the state and governance. The state, for our purposes here, is defined, very minimally, as “the functioning of executive branches and their bureaucracies.” This definition presupposes no notion of the strength of the state or what goods or services it provides.

3 Francis Fukuyama, “What Is Governance?” Governance, Vol. 26, No. 3, 2013. Although much of my discussion here draws on Stephen D. Krasner and Thomas Risse, I prefer Fukuyama’s definition of the state to theirs. Following Max Weber, Krasner and Risse conceptualize “statehood as an institutionalized structure with the ability to rule authoritatively (Herrschaftsverband) and to legitimately control the means of violence” (Stephen D. Krasner and Thomas Risse, “External Actors, State-Building, and Service Provision in Areas of Limited Statehood: Introduction,” Governance, Vol. 27, No. 4, 2014, p. 549). This definition relies too heavily on outcomes rather than institutions. In particular, it refers to the key outcome that we often want of the state: legitimate control of the means of violence. Weber, of course, looms large in any discussion of the modern state, but his conception is often aspirational rather than descriptive—“monopolizing violence,” as Nicholas Rush Smith puts it, is a “Weberian fantasy” (Nicholas Rush Smith, Contradictions of Democracy: Vigilantism and Rights in Post-Apartheid South Africa, New York: Oxford University Press, 2019, p. 192). Weber’s canonical statement on the state is as follows: “Today . . . we have to say that a state is a human community that (successfully) claims the monopoly of the legitimate use of physical force within a given territory” (Max Weber, From Max Weber: Essays in Sociology, H. H. Gerth and C. Wright Mills, eds., New York: Oxford University Press, 1948, p. 78; italics in the original). Two vital features of Weber’s view are that the violence must be legitimate and that the state’s claim to the monopoly of violence must be successful. (These points are ignored in the common truncation of Weber’s view as simply “the monopoly of violence.”) Both of these features are relational outcomes—that is, they result from the interactions of rulers and the ruled. It is a mistake, therefore, to treat Weber’s view as a definition of the state, as many analysts do (especially in the definition’s truncated form). Weber’s state is an ideal type and should, therefore, be treated
Thus, stateness, or statehood, can vary from “consolidated” to “limited” to “fragile, failing, or failed.” Governance, by contrast, is “the sum of the many ways individuals and institutions, public and private, manage their common affairs.” Put a bit more concretely, to govern is to “make and enforce rules and regulations, and to provide services.” This broad definition covers a wide variety of activities involved in the “process of ruling and managing territories and populations” and is agnostic to the identity of the provider. Distinguishing between the state and governance is important because (1) the state is not the only governance provider and (2) states vary widely in the variety and quality of their governance. The degree of statehood does not even necessarily correlate with governance provision. What is more, while the sovereign nation-state is the preeminent governance institution, this is a fairly recent phenomenon, and it might not be the case in the future. Well into the 20th century, several other types of governance institutions prevailed around the world, such as colonies, trusteeships, and protectorates. Another important point is that while the state is a territorially based institution, governance is not only a territorial matter. We often think of governance in spatial terms (e.g., Denmark is governed, rural Afghanistan is ungoverned), but it also applies to policy issues. Both within a territorial unit and

as an outcome, not a definition. This perspective opens up a key empirical question: Why are some states Weberian while others are not?

4 Krasner and Risse, 2014, p. 549. They define these concepts as follows:

- “Consolidated states possess the ability to authoritatively make, implement, and enforce central decisions for a collectivity”
- “Limited statehood concerns those areas of a country in which central authorities (governments) lack the ability to implement and enforce rules and decisions and/or in which the legitimate monopoly over the means of violence is lacking. The ability to enforce rules or to control the means of violence can be differentiated along two dimensions: (1) territorial, that is, parts of a country’s territorial space, and (2) sectoral, that is, with regard to specific policy areas”
- “Failed or failing states are those that have more or less lost the state monopoly on the use of force and/or do not possess effective capacities to enforce decisions” (p. 549).


across it, policy issues—tax collection, water resource management, etc.—carry different degrees and types of governance and can be governed by different actors.\textsuperscript{10}

Having separated statehood and governance, we can turn to thinking about governance in spaces where statehood is not consolidated or institutionalized.\textsuperscript{11} This is not a trivial matter. More than 70 percent of countries, according to one calculation, have “significant areas of limited statehood.”\textsuperscript{12} In these territories and policy sectors, the state is only one of the relevant actors and state governance is only part of the governance landscape. This reality lies in contrast to the Western ideal of state-dominant governance in consolidated states, yet many observers condition their analyses of governance everywhere on this “fictional” ideal.\textsuperscript{13} In such thinking, any place that does not fit the assumed model of governance is considered ungoverned. But given that the statist ideal only applies to a minority of places, we must do better than conceptualizing governance in much of the world as simply an aberration from the norm.

State Governance Relative to Undergovernance and Alternative Governance

One way to sharpen our thinking about governance outside “domestically sovereign” states is to shift our perspective from a focus on what is absent to a focus on what is present.\textsuperscript{14} This section does that by looking at the alternative governance systems that exist in places and policy arenas that are undergoverned by the state.\textit{Alternatively governed spaces} are conceived of as all the territories and policy sectors that are neither governed by a consolidated state nor entirely ungoverned, by which I mean characterized by disorder.\textsuperscript{15} Thus, alternative governance is a broad category that covers all kinds of actors, structures, and circumstances. This breadth is deliberate. The concept is meant to call attention to the commonalities among systems of governance that are often thought to be dissimilar.


\textsuperscript{11} Lee usefully distinguishes between \textit{state consolidation}, the degree to which the state can govern evenly over its territory, and \textit{state institutionalization}, “the power and strength of state administrative institutions” (Lee, 2020, p. 20).


\textsuperscript{14} Krasner defines \textit{domestic sovereignty} as “the formal organization of political authority within the state and the ability of public authorities to exercise effective control within the borders of their own polity” (Stephen D. Krasner, \textit{Sovereignty: Organized Hypocrisy}, Princeton, N.J.: Princeton University Press, 1999, p. 4).

\textsuperscript{15} Disorder is a situation in which the rulers, the ruled, or both “fail to abide by a set of defined rules” (Ana Arjona, “Wartime Institutions: A Research Agenda,” \textit{Journal of Conflict Resolution}, Vol. 58, No. 8, December 1, 2014, p. 1374).
The focus on alternative governance arrangements is not intended as necessarily laudatory. It is important to consider both state governance and its alternatives, not because the alternatives are always better than the state, but because alternative governance is the day-to-day reality for much of the world’s population. To promote such a focus, as Paul Stacey and Christian Lund argue, is “not to romanticize” alternative governance or to view it as the consummation of an emancipatory project of popular rule. For many, life in places like Old Fadema [an informal settlement in Accra, Ghana] remains nasty, brutish, and short, despite efforts at self-governance and information regulation. Yet, as actual governance, it deserves actual attention. 16

Alternative governance is important not because it is desired or desirable but because it shapes the lives of many millions of people around the world. 17 We cannot understand the dynamics of these places without understanding the alternative arrangements that govern them. Therefore, we ignore alternative governance at our own peril.

Alternative governance has identifiable forms, many of which have been conceptualized and theorized as distinct phenomena. For instance, in recent years scholars have published excellent studies on hybrid governance; 18 rebel governance; 19 criminal governance; 20 human-

itarian governance, and more, demonstrating the specific circumstances under which each arises and the unique logics that they follow. In some of these forms, the state is among the governance providers, operating alongside nonstate providers. For this reason, it is not appropriate to subsume alternative governance under the label nonstate governance.

The remainder of this chapter builds on the existing scholarship to develop a more general framework for understanding governance outside consolidated statehood. To do that, I discuss the following questions: Who governs alternatively? What is governed alternatively? What spaces are governed alternatively? What is the interaction between alternative governance and state governance?

Who Governs Alternatively?
Alternative governance can involve a wide array of actors. It has been observed that a diverse cast provides governance in settings around the world—from international humanitarian nongovernmental organizations (NGOs) and transnational corporations to traditional ethnic organizations and religious institutions to criminal organizations and rebel groups. These actors might appear to have little in common, and some of them appear to have little to do with governance—or might be better known for undermining governance—but they all govern territory or issues, even if their governance is not readily apparent when viewed through a state-centric lens. This diversity of actors is a hallmark of alternative governance: It can be provided by anyone who can provide it.

Alternative governance providers vary along many dimensions, such as their level of personalization (from formal and rules-based to informal and personalized), locus of operation (from local to international), profit orientation (from not-for-profit to for-profit), and eligibility criteria (from inclusive to exclusive). Here, I focus on how much alternative governors rely on force or threats of force. Importantly, although I present armed and unarmed alternative governors as a dichotomy, they are actually two ends of a continuum.

Unarmed alternative governance providers take many shapes and forms, such as community-based organizations, religious institutions, ethnic organizations, international


22 The role of the state can vary widely in alternative governance arrangements, from no state provision to quite a great deal. The state just cannot be the exclusive governance provider, because then it would no longer qualify as alternative governance.

23 Although this section describes various nonstate actors that provide some form of governance, it is important to keep in mind that the alternative governance arrangement of a particular place or issue is constituted by the governance provided by all actors involved, including, at times, the state.

NGOs, and private-sector firms. Take, for example, the work of Old Fadama Development Association, a community-based organization that delivers varied and important governance functions in an informal settlement in Accra, Ghana, which is home to 80,000 people but “legally invisible” to the state:

They look out for new constructions that block pathways; they call on emergent businesses; they ensure broader access roads are kept clear of containers and vehicles; they caution young people riding motorbikes carelessly; if they spot leaky pipes they contact volunteer plumbers; they identify fire hazards and endeavour to “keep the rubbish moving” to minimise problems with vermin; they look in on recurring domestic disputes and shoo children to school; they follow up on complaints of theft and damage to property, and pursue disagreements over rental payments; they give newcomers advice on building; after heavy rain they inspect low-lying areas for flooding; they rally communal labour to clear blocked waterways and ensure unsafe buildings are demolished after outbreaks of fire; they also organise the collection of contributions to cover medical bills, funeral expenses and support to families when a deceased person must be returned to what is often a remote northern village; and in some instances they cover bail money when it cannot be raised by relatives.

In the absence of state-provided governance, residents are compelled to “make an active and conscious effort beyond their own doorsteps” to “uphold common standards to make life bearable” in the community. Unarmed actors can even sometimes play this role in places where armed actors dominate governance provision. This is particularly the case when unarmed actors have access to authority rooted in economic, social, cultural, or charismatic power.

Nonstate armed groups are not often known for their governance provision, but many of them provide it. Armed actors have an advantage when it comes to governance provision: the ability to use force to enforce their rules and regulations. As Lessing explains,

In our workplaces, civic organizations, and even families we are subject to the rules, impositions, and decisions of those vested with authority. But in all these cases, as Weber pointed out, the state is the final enforcer and enabler of such authority. No such backstop underlies governance by non-state armed groups: their authority rests on their own coercive capacity, in at least nominal opposition to the state's.

26 Stacey and Lund, 2016, pp. 592, 600.
27 Stacey and Lund, 2016, p. 600.
While these groups have the ability to resort to coercion, not all of their governance is provided at gunpoint. As with state governance, the use of force can fade from immediate view and operate more as a background condition for day-to-day governing.

Most rebel groups and criminal organizations do not govern people and territory or only do so in limited ways—such as armed groups that extract taxes from civilians but provide little in return. But some offer a wide array of rules, public goods, and services. Armed groups provide some of the most comprehensive governance of any alternative governors. This is particularly the case for rebel governors, who, Mampilly argues, must “replicat[e] some of the functions and forms of the nation-state . . . [in order] to derive support for [their] political authority and achieve some form of legitimacy” from the civilian population. Having displaced the state from the territory that they control, rebel groups are able to provide any amount of governance they are capable of and choose to provide. Some go so far as to create de facto states with all the characteristics of a state except for international legal recognition. For example, Somaliland, a de facto state within the borders of Somalia,

has its own government, legislature, court systems, and police. The enclave engages in regularized taxation, provides public services such as health and education, conducts trade with international partners, and even boasts a separate central bank that issues currency (the Somaliland shilling).

Criminal organizations rarely have exclusive control of territory; thus, their governance provision does not reach the same heights as the most-comprehensive rebel governors. Nev-

---


32 Political scientists generally agree that armed groups govern civilians when it is in their self-interest to do so, but they debate which factors increase and decrease their self-interest. For example, Arjona argues that rebel groups govern when they have long time horizons and do not face strong resistance from local civilian institutions; Jeremy M. Weinstein argues that rebel groups’ governance improves when they rely on local civilians for resources and support rather than relying on natural resources or external patrons; Nicholas Barnes argues that criminal gangs provide more governance when their primary security threat is the government rather than other gangs; and Enrique Desmond Arias argues that gangs govern “to build local legitimacy and facilitate their illicit business.” See Arjona, 2016; Jeremy M. Weinstein, *Inside Rebellion: The Politics of Collective Violence*, New York: Cambridge University Press, 2006; Nicholas Barnes, *Monopolies of Violence: Gang Governance in Rio de Janeiro*, Madison, Wisc.: University of Wisconsin-Madison, 2017; and Enrique Desmond Arias, “The Impacts of Differential Armed Dominance of Politics in Rio de Janeiro, Brazil,” *Studies in Comparative International Development*, Vol. 48, No. 3, September 1, 2013.

ertheless, as with rebel groups, the quantity and quality of governance provided by criminal organizations ranges from minimal to fairly expansive.34 A few gangs have even responded to the coronavirus disease 2019 (COVID-19) pandemic by delivering welfare services and enforcing quarantines in their areas of control.35 One counterintuitive way that criminal organizations have increased the governance provision within their territory is to specifically forbid crimes against state social service providers to encourage those providers to return to work in the community.36

What Is Governed Alternatively?

Alternative governance can, likewise, govern a wide variety of behaviors, both quantitatively and qualitatively. That is, some alternative governance structures govern many aspects of life, while others govern a very limited set (the quantitative dimension). And the behaviors that the structures govern run the gamut (the qualitative dimension), covering many of the things that states do—even if in a somewhat different way. For instance, Lessing lists six governance functions that are widely found to be provided by criminal organizations: policing and enforcement; emergency response; and judicial, fiscal, regulatory, and political operations.37 But not all criminal organizations or other nonstate actors that govern people or territory perform all of these functions; they can strategically select which functions to carry out and to what degree.38 Even taxation, a function that we might assume all alternative governors would take part in, is not universal. Some alternative governors certainly collect a tax from the people and activities that they govern, while others eschew taxation and gain revenue in other ways.39

At times, even the same alternative governor governs different features of life in different places. For example, civilian behaviors governed by the Revolutionary Armed Forces of Colombia (FARC) could vary from village to village. In one village, the FARC

---


36 Lessing, 2021.

37 Lessing, 2021.

38 In Brazilian favelas (or slums), gangs generally prohibit, at minimum, the following transgressions: “No theft in the community; No physical fighting between residents; No rape of women; No sexual abuse of children; No wife beating” (Luke Dowdney, Children of the Drug Trade: A Case Study of Children in Organised Armed Violence in Rio de Janeiro, Rio de Janeiro, Brazil: Child Rights Resource Centre, 2003, p. 64).

“came here, walked by, told us things, asked that we did certain things like not talking to the army . . . We had to obey them in certain ways, of course, because they have the weapons. But [the peasant leaders] are the authority here . . . They didn’t rule us.” But in a village just two kilometers away, a resident recalled, “The FARC were everything . . . They had the last word on every single dispute among neighbors. They decided what could be sold at the stores, the time when we should all go home, and who should leave the area never to come back . . . They also managed divorces, inheritances, and conflicts over land borders. They were the ones who ruled here, not the state.”

While the degree of governance by the FARC was clearly geographically uneven, taken together,

the insurgent administration provided substantial services to the inhabitants of its territory, including health and education systems, a police force to maintain stability, courts to adjudicate civil and criminal disputes, and even loans to farmers and small businessmen. It also engaged in extensive public works projects such as building roads and other infrastructure construction.

Places that look from the outside to be chaotic can contain strong alternative governance structures that rule and regulate various aspects of political, social, and economic life.

What Spaces Are Governed Alternatively?

Alternatively governed spaces are found all over the world, and not only in places considered to be weak or failed states. They exist in low-income, middle-income, and high-income countries; in the global south and north; and in rural peripheries and urban centers. These spaces can be vast, such as much of the Sahel Desert and Amazon Rainforest, or very small, such as a single neighborhood or village. And they can border spaces of entirely different governance structures. While it is useful to think of governance as a spectrum, in terms of quantity and quality, on the ground, the transition between governance systems can be abrupt. For instance, in Brazilian cities, such as Rio de Janeiro and São Paulo, neighborhoods where state governance predominates can sit right next to favelas governed alternatively.

In the wealthy countries of the global north, alternatively governed spaces are not only relegated to marginal areas where we might expect to find them. In the United States, the state’s limited presence in low-income urban areas, prisons, and sparsely populated rural areas has allowed for the emergence of alternative governance structures for the often poor and marginalized people who live there.

Less recognized is how wealthier citizens create alterna-

41 Mampilly, 2011, p. 2.
42 See, for example, David Skarbek, The Social Order of the Underworld: How Prison Gangs Govern the American Penal System, New York: Oxford University Press, 2014; and Harel Shapira, Waiting for José: The
tively governed spaces for themselves. American private security companies, for instance, employ 1.1 million people, nearly double the national number of state-provided police and sheriff’s patrol officers. Beyond security, many wealthy Americans opt out of many of the state’s governance functions, from education to emergency response, relying instead on alternative sources. Gated communities, in this sense, constitute sites of alternative governance right in the heart of spaces of strong state control. While different in many ways from alternatively governed spaces that operate among marginal populations, these spaces share an underlying structure that lies outside fully consolidated state governance.

However, alternative governance is more common in middle- and low-income countries, where the state is often not fully consolidated or institutionalized. As in the global north, there is a two-tiered system of alternative governance—one for the wealthy and one for the poor—but the divergence is even starker. For the upper and (at times) middle classes, this means opting for privately provided governance arrangements: paying private suppliers for a regulatory order and service delivery that is superior to the state’s. This is perhaps most notable with security. The perceived inadequacy of the state’s security provision has led to the proliferation of walls, barricades, high-tech surveillance systems, and private security companies throughout the global south. These private security providers “interact, cooperate and compete” with state security services “to produce new institutions, practices, and forms of security governance.” The alternative governance arrangements that emerge from these


46 This often occurs in parallel with tax avoidance by many of the same people, which further restricts the state’s capacity for governance. Gabriel Zucman estimates that while 8 percent of total global financial wealth is held offshore, in Latin America, 22 percent of financial wealth is moved out of view of national tax authorities; in Africa, that number is 30 percent; in Russia, 52 percent; and, in the Gulf countries, 57 percent (Gabriel Zucman, The Hidden Wealth of Nations: The Scourge of Tax Havens, trans. Teresa Lavender Fagan, Chicago, Ill.: University of Chicago Press, 2015, p. 53). See also Néstor Castañeda, David Doyle, and Cas-silde Schwartz, “Opting Out of the Social Contract: Tax Morale and Evasion,” Comparative Political Studies, Vol. 53, No. 7, June 1, 2020.

47 Abrahamsen and Williams, 2009, p. 3. See, for example, Teresa P. R. Caldeira, City of Walls: Crime, Segregation, and Citizenship in São Paulo, Berkeley, Calif.: University of California Press, 2001; and Tessa G.
encounters of nonstate security providers and state security providers “are neither public nor private, but . . . are the outcome of the imbrication of these two domains.”

While those with the means in UGS often have the ability to create bespoke alternative governance structures, those without the means often have far less choice. For the millions of people who live in UGS of the global south, alternative governance arrangements are the only governance arrangements. Importantly, however, residents living under alternative governance arrangements, even fairly coercive ones, are not passive recipients of order imposed from the top down. Residents help determine the structure of the alternative governance. The residents of gang-controlled favelas in Rio de Janeiro, for instance, can pursue strategies, such as avoidance, collaboration, or denunciation, that influence the gangs’ governance outcomes.

In low- and middle-income countries, certain places still stand out as the classic cases of undergovernance and alternative governance: borderlands; rural regions; mountainous areas, forests, and other rugged terrain; war zones; and informal urban settlements, or slums. These places, as James C. Scott puts it, are particularly “illegible” to the state and its bureaucracies. It is here where citizens and organizations ranging from churches to warlord militias, and, at times, the state, work to regulate behavior and allocate goods and services in often difficult circumstances. Yet these alternative governance arrangements cannot be simply dismissed as failures by the state. At times, they are the result of choices by the population to deliberately avoid and evade the state to live under less exploitative, more-responsive governance institutions.

What Is the Interaction Between Alternative Governance and State Governance?

Alternative governance can emerge where the state is weak or absent, but it does not have to. Alternative governance is not an automatic response to insufficient state governance. In some cases, alternative governance structures do not or cannot emerge, and disorder reigns. Similarly, it does not only emerge where the state is weak or absent. Alternative governance, as noted already, can also exist in spaces of relative state strength. Like most aspects of alterna-

---


48 Diphoorn, 2015, p. 23.


51 Scott, 2009.

52 Arjona, 2016.
Perspectives on State Governance, Undergovernance, and Alternative Governance

tive governance, its relationship to the state can vary widely, and there are multiple observed
relationships between alternative governance and state governance. As Lessing remarks about
criminal governance, “States may actively contest [it], but just as often they ignore, deny, or
even collaborate with it.”53

Scholars have offered interesting typologies that emphasize different dimensions of
the relationship between state and alternative governance, such as the type of cooperation
between state and nonstate governors;54 the relative capacity of state and nonstate actors to
provide governance;55 and state penetration and methods of state involvement in governance
provision.56 Variation along these dimensions yields different patterns of state and nonstate
actor relations. But broadly speaking, these relationships range from active cooperation to
active (often violent) contestation, though the breakdown is not neatly linear. At one end are
cooperative relationships between states and alternative governance providers. Cooperative
relationships can take various forms; for example, active or passive, willing or reluctant. A
mundane example is the role of NGOs bolstering state capacity—for instance, a clinic offer-
ing free health care or mutual aid societies aiding neighbors after a disaster.

But the most-interesting examples of cooperation are the most-counterintuitive ones:
cooperation among actors engaged in armed conflict against each other. For instance, crim-
inal organizations in Brazil “often collaborate with a variety of state actors to create varied
systems of localized order that perpetuate criminal power and undermine most policy efforts
to control crime and violence.”57 In Afghanistan, the government’s

service delivery ministries have struck deals with local Taliban; most provincial or district-
level government health or education officials interviewed said they were in direct contact
with their Taliban counterparts, and some have even signed formal memoranda of under-
standing with the Taliban, outlining the terms of their cooperation.58

And in Italy, “the Italian state has developed specific links, both political and ideological,
with the [Sicilian] mafia.”59

At the other end of the spectrum are contested relationships between the state and nonstate
governance providers. In these cases, the governors see their governance projects as mutually

55 Cammett and MacLean, 2014.
57 Arias, 2013, p. 263.
58 Ashley Jackson, Life Under the Taliban Shadow Government, Denmark: Overseas Development Institute, June 2018.
incompatible. This is most clear in the case of governance provided by rebel groups who are actively contesting—and are actively contested by—the state. Rebel governance is thus often “a process of competitive state building” targeting the existing state.\textsuperscript{60} For instance, some rebel groups have established fairly robust institutions for providing a variety of governance functions and services in the areas they control. These institutions are designed to replace, not merely supplement, the state. Therefore, they are often confined to territories that have been “liberated” by a rebel group.\textsuperscript{61} When the state attempts to implement state governance in these areas, the effort generally requires the use of force and is often a deeply destabilizing process.

Yet there are many relationships that fall somewhere between cooperation and contestation. For instance, there are alternative governance structures where nonstate actors have essentially replaced state governance in certain areas or for certain issues, yet the state does not contest the alternative governance. The state might be happy to outsource this governance to other actors, it might simply tolerate alternative governance, it might be too weak to stop alternative governance, or it might opt to abdicate its provision of governance as a political strategy. Rachel Kleinfeld and Elena Barham find that even some high-capacity, democratic states choose not to provide order and security to certain segments of the population as a strategy to maintain power.\textsuperscript{62}

In other situations, the relationship between state and nonstate actors is so entangled that the governance that emerges is described as a hybrid of the two. \textit{Hybrid} governance sometimes refers to arrangements where both state and nonstate actors provide governance functions,\textsuperscript{63} but there is also a narrower meaning promoted by such scholars as Colona and Jaffe. For them, hybrid governance refers not merely to situations where nonstate actors perform state-like functions but to “contexts in which state and non-state actors are highly intertwined and merged, often to the extent that we can speak of a new or emergent political formation that is neither state nor non-state.”\textsuperscript{64} This formation of alternative governance thus blurs the line, often thought to be quite rigid and clear, between state and nonstate actors and governance.\textsuperscript{65}


\textsuperscript{61} As with so much about alternative governance, this is not absolute and there is a spectrum. Governance provided by the Taliban, for instance, often precedes territorial control rather than follows from it (Jackson, 2018).


\textsuperscript{64} Colona and Jaffe, 2016, p. 176; Gupta, Verrest, and Jaffé, 2015; Jaffé, 2013.

Diagnosing Undergoverned and Alternatively Governed Spaces

How can one know whether a place is undergoverned and, if it is, what the alternative governance arrangements are? Answering the first question requires paying attention to the state and its institutions, while answering the second requires a more expansive focus. For ease of analysis, the questions can be answered sequentially. For any place of interest, one must ask:

1. Who makes the rules and regulations that are actually obeyed?
2. Who provides the goods and services that are actually received?

If the answer to both questions is the state and only the state, the place in question is likely not undergoverned. The state is consolidated and institutionalized and projects its authority throughout the space. The state governs. There will almost always be other actors involved in the process—from subcontractors hired to implement governance to criminals seeking to undermine it—but the state is the ultimate authority.

If the answer to either question is not the state or not only the state, then the place is undergoverned. In this case, the actors identified in the answer to the two “who” questions are the alternative governance providers. In UGS, however, answering the question of who governs can be difficult. Alternative governance can take forms that are recognizably state-like or share many characteristics with state governance. But alternative governance arrangements need not align with preconceived visions of governance—as hierarchical, bureaucratic, stable, definitive, etc.—and one must be comfortable with ambiguities or even contradictions. For instance, governance in any given place is the total of all rules, regulations, goods, and services provided by all governors, but the total is not necessarily cumulative. Because some overlapping providers act competitively, the total can be less than the sum of all the parts.

Scholars have developed numerous metrics of state capacity that can be used to identify governed and undergoverned spaces. The recent turn to collecting subnational measures of state capacity provides analysts with especially useful data. For instance, Lee and Zhang calculate the state’s ability to collect accurate age data in national censuses. Inaccurate data collection, which can be measured at national and subnational levels, suggests that the state’s

66 If the answer is that no one obeys any rules or regulations and no one receives goods and services, the place in question is unanguard.

presence is limited.\(^6^8\) Luna and Soifer suggest using surveys to ask populations directly about their experiences of several aspects of state capacity, in particular “the state’s reach across territory, its ability to impose taxation, and its effectiveness in the provision of property rights.”\(^6^9\)

However, identifying the alternative governance arrangements is a more fraught endeavor, one for which consistent measures that are valid cross-nationally or even across a single country are difficult to come by. Alternative governance arrangements, as this chapter has discussed, are often highly localized and temporally specific. For this reason, empirical studies of alternative governance are often based on fieldwork, and ethnographic research in particular. With fine-grained, locally specific data, whether quantitative or qualitative, analysts can gain a clear understanding of the forms and functions of alternative governance structures. Getting to know UGS can be difficult and costly, but, ultimately, they are not unknowable.

**Concluding Thoughts**

UGS are often seen as marginal places set apart from modernity. Because they lack key elements of state-based order that are a hallmark of Western modernity, UGS are thought of as outside modernity, perhaps even untouched by it: Such terms as *traditional* and *barbaric* often come up in descriptions of UGS. This is not the case. UGS are as much a part of the contemporary global order as places of consolidated state governance. They are not cut off from the rest of the world; they are highly embedded in national and international political, economic, and social orders. They enable, are connected to, and are created by these local, national, and global orders.\(^7^0\) Some UGS are directly and deliberately created by foreign actors.\(^7^1\)

---


\(^7^0\) See Nils Gilman, Jesse Goldhammer, and Steven Weber, eds., *Deviant Globalization: Black Market Economy in the 21st Century*, New York: Continuum, 2011. One strong view is that governed spaces would not function (at least as they currently do) without undergoverned and ungoverned spaces. What Alena Ledeneva argues regarding the relationship between formal and informal institutions has implications for the quantitative and qualitative dimensions of governance: “formal institutions would not work without informal relationships supporting them and making things happen by the book or by declared principles. This is . . . to suggest that formality can only be enacted in practice in conjunction with informality, both played as appropriate in a given context, seeming opposite but interconnected and interdependent . . . Informality is central for maintaining order” (Alena Ledeneva, “Introduction: The Informal View of the World—Key Challenges and Main Findings of the Global Informality Project,” in Alena Ledeneva, Anna Bailey, Sheelagh Barron, Costanza Curro, and Elizabeth Teague, eds., *Global Encyclopaedia of Informality*, Vol. 1, London, United Kingdom: UCL Press, 2018, p. 5). See also Lessing’s argument on the symbiotic relationship between criminal governance and the state (Lessing, 2021).

\(^7^1\) Lee, 2020. More broadly, many of today’s UGS in the global south are the product of centuries of exploitation by states in the global north, from the slave trade and colonial rule to more-recent austerity policies promoted by international lenders and military interventions.
At the same time as these spaces are considered outside the bounds of modern institutions, it is often assumed that the governance arrangements that exist within them are a pathway to modern statehood. Alternative governance is commonly framed as state-making, and the institutions that are developed are considered “states in waiting.” While this is sometimes true, especially among rebel governors, it is not always the case. Alternative governance arrangements can be proactive and constructive without necessary being geared toward creating a state or state-like institutions. As this chapter has highlighted, some alternative governors are quite content to only govern certain aspects of life and have no interest in taking on all the responsibilities of statehood. Others create new governance structures where state and nonstate actors are so entangled that the hybrid state that emerges barely resembles a state as classically conceived. These forms of governance are not always stepping-stones to statehood; they can be endpoints themselves. Analysts based in the global north typically assume that everyone wants to be like “us” (Western), but not everyone does. There are “multiple modernities” and many ways to govern people and territories in the modern world.

The concept of UGS still carries a statist bias. As a result, UGS are often looked for within the borders of states. But there are several critical, global issues that inherently transcend state boundaries, such as climate change and pandemics. These global issues are undergoverned, but not because states lack consolidation or institutionalization. Rather, the nature of these problems is fundamentally global in a way that makes state governance insufficient; states are an inadequate institution to govern such issues as global climate change at the planetary scale. Governing these issues requires finding alternative arrangements to the international system of sovereign states. However, what those alternative governance arrangements must look like is an open question.

72 Jaffe, 2013.


74 As Rosa Brooks argues, “Indeed, from the perspective of an alien observer from another planet, ‘the international community’ of the planet Earth must surely appear like a failed state writ large. The existing international order has proven consistently unable to control the violence of powerful actors (whether states or nonstate entities such as terrorist organizations), manage environmental catastrophe such as global warming, remedy astronomically large economic inequities between individuals and societies, constrain the devastating scramble to exploit the Earth’s dwindling natural resources, or address crises such as the global AIDS epidemic . . . If there is any sense in which all the world’s people constitute a society (and why not insist on that, in this era of globalization and human rights?), it is hard not to conclude that the international community is simply a failed state on a global scale” (Rosa Brooks, “Failed States, or the State as Failure?” *University of Chicago Law Review*, Vol. 72, No. 4, September 1, 2005, p. 1167). See also Jonathan Blake and Nils Gilman, “Governing in the Planetary Age,” *Noema Magazine*, March 9, 2021.
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This chapter offers insights into policymaker and technologist perspectives of adaptive planning in undergoverned spaces (UGS). UGS are complex in several ways—from their definition, to the lack of consensus on the threat they pose to U.S. strategic interests, to operational needs for engaging within them, to how technology can assist decisionmaking about them. We sought insights from experts with a wide variety of experience and perspectives on these topics to illuminate engagement and, more specifically, the complexities of decision-making in UGS and to show how the National Security Enterprise (NSE) can better leverage existing and emerging technologies for this purpose. We selected interviewees according to their expertise and experiences in formulating and supporting policy, consuming analysis, or developing technologies relevant to the information processing and decisionmaking portions of the Act-Sense-Decide-Adapt (ASDA) cycle. We initially drew interviewees from the RAND Corporation’s in-house experts on policy and technology. After this preliminary round of interviews, we expanded the expert pool to include individuals outside RAND to ensure that our analysis included a broad set of perspectives.


2 Interviewees consisted of experts that formerly served or currently serve in government positions, research laboratories, federally funded research and development centers, private industry, and academia. (A list of interviewees is provided at the end of this chapter.) All interviews were conducted under protocols that ensured that individual interviewee comments were presented as not for attribution. The specific comments of interviewees are anonymized in this chapter, though their individual contributions are acknowledged at its conclusion.
The discussion in this chapter is based on 33 semistructured interviews with 37 policymakers and technologists. During our discussions, interviewees were free to define UGS in ways that made sense to them, drawing from their own expertise and experience. Therefore, participants often had different conceptions and definitions of what constituted UGS. Table 5.1 provides a sampling of the different views on UGS reflected by the participants.

Moreover, given the diversity of interviewees’ backgrounds, discussions yielded insights on a variety of focus areas, such as explorations of policymaking in specific cases, examinations of the process by which the U.S. government acquires technologies, and considerations of the value of particular tools and approaches for engagement in UGS. Table 5.2 provides a sense of this diversity by offering quotes to illustrate differences in interviewees’ topics and tone. Our interview process yielded a rich set of data, in which there were substantial areas of overlap, agreement, and disagreement.

Interviewees’ perspectives are presented in the next three sections. The first section provides interviewees’ views on engagement in UGS. The second section discusses analytical challenges associated with analysis and adaptive decisionmaking in UGS. The third section discusses specific areas of investment that interviewees identified as having the potential to provide relevant, high-impact capabilities for improving engagement in UGS and increasing the adaptive capabilities of DoD and the broader NSE.

TABLE 5.1
Interviewees’ Definitions of UGS

<table>
<thead>
<tr>
<th>Category</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristics</td>
<td>• UGS are unpredictable and multidimensional.</td>
</tr>
<tr>
<td></td>
<td>• UGS have highly varied political, economic, and conflict dynamics.</td>
</tr>
<tr>
<td></td>
<td>• UGS lack human capital.</td>
</tr>
<tr>
<td></td>
<td>• Policy becomes irrelevant quickly, and its impact is uncertain.</td>
</tr>
<tr>
<td>Types and levels of governance</td>
<td>• UGS may fall on a spectrum of governance.</td>
</tr>
<tr>
<td></td>
<td>• Governance structures and institutions are not shared, nor are they long term.</td>
</tr>
<tr>
<td></td>
<td>• Standard-setting is difficult.</td>
</tr>
<tr>
<td></td>
<td>• If laws, standards, and norms exist, they are poorly designed, which enables exploitation.</td>
</tr>
<tr>
<td></td>
<td>• Shared protocols, norms, and technologies might perversely leave UGS vulnerable to exploitation by adversaries.</td>
</tr>
<tr>
<td></td>
<td>• Adhering to rules and norms does not benefit actors.</td>
</tr>
<tr>
<td></td>
<td>• Some rules exist, even if they are informal; some UGS have robust social standards that are necessary and help the society function.</td>
</tr>
<tr>
<td></td>
<td>• In UGS, governance qualities change frequently; there are intermittent and fragmentary attempts to build communities and infrastructures.</td>
</tr>
<tr>
<td>Actors</td>
<td>• Not all adversaries are known.</td>
</tr>
<tr>
<td></td>
<td>• The relevant actors are not always obvious; it is difficult to understand who is doing what.</td>
</tr>
<tr>
<td></td>
<td>• The relative power of groups and actors is highly variable across time and space.</td>
</tr>
<tr>
<td></td>
<td>• Actors within UGS might be highly susceptible to exploitation by external actors.</td>
</tr>
</tbody>
</table>

---

3 Two interviews were conducted with multiple experts participating.
Engagement in UGS

Throughout the interview process, participants identified numerous challenges to policymakers’ engagement in UGS. Interviewees presented a wide variety of perspectives on the relative priority and preferred outcomes of U.S. policy in UGS in the policymaking process, the complex bureaucratic environment in which UGS sit, and the organizational capacities that DoD and the NSE should adopt for greater success in UGS. The following section explores these themes in greater detail.

Engaging in UGS Presents Uncertain Payoffs for U.S. National Security Objectives

Among several interviewees, there was a sense that UGS largely represent low-level DoD policy priorities relative to high-intensity conflict with great and regional powers and that UGS were better addressed by other agencies within the NSE.\(^4\) There was little agreement

\(^4\) RAND Interview E9A4, December 2020; RAND Interview D6B0, December 2020.

---

### TABLE 5.2
Exemplar Quotes from Different Interviewee Types

<table>
<thead>
<tr>
<th>Type(^a)</th>
<th>Exemplar Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff-level policymaker</td>
<td>“There is so much paper and so little time. Prescribed decision processes prevent issues that aren’t emergencies or crises from rising to the top.”</td>
</tr>
<tr>
<td>Senior policymaker</td>
<td>“The trend over time has been less patience with analysis. Leaders want insights and actionable analysis quickly, and the idea of analysis that takes 12 months is seen as unacceptable.”</td>
</tr>
<tr>
<td>Political risk expert</td>
<td>“A better representation and understanding of the world comes from getting on the ground and talking to the full spectrum of actors.”</td>
</tr>
<tr>
<td>Academic</td>
<td>“Undergoverned spaces are areas where you need to insist on getting as much outside information from smart people. Our government isn’t well structured for that.”</td>
</tr>
<tr>
<td>Technologist</td>
<td>“The probability that a problem is framed incorrectly is nearly 1. What is the fastest way to go through hypothesis generation and work through alternative formulations and diverse perspectives?”</td>
</tr>
<tr>
<td>Senior technologist</td>
<td>“I think the [U.S. Department of Defense] DoD could play a role in driving how companies think [about innovation]—how the private sector invests and spends money [on research and development]. [Long-term competition] has to be a whole-of-country effort. One hundred people in [Defense Advanced Research Projects Agency] DARPA are not going to create the whole idea. You have to energize national competitiveness through techniques and get the whole country to think about benefits to the bottom line, to be more successful. Don’t try to be a technology picker.”</td>
</tr>
</tbody>
</table>

\(^a\) This table demonstrates the diversity of views posed by interviewees based on their professional backgrounds and experiences but provides minimal contextual details on their backgrounds and positions. For the remainder of this chapter, all participants will only be identified as “interviewee” or “interviewees” to maintain anonymity.
across the bureaucracy about whether and how much the United States should be engaged in UGS. At the core of this disagreement was a lack of consensus on the criteria that would justify whether to engage in UGS, support other governments or actors, monitor, or completely disengage. While interviewees accepted these spaces as arenas where extended great-power competition occurs, it was not clear what U.S. policy goals and risk estimates would need to be to unambiguously warrant engagement in specific cases. Policymakers need to sharpen strategic assessments and national objectives to better differentiate among necessary engagements, opportunities to consider engagement, and potentially costly blunders.

Several interviewees noted the limitations of planning and analysis for UGS to support the highest levels of strategic assessment. Resources and long-term planning processes are dominated by traditional warfare, thus leaving a gap in policymakers’ understanding of UGS. As one interviewee noted, wargaming and planning are built around preparing for “World War Three.” Similarly, another interviewee noted that the U.S. armed services, for example, are primarily concerned with how they spend money in governed spaces, leaving little time or resources for UGS: “Undergoverned spaces are sort of an afterthought. The services don’t get excited about this.”

Finally, engaging in UGS could pose significant challenges at the political and operational levels. As one interviewee noted, it is one thing to engage in places where governance has collapsed and is openly contested (e.g., failed states). It is quite another to engage in shadowy corners of sovereign states, such as the Federally Administered Tribal Areas in Pakistan.

The United States Might Not Be Able to Achieve Its Preferred Policy Outcomes in UGS, Leading to Disagreements About Achievable Goals

Interviewees disagreed on the extent to which the United States could reasonably expect to achieve its preferred outcomes in UGS. Skeptical interviewees argued that the ideal outcome is often simply unrealistic. Other interviewees noted that high-level goals in UGS were fairly uniform across policymakers; where disagreements arose was over feasible goals—given the constraints on U.S. power, what is realistic and possible? One interviewee argued that the United States is working against broad, systemic trends in many areas, and thus persistent, costly, long-term engagements in UGS would likely be unproductive in reversing these dynamics. Similarly, two other interviewees saw UGS as unlikely to receive the sustained

---

6 RAND Interview B6D1, September 2020.
7 RAND Interview C3A0, October 2020.
8 RAND Interview C7C9, January 2021.
9 RAND Interview C7C9, January 2021.
attention and resources that effective engagement would require. As a result, they predicted that engagements would be more costly and less productive than desired.\(^\text{11}\)

In one salient example, an interviewee noted that shifting claims and norms in the South China Sea—which could represent an undergoverned space in the U.S.-China relationship—are never going to be resolved in favor of the United States because of China’s structural advantages in geographical distance and regional knowledge.\(^\text{12}\) The interviewee argued that DoD’s understanding of competition (e.g., the United States lost its historical balance of power in Asia to China and therefore must recover it) is insufficient, insensitive to these structural concerns, and anchored in returning to an unrealistic position of military and economic dominance in the region.\(^\text{13}\)

Other interviewees spoke about the lack of understanding about acceptable risk and the expected consequences of U.S. policy choices in UGS. For example, one interviewee noted that the most helpful analysis they encountered on Afghanistan was an assessment of uncertainties and identification of risk and how to understand the second- and third-order effects of policy decisions rather than the optimal allocation of U.S. resources.\(^\text{14}\) Another interviewee argued that the high-level goals across the government on engaging in UGS are often shared by stakeholders, yet consensus cannot be reached once real-world constraints are imposed, and policymakers need to prioritize among multiple objectives; this creates confusion about what a “good enough” solution looks like.\(^\text{15}\)

UGS Feature a Crowded, Complex Bureaucratic Environment That Challenges Coordination

Beyond the challenges posed by developing well-formed goals and strategies within DoD, there are many players across the NSE who have a stake in the policymaking process for UGS. Interviewees often highlighted differences between DoD and U.S. Department of State (DoS) perspectives. DoD typically has a specific, actionable end state that it is trying to achieve, whereas DoS views continued engagement as an important goal in and of itself.\(^\text{16}\) This difference creates tension between offices with different missions and capabilities. In general, DoD is not the lead agency for policy decisions in these spaces and must constantly work within a larger group of stakeholders with varied incentives and interests. Yet DoD’s resources dwarf those of underfunded civilian agencies, resulting in DoD being asked to take on more and different roles—despite the fact that its personnel often do not have the expertise and are

\(^{11}\) RAND Interview D6B0, December 2020; RAND Interview C3A0, October 2020.

\(^{12}\) RAND Interview E9A4, December 2020.

\(^{13}\) RAND Interview E9A4, December 2020.

\(^{14}\) RAND Interview D3A8, October 2020.

\(^{15}\) RAND Interview C7C9, January 2021.

\(^{16}\) RAND Interview D6B0, December 2020.
not well suited for key engagement tasks in UGS, such as postconflict reconstruction, law enforcement, humanitarian assistance, and cultural outreach.\textsuperscript{17}

Understanding the ecosystem of the actors involved; reaching a shared perspective on risks, opportunities, and desired outcomes among these actors; and then mobilizing various agencies for collective action is extremely difficult. For example, one interviewee discussed the problem of coordinating counterterror activities in cyberspace, which involved a large list of U.S. government actors with distinct and competing equities. The result required creating policymaking processes that could simultaneously empower local action when agreed on and credibly elevate issues to principals when deconfliction was needed:

The role of the National Counter Terrorism Center was to bring together all of the different department and agency views and preferences—[National Security Agency] NSA, [U.S. Cyber Command] CYBERCOM, [Central Intelligence Agency] CIA, [Federal Bureau of Investigation] FBI—and come to a resolution. Each organization comes to the process with their equities and we had to be a trusted party to represent their views objectively.\textsuperscript{18}

Similarly, another interviewee echoed the increasing difficulty of operating in, governing, and acquiring capabilities in space because of the dual needs to support (1) a broad set of stakeholders demanding the use of systems and services and (2) the emerging needs for survivability of these capabilities in response to weakening governance regimes associated with anti-satellite capabilities.\textsuperscript{19} This interdependence reveals the high complexity in UGS that creates coordination costs within and across domains.

Bureaucratic structures, barriers, and habits compound the inherent difficulty of reaching decisions with large numbers of actors. One interviewee emphasized that because of the political process, leadership is turned over in a fashion that is not conducive to long-term policymaking.\textsuperscript{20} Moreover, the relative power of certain offices over others can cause confusion about goals and strategies on complex issues. For example, regional offices in the Office of the Secretary of Defense for Policy, which generally deal with issues through bilateral relationships with allies and partners, often compete with functional offices, which generally are charged with long-term strategy formulation. Many interviewees also observed that the desire to centralize policymaking creates bottlenecks in reaching decisions. One interviewee noted that far too many issues percolate up to senior levels because subordinates are unable or unwilling to settle issues at the working level.\textsuperscript{21} Another interviewee argued that the U.S. government has “split portfolios into ever finer detail” and that the smallest decisions need to be “coordinated at so many levels,” such that a decision is taken as a point of debate or an oppor-

\textsuperscript{17} RAND Interview D6B0, December 2020.
\textsuperscript{18} RAND Interview E0A1, January 2020.
\textsuperscript{19} RAND Interview A5A8, November 2020.
\textsuperscript{20} RAND Interview B6D1, September 2020.
\textsuperscript{21} RAND Interview E1C7, December 2020.
tunity to elevate to the next level. The end result is that senior leaders are presented with either nondecisions or decisions that should have been made at a much lower level, which is a costly use of their limited time and attention.

Another coordination issue has to do with classification barriers. Several interviewees noted that information needed to coordinate action in UGS—such as space or cyber—is tightly controlled, thus limiting both the ability to develop a common understanding of the environment and the capabilities for acting within it. One interviewee noted that policymakers do not have a good understanding of the tools and capabilities in the irregular warfare realm because of classification issues. For example, the partner engagement activities of special operations forces (SOF) are opaque to many DoD and NSE stakeholders. Certain SOF authorities allow SOF to provide training and equipment to actors within countries where other programs are already operating, thus risking competing or contradictory efforts or duplication as a result of fragmented visibility and poor coordination.

Constructive Engagement in UGS Requires the Perspectives of Multiple Stakeholders—Many Outside the Government

A common theme in our interviews was the importance of multi-stakeholder engagement. One interviewee discussed the value of gathering a group of experts with diverse experiences and views in a series of meetings and iterative workshops. They remarked that there is “substantial value in talking to people with really different opinions and [e]ffecting a synthesis. Or getting people with different opinions to argue in front of me.” The interviewee also noted that these types of engagements can help push leaders to change their minds if the right context is provided. For this method to be successful, the engagement must be repeated to “sift and sort through information and eventually find a point of convergence.” If an engagement is a single event, participants are more likely to stick to what they know, come to the discussion with their hobbyhorses, and not change their minds.

Another interviewee highlighted two issues that could be solved by multi-stakeholder engagement. The interviewee mentioned that in their area of expertise, policymakers are worried about both too much and too little security: Too much security leads to a military buildup and a security dilemma, but too little security leads to illegal activities and an inabil-

22 RAND Interview D8A8, October 2020.
23 RAND Interview A5A8, November 2020.
24 RAND Interview B6D1, September 2020.
25 RAND Interview A5E7, December 2020.
26 RAND Interview A5E7, December 2020.
27 RAND Interview A5E7, December 2020.
28 RAND Interview A5E7, December 2020.
ity to enforce international law. Multi-stakeholder engagements are particularly helpful for solving the issue of too little or too much, because they bring leaders together to find the balance between encouraging stakeholders to commit resources to building and preserving governance capacity and overcommitting resources in pursuit of national interests that might trigger a security dilemma and undermine governance institutions.

This same interviewee also discussed how multi-stakeholder engagements at senior levels signify that leadership views UGS as important, both to other parts of the NSE and to those operating within the space. For example, the interviewee noted that active involvement by senior government officials in Arctic policy signaled the importance of international law and norms in the region. Furthermore, they noted that a successful sign of governance in UGS was visible in the Arctic, where the institutions at the foundation of regional governance rested on global laws and norms (e.g., the United Nations Convention on the Law of the Sea); this limited the extent to which actors were willing to risk actions in the Arctic that might undermine them in other domains.

An Organization’s Capacity for Learning and Adaptation Is Critical for Engagement in UGS

A recurring theme in our interviews was the need to maintain an organizational commitment to exploration and learning and the continuous search for alternative ways to deal with problems. Adaptation and innovation in long-term competition requires putting greater weight on experimentation and learning and less weight on binary success or failure criteria for technologies, operations, and organizations. How organizations manage risk and hedge is critical because it is the foundation of their ability to adapt. As one interviewee noted, getting DoD to think in terms of a “campaign of learning” is critical to DoD’s adaptive capability. Organizations that are committed to exploring, adapting, and maintaining heterogeneity can better cope with complexity.

Interviewees noted that one way to measure an organization’s commitment to exploration and innovation is through learning metrics. Learning metrics, as opposed to outcome metrics, track and measure changes in how organizations frame, understand, and monitor problems. Learning depends on observing and maintaining an organizational commitment to preserving heterogeneity and diversity at three levels—alternative views on the state of the world (data), alternative views on how the world works (models), and alternative views on
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29 RAND Interview A3E1, November 2020.
30 RAND Interview A3E1, November 2020.
31 RAND Interview A3E1, November 2020.
32 RAND Interview D0E6, October 2020.
33 RAND Interview A0C2, January 2021.
34 RAND Interview C2C2, December 2020.
what to do about the problem (goals and actions). As one interviewee noted, “how decision-makers invest their time and attention away from things that they are predisposed to believe is an indicator of the adaptive potential of an organization.” Thus, instead of using direct outcome metrics, organizations could develop metrics focused on process and adaptation. One interviewee mentioned “triple loop learning”—how organizations “learn how to learn” by reflecting on how they learn in the first place—as a way to transform organizations and increase their capacity for learning.

Another dimension of adaptiveness highlighted by interviewees was the importance of policy testing so that policymakers can receive feedback on what is or is not working during implementation. Interviewees noted A/B testing, which provides a way to compare two versions of interventions into UGS to discover which one performs better. Multiple interviewees argued that breaking decisions up into smaller, modular pieces could allow the use of feedback from structured testing such that policymakers can make more-informed decisions by collecting feedback on the efficacy of small, localized actions before committing to larger resource decisions. For example, one interviewee advocated for an ink drop strategy, where policymakers look at the effects of one small decision to get early insights into possible outcomes and the effects of additional interventions: “Start with a small intervention, assess its results, and grow as you need.” Policy engagement should be guided by the logic of experiments that involve hypothesis generation, testing, and data collection. One interviewee indicated that the U.S. government already does this kind of testing to a degree but that it has not been systematically tracked or used:

> We sent out probes, for example, through bomber assurance missions. You would do this and see what reaction you got to your probe from Russia. Track 1.5 dialogues can also help test policy options as a sort of “trial balloon.”

Innovation in Government Business Practices Must Be Considered for Long-Term Competition

Several interviewees noted the importance of investing in research on organizational design and management practices that could help make the U.S. government and commercial sector more competitive. One interviewee noted that a variety of mechanisms exist to incentivize research, development, experimentation, and innovation—such mechanisms as changes in accounting practices, tax credits, and incentives that could mobilize the commercial sector to
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35 RAND Interview D0E6, November 2020; RAND Interview A5E7, December 2020.
36 RAND Interview D4C1, December 2020.
37 RAND Interview E2D8, November 2020.
38 RAND Interview E1C7, November 2020.
take on challenges in UGS at scales that exceed what government-sponsored research could support.\textsuperscript{39}

Several interviewees noted that DoD’s acquisition system produced tension between the desire to try out an approach and the bureaucratic pressure to commit to it for an extended period. One interviewee provided an example from the weapons acquisition community:

\begin{quote}
There was a desire to move toward life cycle costing—the total cost of a system over its full life, including the cost of planning, development, acquisition, operation, support, etc. There is a pressure to look out 30 years and determine how many billions it will cost to buy a system. There is little tolerance for experimentation, for trying things out and failing.\textsuperscript{40}
\end{quote}

Another interviewee agreed and noted that the U.S. government’s requirements process is rigid and tends to push systems toward early closure.\textsuperscript{41} As one interviewee noted, DoD should not try to be a “technology picker,” given that it has not proven to be very good at picking winners.\textsuperscript{42}

Another area of investment for shifting business practices is evaluating program effectiveness by criteria other than the sophistication of the technologies that are developed. Additional criteria are community building and signaling the value of research approaches that sponsors value. One interviewee argued that creating sustained intellectual input and a sound body of ideas, practices, and techniques requires seeding new professions and disciplines, not just producing artifacts—particularly in the social sciences and the infrastructures affecting sociotechnical interfaces and practices.\textsuperscript{43} The interviewee noted that research patrons did not create a new approach but rather tended to use their resources to signal interest in and legitimize particular approaches.\textsuperscript{44} Programs that were successful were oriented around building a community of researchers rather than funding specific projects. Using programs to validate and secure promising research approaches and seed the research ecosystem represents one way in which government business practices could be changed to ensure adaptability and flexibility.

## Analysis in UGS

Interviewees also discussed challenges associated with analysis and adaptive policymaking in UGS. These discussions covered such areas as how different policymakers consume

\begin{footnotesize}
\textsuperscript{39} RAND Interview D1E1, November 2020.
\textsuperscript{40} RAND Interview E2D8, November 2020.
\textsuperscript{41} RAND Interview C3A0, October 2020.
\textsuperscript{42} RAND Interview D1E1, November 2020.
\textsuperscript{43} RAND Interview C4B3, December 2020.
\textsuperscript{44} RAND Interview C4B3, December 2020.
\end{footnotesize}
analysis, the challenges of sensing and data collection in UGS, information presentation, and the evaluation of the effectiveness of U.S. engagement in UGS.

How Policymakers Consume Information Bounds the Utility of Analysis

Interviewees presented varied perspectives on how policymakers consume information. First, several interviewees indicated that policymakers might not be receptive to new or contradictory information and do not always seek out diverse information that challenges their views, thus limiting their ability to adapt as circumstances change. For example, one interviewee noted the following:

Most of the leaders I worked with did not want to entertain complex intelligence that contradicted their own worldview. Many of them will create their own reality. It is difficult to explain to decisionmakers that they are wrong.45

Another interviewee noted that in situations where policymakers have already decided to move out on a particular course of action, analysis can simply “make their lives miserable.”46

A central issue is the relationship between analysts and policymakers. Policymakers might inherently resist the idea that analysts can reveal hidden assumptions and biases in their reasoning. As one interviewee noted, “Analysis that tries to change policymakers’ preferences is beyond what analysis is capable of. They already know what they think.”47

However, this sentiment was not universal; other interviewees described a variety of consumer reactions to analysis. For example, one interviewee noted that some principals they worked with at the undersecretary level were willing to engage with analysis when it showed results that were unexpected: “I could tell them that their fundamental principles were wrong and they would say show me the data.”48 Similarly, another interviewee noted that although analysis is unlikely to change policymakers’ intuitions or preferences, data or field research that is directly relevant to an immediate policy that they have to make, along with “information that is not an opinion,” can help policymakers find a stronger basis for their actions.49

A second issue on information consumption is the amount of time policymakers can devote to consuming analysis. Policymakers’ attention is a scarce and valuable currency. Several interviewees noted that principals are often overwhelmed by paper and have little time to sit and read because their attention is drawn to emergencies and crises that require con-

45 RAND Interview C7A1, December 2020.
46 RAND Interview D1A1, October 2020.
47 RAND Interview C7C9, January 2021.
48 RAND Interview D1A1, October 2020.
49 RAND Interview C7C9, January 2021.
sideration and decisions. Moreover, there is often not enough time to consider long-term analysis. One interviewee noted that the trend over time has been that decisionmakers have less patience with analysis and want insights and actionable analysis quickly:

The idea of analysis [that] would take 12 months is seen as unacceptable. Decisionmakers are generally willing to accept analysis that is unsophisticated if it at least gives them something to go with. Too often analysis is seen as something that takes too long and comes back with fine-grain results that [are] not what the decisionmaker is looking for.

The demands on policymakers’ time limit the attention that they can commit to problems; they need information that can be quickly absorbed and integrated with their existing knowledge. This tends to drive senior policymakers to seek simplicity over nuance.

Several interviewees raised the issue of the tension between the need for greater specificity for understanding complex problems and the need for increased simplicity for presenting information. One interviewee noted that when analytical approaches lack the ability to keep pace with policymaking needs, policymakers default to relying on their instincts because they do not have access to topic-specific, high-quality analysis when it is needed, which means that analytical outputs are often misaligned with needed policymaking inputs.

A third and final issue involving policymakers’ consumption of analysis is the extent to which policymakers trust the analysis they receive. Interviewees noted that policymakers typically act using their own knowledge or instincts or recommendations by advisers that they trust. Several interviewees identified the extent to which policymakers were comfortable with data and models as a critical issue. One interviewee noted that data literacy varies among policymakers, which might make it difficult for them to distinguish between high-quality and lesser-quality analysis. They noted that “[t]here is a risk that as people start to use the sophisticated tools that are available, it will look like they did sophisticated analysis. There is a greater need to provide checks on that process.”

Another interviewee explicitly called out such computational methods as Agent-Based Modeling (ABM) and Bayesian logic models that were a “black box” to policymakers. Using these tools without an understanding of how they will be received by policymakers could increase the risk that the tools are simply ignored or dismissed if they produce analytical results that policymakers disagree with or do not understand. One interviewee likened policymakers’ apprehension about models to the distrust of automation in the U.S. military; the interviewee recounted an experience when the U.S. Air Force outfitted aircraft

51 RAND Interview D8A8, October 2020.
52 RAND Interview D1A1, October 2020; RAND Interview E2D8, November 2020.
53 RAND Interview A5E7, December 2020.
54 RAND Interview D8A8, October 2020.
with heads-up displays but untrusting pilots simply turned the technology off and chose to fly the airplanes without that assistance. As that interviewee summed up the issue, “The problem is that people don’t trust models.” Finally, interviewees emphasized the weight that principals put on their closest and most-trusted advisers versus what analysis and models might tell them.

Data Collection in UGS Demands a Sustained Commitment

It is extremely challenging for the NSE to obtain information that helps it understand dynamics on the ground. One interviewee emphasized that the NSE consistently struggles with sociocultural intelligence and the “softer, human side” of intelligence collection versus the harder military information that the Intelligence Community (IC) is primed to collect. Questions of human motivation and behavior require context to interpret, which can be difficult to obtain without sustained commitment and presence. Such commitments to data collection have been difficult to sustain precisely because the United States has tended to withdraw those individuals best suited to gather necessary information when the security situation was deteriorating. Interviewees noted that a feedback loop has existed between security and intelligence—one where good security was needed to secure intelligence collectors and assets and good intelligence collection enabled effective security. Declines in one can be seen as jeopardizing the other.

In an example of this dynamic, one interviewee expressed how difficult it was to vet armed nonstate groups in Syria to provide them with U.S. assistance, noting the inherent challenges of human intelligence collection in dangerous environments with few U.S. personnel:

We needed a better understanding of the network of who held power, who was best connected, who [were] the right people to leverage. How do you get information about local actors when you don’t even have Peace Corps volunteers there, if it is a hostile or ungoverned space?

In this case, the lack of consistent information about various political and military actors in Syria made it difficult for the United States to vet, understand, and trust irregular forces. Another policymaker noted the similar challenge posed by understanding criminal cartel
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influence in Mexico, which required collecting data on previous formal and informal relationships, family ties, and historical commitments and rivalries.  

In addition to collecting information, intelligence collectors must develop capabilities to vet information to ensure that it is truthful and accurate. Given that vetting largely rests on triangulation (comparing one data source with another), it requires multiple data sources to increase the quantity and quality of data. As a result, the time and cost of data collection are raised and made more difficult given the challenge of sustaining resource commitments in UGS.

Interviewees emphasized that there are few shortcuts when it comes to gathering and processing the type of data that is needed for analyzing UGS. One interviewee noted that gathering highly qualitative, human-centric information in UGS requires high levels of trust and repeated engagement. They noted that sustained relationships diminish incentives to lie because sources realize that future gains can be more valuable than a single payday and that high-quality information is valued by policymakers and motivates a continued demand for its collection. This type of collection requires resources to travel, to hire observers and listeners with the appropriate language and cultural skills, to pay collectors on the ground, and to use fixers to secure meetings and provide security. As one interviewee noted, the data are challenging and time-consuming to collect and must be constantly and manually updated. This means that highly qualitative, human-centric data on UGS can be difficult to produce at scale.

Another interviewee noted the problem that knowledge in UGS is likely to be contested. Well-governed spaces might be able to produce authoritative, official data, such as a population census, tax and health records, or economic employment statistics. By contrast, the fragmented nature of UGS means that records of this type might be difficult to produce or unreliable and challenged if they are produced: "Producing numbers requires authority and legitimacy. In undergoverned spaces, which can lack both authority and legitimacy, numbers are going to be contested and you might not get relevant information."

Understanding Human Dynamics in UGS Is Highly Valued by Policymakers but Difficult to Achieve

Understanding UGS involves synthesizing large amounts of qualitative, ethnographic, human-centric data to explain both how social systems work in these settings and the importance of specific actions in UGS. Interviewees noted the importance of nuanced,

60 RAND Interview C7A1, December 2020.
61 RAND Interview C3C1, December 2020.
62 RAND Interview C3C1, December 2020.
63 RAND Interview C3C1, December 2020.
64 RAND Interview C4B3, December 2020.
highly localized and country- and issue-specific expertise that requires experience and specialization to address. Importantly, the demand for depth and expertise to develop nuanced and case-specific assessments and engagements is challenged by senior policymakers’ limited ability to commit time and attention to analysis, thus creating an inherent dilemma about analysis and its communication. Despite policymakers’ desire for sophisticated analysis, many interviewees remarked that the U.S. government often struggles to develop—and then use—expert-driven, methodologically rigorous analysis for the reasons noted earlier.

Policymakers often lack depth and expertise in UGS, thus limiting their baseline understanding of problems. One interviewee referenced the Rumsfeld square—“known knowns, known unknowns, unknown knowns, and unknown unknowns”—to illustrate the complexity of developing decision-relevant information and matching analyses to needs. UGS have high levels of “unknown unknowns,” thus frustrating analysts’ attempts to build accurate models of the world. Complex problems present many elements that might or might not be relevant, which makes it difficult to scope or abstract models that capture the most-salient features of the situation. Policymakers enter into UGS unsure of the nature of the problems they confront and thus might not be able to ask the right questions to guide research and analysis or place what knowledge they have in a larger strategic context.

Interpreting nuanced and highly localized information requires deep expertise. Interviewees noted that policymakers often lacked confidence that they, their organizations, and the broader NSE had the necessary expertise for solving policy problems in UGS. There was a sense that the community’s “bench” on highly specialized issues was not sufficiently deep and that the lack of depth meant that analysis and advice were potentially biased. One interviewee noted that, too often, the right people and expertise were not involved in the policy-making processes. They also observed that the government could improve its ability to reach outside traditional sources of expertise to involve diverse perspectives. There are several government programs working to solve this outreach problem. For example, one interviewee argued that more could be done to exploit open-source intelligence collection networks on an enduring basis to bring critical information on UGS to policymakers, which would make engagement more effective. They discussed IC outreach efforts, which would better integrate open-source intelligence from sources outside the IC, such as academia, nongovernmental organizations (NGOs), and industry.

---
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Additionally, interviewees noted how issues and terminology within UGS are contested, leading to confusion over what is relevant for the problem at hand. For example, one interviewee noted how difficult it was to achieve agreement on a shared lexicon among policymakers:

DoD uses the term *irregular warfare*, and most of the community thinks this just means counterterrorism, but it also includes counter-state. *Gray zone* is used in the academic literature. *Competition* is a catch-all term that has become meaningless.\(^{71}\)

Another analyst noted that in technical domains, such as space, the complexity of operations has proliferated as competitors have adapted to one another’s capabilities and operations, introducing issues of organizational behavior, psychology, and strategic culture that have traditionally been excluded or only marginally considered in highly specialized studies.\(^{72}\) Thus, even when the physics of the environment was known, the human and organizational dimensions of competition became the dominant sources of uncertainty and complexity.

Finally, because analytical findings about UGS tend to be contextual, contingent, and qualitative, they are rarely quick to consume. For example, several interviewees pointed to the issue of information overload. After a certain point, excess information becomes a source of noise for policymakers. The ability to sift through data to find the correct information and make it both useful and digestible for policymakers gets more difficult as the amount of data increases.\(^{73}\) While the solution to this issue might be to limit collection to relevant data, the definition of relevance itself shifts with policy priorities that depend on time and stakeholders. One interviewee noted that it was often rare that they had definitive evidence to make long-term policy decisions.\(^{74}\) In the context of long-term competition, analysts do not know what questions policymakers will have, what information will be needed to answer them, and how to efficiently communicate insights when needed. “Standing out from [the] noise” is a key challenge.\(^{75}\)

### Analysis of the Effectiveness of Engagement in UGS Is Ambiguous, Because Outcome Metrics Are Difficult to Define

Several interviewees noted that it was difficult to support policymakers when policy objectives were uncertain and shifting and when there was limited or no explicit mapping between actions and outcomes. They noted the importance of developing metrics for evaluating policy outcomes and rationalizing actions within a causal logic that could indicate whether actions

---
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were producing expected and desired outcomes.\textsuperscript{76} Metrics, in theory, enable policymakers to understand how well they are doing and what they can be doing better.\textsuperscript{77} One interviewee noted that the problem of ambiguous outcomes was acute on such issues as cyber deterrence, where the objective of preventing conflict led to the belief that deterrence was failing whenever breaches and hacks were discovered, while a broader, cross-domain view suggested that the limiting of conflict to the cyber domain was a sign of successful deterrence and the management of conflict at the geopolitical level.\textsuperscript{78}

While the importance of metrics was emphasized, the fact that they rely on developing causal models of the system in question was seen as a challenge for UGS. Suitable metrics require a clear understanding of a causal pathway, the development of certain measures to determine adherence to the identified causal pathway, and the data to populate the measures—all of which are difficult to identify, derive, and collect in UGS. Many interviewees expressed doubt as to the utility of these metrics in UGS. As one interviewee noted, “[p]olicymakers have no ability to understand how their investments yield strategic results—spending a dollar on Estonia is simply assumed to be a dollar spent deterring Russia.”\textsuperscript{79} Another interviewee noted how difficult it was to measure nebulous concepts in the international system. For example, despite years of experience in the space domain, it was still unclear what outcome metrics would demonstrate the policy choices that would lead to resilient space capabilities.\textsuperscript{80}

A related but distinct issue has to do with the difficulty of measuring a particular strategy’s effectiveness when the outcome of the decision cannot be observed. As one interviewee noted, “How do I develop a measure that shows that I reduced strategic surprise? Outcomes that are truly hard to measure present their own set of challenges.”\textsuperscript{81} These perspectives point to a similar conclusion about using outcome metrics in UGS: Policymakers have little way of knowing whether outcomes happen as a result of actions they have taken. More fundamentally, though, policymakers do not know whether the metrics measure outcomes that are in their long-term interests or what they believe their interests are in the moment.\textsuperscript{82}

The Complexity of UGS Often Requires Broad Exploration and Multistep Analysis

Interviewees we spoke with repeatedly emphasized the idea that “exploration” was critical to organizational and policy adaptation. A policymaking process needs to be designed so that it can maintain the search for new models, frames, and assessment criteria to improve

\textsuperscript{76} RAND Interview D4A2, November 2020; RAND Interview D7A7, November 2020.
\textsuperscript{77} RAND Interview D0E6, November 2020.
\textsuperscript{78} RAND Interview C2C2, January 2021.
\textsuperscript{79} RAND Interview B6D1, September 2020.
\textsuperscript{80} RAND Interview A5A8, November 2020.
\textsuperscript{81} RAND Interview D4A2, November 2020.
\textsuperscript{82} RAND Interview D4C1, December 2020.
and adapt, while at the same time building in pathways for new information to enter future decisions. Interviewees noted that the biggest uncertainty for policymakers is often the definition of the problem itself. Policymakers’ initial framing of the problem is almost guaranteed to be wrong, but organizational decisionmaking seeks solutions and action quickly. Thus, the challenge is to find the fastest way to get to better formulations and models. Tools and approaches that can help speed up the process through which policymakers explore and work through alternative formulations are valuable.83 One interviewee summed up the need for exploration succinctly:

If we agree that the system is legitimately complex, the likelihood that we are framing the problem correctly is low. Anything that can be done to scale insights and the speed of those insights—from open-source development, to rapid multiple competing framings, to teaming—will be a critical area of investment.84

Throughout our interviews, one potentially helpful method in this area that was repeatedly mentioned was gaming. Many of the interviewees argued that gaming provides a catalyst for analyzing difficult issues and understanding how various stakeholders will react to challenges in UGS.85 Games can also highlight where and how it would be strategic to act in UGS.86 Gaming at the senior leader level was identified as being particularly useful, because games can reveal how DoD leaders unconsciously frame problems. A challenge of gaming at senior levels is the resistance that some leaders have to letting games show them things they do not know. Many interviewees had suggestions for how to make gaming more tailored to UGS. For example, because UGS have constant changes in the political and military atmosphere, one interviewee suggested that games be used less for optimization and more for “robust alternative discovery.”87

The importance of generating a diverse array of hypotheses throughout the policymaking process was another key theme. For example, when asked how they would characterize the role of technology in understanding long-term adaptation and competition, one interviewee replied: “Rapid access to a diversity of hypotheses.”88 Another interviewee noted that generating hypotheses “in a way that is different but not random” was a key area of analytical and decision support for UGS because having a principled way to explore high-

83 RAND Interview D4C1, December 2020.
84 RAND Interview D4C1, December 2020.
85 RAND Interview D3A4, November 2020; RAND Interview D1A1, October 2020; RAND Interview G9R7, September 2020; RAND Interview B6D1, September 2020.
86 RAND Interview B6D1, September 2020.
87 RAND Interview D1A1, October 2020.
88 RAND Interview D4C1, December 2020.
dimensional spaces is needed to move in productive ways that are more likely to help policymakers improve and learn.89

One important caveat that interviewees provided is that tools for exploration that might help organizations be more adaptive might compete with other organizational resources. As one interviewee noted, “There is no such thing as free lunch. Every dollar spent trying to implement a model is a dollar less for [the organization’s mission].”90

Many interviewees noted that analysis is valued when it helps policymakers understand uncertainties and identify risks. Analytical paradigms and tools that emphasize robustness and discovery rather than optimization are most useful.91 Analysis, therefore, should be seen as evolutionary, or something that changes over time. For example, analysis should not invest too much in details early in the process when uncertainty is high and the features of the problem are unknown. Analytical models, data, and frames should change with time; errors result from pushing these tools beyond their capabilities.92

The role of models in supporting analysis should be regarded as variable and dynamic. One interviewee noted that early in an engagement on a new problem, when little is known, analysis should be viewed as exploratory, broad, and unable to support detailed or long-term planning. The effort should be on getting a broad understanding of goals, information requirements, and options for actions. Together, these insights provide organizations with a capability for learning that enables models and interventions to become increasingly tailored, eventually allowing modeling and analysis to sit atop a stronger foundation of knowledge, expertise, and experience. One interviewee discussed this learning process in the context of the coronavirus disease 2019 (COVID-19) pandemic by noting that early in the pandemic, little was known about the virus’s spread and treatment. Making long-term policy was not possible, and efforts to apply models that were available at the time using the accessible data would not have provided a credible basis for long-term policy. Under those conditions, the best strategy was to start with broad policies updated frequently and then make increasingly differentiated policies based on local conditions as models and data matured.93

Finally, as policymakers use models to develop and search for solutions to complex problems—design challenges—testing each model-derived and -generated solution becomes infeasible. Instead, interviewees noted that experimental resources should be employed to validate the models at multiple points around the design space so that policymakers have a better understanding of the reliability and valid use of model-generated solutions.94

90 RAND Interview D4A2, November 2020.
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The Presentation of Information to Policymakers Is as Important as the Information Itself

Policymakers and technologists agreed on the importance of information presentation in moving policymakers toward collective action. Visualization and simplicity are keys to communication because they provide ways to reduce complex information so that it can be consumed and applied. Interviewees emphasized that information should be made visual and should tell a story to be most effective. One interviewee noted,

> Visual analytics are crucial for communication. How can you put together ideas in a cog-nitively appealing way that would make a principal want to take credit and put them in [the] deck?96

This interviewee noted the importance of minimizing the use of numbers: “Do not present numbers—present stories. Presenting a number outside what it really means is focusing on the wrong thing for decisionmakers.”97

Another interviewee similarly noted that visualization is a powerful tool to help policymakers gain insight into the complexity of a situation or space. This official described how the IC had made inroads into using data visualization during the campaign to counter the Islamic State of Iraq and Syria (ISIS):

> We kept getting the same questions, so we tried to create a visualization tool that was available to policymakers in real time. . . . We visualized Syrian opposition groups, their location on the ideological spectrum, and their effectiveness. We also visualized in real time areas of ISIS control. This was a powerful tool to show policymakers not just what was happening, but why.98

Priority Investments for Engaging in UGS

Throughout the interview process, participants identified areas of investment that could provide high-impact capabilities for supporting engagement in UGS and facilitating increases in the adaptive capabilities of DoD and the NSE. It is important to note that there are likely some UGS that will always lie outside policymakers’ control, regardless of investments in social science, models, technology, and better bureaucratic processes, because of structural factors, such as geography or lack of attention and resources. Nevertheless, these structural constraints might not be absolute. Thus, this final section highlights prescriptions for broad areas of investment in the domains of bureaucratic practice, data, and analysis.

95 RAND Interview C7C9, January 2021.
96 RAND Interview D4C1, December 2020.
97 RAND Interview D4C1, December 2020.
98 RAND Interview C4D1, October 2020.
Investments in U.S. Bureaucracy and Business Practices

Explore Organizational Incentives and Practices to Increase Investments and Rigor in Research and Development

DoD could be a model for both experimenting and promoting new research and development practices. As the federal government’s largest spender, DoD is in a unique position to set practices for the rest of the government and incentivize different behaviors. Through adjustments in its own contracting and bureaucratic practices, DoD could play a role in driving how companies think, invest, and spend their money in ways that increase innovation and national competitiveness.99

Invest in Making Policymaking More Experimental

Investments of this type can involve (1) collecting baseline conditions that reflect patterns of life in specific areas of interest where potential future interventions might seek to influence, (2) collecting base rates of events and features at site-specific and global levels to differentiate between normal and unusual observations and behaviors, and (3) building logic models or other causal representations that map actions and expectations that allow interventions into a system to be compared with indicators of stability and change.100 Investments in such tools as gaming and such models and forums as Track II negotiations—unofficial, informal interactions between nongovernmental actors—that provide a sandbox to test implementation might also serve a useful role in promoting a more experimental approach.101

Invest in Multi-Stakeholder Engagements

Investments that bring together stakeholders working on UGS from inside and outside the U.S. government, including academia and NGOs, could help the government better understand and adapt its policies in UGS. These engagements can consist of such settings as Track II negotiations and more-analytical settings, such as games and workshops.

Invest in Tools to Remove Barriers to Inter-Agency Coordination

Tools for fusing information across security levels might help to increase collaborative decisionmaking by mitigating barriers caused by the level of secrecy and compartmentalization associated with some UGS areas, such as space, cyber, or special operations. Algorithms could look for common entities or data values in different agencies’ systems at different levels and then alert analysts when a match is found. Automating data discovery and characterization in this way, when combined with appropriate inter-agency data governance capabilities, could help create a structure where machines can share information in ways that humans

99 RAND Interview D1E1, November 2020.
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cannot, thus preserving organizational practices but enabling the sharing of information when inter-agency coordination is needed.

**Investments in Analytical Tools and Techniques**

**Invest in Tools for Exploring Large Decision Spaces**

Tools and approaches that can help to speed up the process through which policymakers explore and work through alternative formulations of policy problems are valuable. These tools should promote diversity of thinking and speed up the process of cycling through hypotheses. Tools that can scale insights and the speed of those insights—from open-source development to rapid, multiple, competing framings to teaming—are a critical area of investment.

**Invest in Modeling to Understand the Long-Term Implications of Decisions**

Models that can help leaders understand the long-term implications of their decisions are another area of investment. After the initial exploratory effort, empirical data collection and testing (including specialized data gathering and historical back testing) enable models and interventions to become increasingly tailored, eventually allowing modeling and analysis to sit atop a stronger foundation of knowledge, expertise, and experience; this foundation aids leaders as they consider long-term consequences. To understand different potential implications and results of stakeholder choices, decision trees could be particularly useful. Real options, which help policymakers keep options open to allow for future decisions by placing a quantitative value on the benefits of maintaining and keeping multiple designs, might also help.

**Invest in Modeling Human Dynamics and Relationships**

Models that accurately portray the volatility of the human dynamics of UGS are also a critical area of investment. When predicting certain groups or actors’ reactions to U.S. policy decisions and actions, it is important to understand how the people that occupy UGS will engage or react. The nuanced views of human behavior, interactions, and relationships can affect how these groups of interest will react to policymaker decisions in UGS. One way to develop this understanding is to leverage data from social media, which presents large sets of data that are rich for analysis.

---
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Invest in Modeling Real-World Limitations and Constraints
Aligning models with the tools and capabilities that policymakers have is important. While it is common practice to match models to the system being represented, a critical feature of achieving policy-relevant analysis is to also ensure that simulated interventions could be mapped to real-world constraints on policymakers. These constraints might involve both limits on resources (such as time, information, budgets, and expertise) and organizational factors (such as authorities and coordination processes). Absent these considerations, models might identify theoretically interesting but impractical, immoral, and even illegal strategies. While research investments have been made in model validation strategies for simulating complex systems (e.g., financial markets), investments in capabilities that can search across the space of viable interventions in ways that are both computationally efficient and organizationally and operationally plausible might be worth pursuing.

Invest in Models to Evaluate and Consider Risk in Policymaking
Interviewees identified the importance of tools that could aid policymaking in conditions with complicated levels of uncertainty and risk. Among the specific tools discussed were Robust Decision Making tools to identify strategies for regret minimization and real options for identifying the value of preserving flexibility and delaying choices that will lock out future flexibility.

Invest in Cognitive Architectures of Agent Policymaking
Interviewees noted that computational agents play a significant role in modeling the behavior of complex systems, most visibly in ABM. While the policymaking architectures of software agents have advanced, the overwhelming majority of those used in advanced modeling and simulation applications remain grounded in probabilistic logic and the Kolmogorov axioms of probability. While these models allow for internal mathematical validity, it is difficult to align them with real-world deviations from rationality that are both experimentally observed and important to many theories of social behavior. Investments in formal, computationally efficient policymaking architectures for individual and collective behavior might enable new approaches to modeling the social behaviors of actors within UGS and assist in the discovery and assessment of alternative engagement approaches that rely on more-realistic treatments of information consumption and social interaction.

109 RAND Interview B4D0, July 2020.
Concluding Thoughts

Discussions with interviewees summarized in this chapter reveal several important and challenging insights about decisionmaking and action within UGS. First, while there is no clear, emergent definition as to what an undergoverned space is and, therefore, no singular way to assert which national interests are put at risk by the presence of UGS, interviewees repeatedly identified approaches that they regarded as necessary for successful engagement. Clear examples of potentially beneficial investments to help guide engagement emerged from our interviews, but no singular method can be applied to all UGS.

Second, the United States needs to clearly understand its own interests and willingness to commit time, attention, and resources—both military and nonmilitary—to engage in UGS.

Third, policymakers should be realistic in their assessments about the structure of the situation and the opportunities to change or otherwise live with circumstances that might be less than ideal. Prior positions of power, status, and influence might evoke desires or reverse unwanted trends, but policymakers must be focused on future possibilities and not anchored on the past.

Fourth, analytical needs are varied and feature two opposing requirements. One requirement is deep expertise, nuance, and attention to the details of specific circumstances, often necessitating long time lines to develop. The other requirement is to produce information that nonexpert policymakers can consume with limited time and attention, often under crisis conditions. The result is a trade space with two poles: On one end is sophisticated analysis that incorporates a broad variety of qualitative and quantitative information and expertise to expose the dynamics of systems and their responses to interventions. On the other is breadth-first analysis that quickly identifies risks and opportunities, allowing policymakers to manage complex challenges by informing their choices at the speed of relevance.

Finally, within this mix, analysis of all types must consider the likelihood of the information being consumed by multiple stakeholders engaged in organizational and bureaucratic processes. Without attention to the circumstances within which policymakers reside, the most sophisticated information collection and analysis—the Sense stage of the ASDA cycle—cannot connect to the Decide stage, thus leaving the final and necessary Adapt stage beyond reach.

Appendix: Interviewees and Interview Protocols

Interviewees

We interviewed the following people:

- Phil Anton, RAND Corporation
- Sina Beaghley, RAND Corporation
- Irv Blickstein, RAND Corporation
- Marjory S. Blumenthal, RAND Corporation
• Eric Bonabeau, Telepathy Labs
• Leonard Braverman, Army Science Board
• Jason Campbell, RAND Corporation
• Joseph Eash III, U.S. Department of Defense (Retired)
• Bernard Finel, National War College
• Steven Flanagan, RAND Corporation
• Samantha Golden, National Intelligence University
• John Hanley, United States Naval War College
• Hunter Heyck, Oklahoma State University
• Quentin Hodgson, RAND Corporation
• Timothy Hoyt, United States Naval War College
• Kimberly Jackson, RAND Corporation
• Joshua Kerbel, National Intelligence University
• Yool Kim, RAND Corporation
• Matthew Koehler, MITRE Corporation
• Natasha Lander, RAND Corporation
• Eric Landree, RAND Corporation
• Jon R. Lindsay, University of Toronto
• Joseph N. Mait, Army Research Laboratory (Retired)
• Michael Mazarr, RAND Corporation
• H. Van Dyke Parunak, Parallax Advanced Research
• Christopher G. Pernin, RAND Corporation
• Thomas Pike, National Intelligence University
• Patrick M. Reed, Cornell University
• Eric Robinson, RAND Corporation
• Adam Russell, Applied Research Laboratory for Intelligence and Security, University of Maryland
• Thomas M. Sanderson, Tom Sanderson Consulting, LLC; Center for Strategic and International Studies Transnational Threats Project (Former)
• Richard Silberglipt, RAND Corporation
• John Sullivan, Safe Communities Institute, University of Southern California
• Danielle Tarraf, RAND Corporation
• Abbie Tingstad, RAND Corporation
• Brian Tivnan, MITRE Corporation
• J. D. Williams, RAND Corporation
Interview Protocol for Policymakers

1. Can you tell us about your background? In what capacity have you supported policymakers? What kinds of problems were you working on? What kinds of decisions and choices were you involved in, and in what kinds of environments (individual decisionmaker, multi-stakeholder group in the interagency, etc.)?

2. In your view, how do problems of long-term competition and undergoverned spaces present decisionmakers and organizations with distinct challenges when compared with preparing for and executing kinetic military operations?

3. In your experience, in what contexts do decisionmakers primarily rely on their instincts and expertise versus more analytical processes? When do they, and when should they, seek to challenge their beliefs?

4. In your experience, how do policymakers’ expectations about analysis differ under different circumstances? How do analytic products and processes assist, or hinder, the ability of organizations and stakeholders to reach a shared perspective or better understand sources of their disagreements regarding situational assessments, risks, actions, and outcomes?

5. What analytical approaches or tools might help policymakers develop adaptive policies for long-term competition? What could help policymakers be more flexible in their decisions?

6. Are there particular analytic tools and/or processes that were helpful to you in the past? What types of decisions did you use it for? Are there any that have been unhelpful? If so, how? What is the bar for being useful? What is it about the problems, or the technology, that lead you to think that?

7. What analysis and information would make it easier for decisionmakers to reconsider their choices and commitments? What increases their confidence that they are making wise decisions?

8. Oftentimes, analysis can be overlooked or difficult to sort through due to the volume of information available. What format or context would be most helpful in presenting/communicating information to policymakers so that it can be easier and simpler to understand?

9. What are the major pros and cons of policymakers using their instincts to make decisions versus making a “data driven decision”?

10. Is there anything we should have asked you that we didn’t?

Interview Protocol for Technologists

11. How might technologies assist decisionmakers and organizations to understand long-term competition and be adaptive to changing and unforeseen circumstances?

12. Is there a difference in technologies that would assist in the discovery of preferences and goals, vs. those that help optimize the allocation of resources?
13. What would be the best way to organize, manage, and resource research and development programs when target technical applications are changing or unknown?

14. Are there particularly promising emerging approaches to understanding uncertainty in open systems? Are there measures of effectiveness associated with these approaches that could determine if their employment in real-world systems was producing desired results?

15. Conversely, are there popular approaches that decisionmakers should be skeptical about applying? Are there demonstrations of their limitations?

16. What recommendations would you offer decisionmakers to discern between understanding when technologies are good versus when they are less reliable?

17. As a technologist, have you had any experiences where communicating the usefulness of analytic tools is challenging? What was challenging in particular? Were you able to overcome that challenge? If so, how?

18. Is there anything we should have asked you that we didn’t?
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABM</td>
<td>Agent-Based Modeling</td>
</tr>
<tr>
<td>ASDA</td>
<td>Act-Sense-Decide-Adapt</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>DoS</td>
<td>U.S. Department of State</td>
</tr>
<tr>
<td>IC</td>
<td>Intelligence Community</td>
</tr>
<tr>
<td>ISIS</td>
<td>Islamic State of Iraq and Syria</td>
</tr>
<tr>
<td>NGO</td>
<td>nongovernmental organization</td>
</tr>
<tr>
<td>NSE</td>
<td>National Security Enterprise</td>
</tr>
<tr>
<td>SOF</td>
<td>special operations forces</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
</tbody>
</table>
References


CHAPTER SIX

Building Strategies for Long-Term Competition: Infinite Games and Adaptive Planning

Aaron B. Frank, RAND Corporation

The concept of undergoverned spaces (UGS) and the motivations for intervening in them have been discussed in previous chapters. This chapter examines new frameworks for engaging in UGS. For many in the U.S. Department of Defense (DoD) and broader National Security Enterprise (NSE), the joint phasing construct (JPC) has provided a logical point of departure for thinking about engaging in a wide variety of UGS. However, the JPC has proven to be problematic as an approach to planning and engagement in UGS. This chapter discusses alternative approaches for conceptualizing engagements in UGS and discussing the concepts of infinite games, the Act-Sense-Decide-Adapt (ASDA) cycle of adaptive campaigning, problem-centric governance, adaptive governance, and alternative modalities of governance and exchange. Although these do not represent an exhaustive set of concepts for engaging in UGS, they illuminate features of what effective approaches might look like.

Engaging in Undergoverned Spaces

The protracted conflicts in Afghanistan and Iraq focused attention on the need to understand conflict in its many dimensions and view warfare as a long-term process.¹ This reasoning was codified in the mid-2000s with the development of the JPC, which divided conflict into a cycle of six phases labeled 0 through V, covering the following activities: shape (0), deter (I), seize the initiative (II), dominate (III), stabilize (IV), enable civil authority (V), and shape

These phases are depicted in Figure 6.1, along with a notional depiction of the level of effort that a particular approach to engagement might require in each phase.

In recent years, the JPC has been scrutinized for several reasons, and alternatives for thinking about the operational environment are emerging. New frameworks that emphasize continuous, fluid, and nonuniform movement among conflict, competition, and cooperation have developed as alternatives to guide military planning, operations, and NSE activities.

**FIGURE 6.1**
Example of Joint Phases of Conflict

*Phasing an Operation Based on Predominant Military Activities*

- The six general groups of activities provide a basis for thinking about a joint operation in notional phases.
- Phasing can be used in any joint operation regardless of size.
- Phasing helps joint force commanders and staffs visualize, plan, and execute the entire operation and define requirements in terms of forces, resources, time, space, and purpose to achieve objectives.


NOTE: The XXXXs in the descriptions for Phase 0 would refer to a plan name/number.
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more broadly. This section discusses how perspectives on the JPC have evolved, while subsequent sections in this chapter present several alternatives that emphasize continuous learning through engagement.3

Evolving Views on the JPC
From its inception, the JPC faced criticism. Although it situated military planning in a longer time line of competition that involved noncombat operations and broader national engagement, critics argued that it militarized conflict between states by placing the military at the center of planning and interventions that were best performed by nonmilitary organizations. In addition, critics observed that the JPC divided engagements into discrete phases in which different members of the NSE might have more or less prominent roles.4

As time passed, additional concerns emerged over the JPC’s utility as a framework for organizing military operations because complex, real-world engagements did not move among conflict phases in a linear, stepwise fashion.5 Moreover, although the JPC broadened temporal dimensions of military planning, it did not automatically encourage the commitment of resources, energy, and imagination to all the activities that could be performed across each phase. Detractors argued that Phase 0 shaping actions were simultaneously and contradictorily viewed as both the responsibility of non-DoD agencies (to prevent escalation) and an opportunity for the military to take steps to ensure advantages in later phases because of the belief that open, violent conflict was the inevitable, natural state of the international system. Exercises, experiments, and scenarios showed that military operators viewed the early phases as a “race to Phase III” in pursuit of the opportunity to decisively gain control over the conflict.6

These limitations became especially acute as Russia and China each developed broad capabilities and the will to advance their interests in the conceptual space between Phase 0 and Phase I, in which aggressive actions were subtle, diffuse, and below the thresholds that would prompt a military response and meet criteria for armed attack according to international law, treaties, and plans.7 As Antullio Echevarria has noted:

Moscow and Beijing have exploited the West’s conception of, and long-standing aversion to, armed conflict to accomplish what some Pentagon observers describe as “wartime-like” objectives. Thus far, these objectives have remained outside the scope of what mili-

---

4 Center for Global Development, 2007.

Tary strategists and campaign planners are legally authorized or perhaps professionally trained to address.8

He argued that a gap exists between the phases that make these approaches to conflict both conceptually interesting and organizationally challenging, as illustrated in Figure 6.2. Contemporary planning concepts are seeking to redress the notion of conflict progressing through ordered phases and the prospects that aggressors might seek to avoid crossing phase boundaries. Doing so requires a more nuanced view of the international system where actors, both states and nonstates alike, simultaneously engage along a continuum of cooperation, competition, and conflict.9 Alternatives to the JPC seek to increase the sensitivity of policymakers, military planners, and operators to the strategic realities that many competitors desire to advance their interests through ways that are beneath the thresholds of open and direct conflict. Terms for these challenges are varied, nuanced, and contested because of the history and context of their use—they include gray-zone conflict, hybrid

FIGURE 6.2 Depiction of Exploited Gap Between Phase 0 and Phase 1
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warfare, unrestricted warfare, irregular warfare, nonlinear warfare, virtual societal warfare, and next-generation warfare.\textsuperscript{10}

Finite Versus Infinite Games: Open-Ended Engagement

One way of rethinking the JPC’s cyclical model of conflict is to emphasize the long-term, open-ended nature of strategic interaction—cooperation, collaboration, coordination, contestation, competition, and conflict. Game theorists have noted that repeated interactions—iterated games—among players can create new motivations for actors to cooperate with one another.\textsuperscript{11} James Carse elaborated on this logic by examining the differences between what he termed \textit{finite} and \textit{infinite} games, which explored how the idea of long-term contests and interaction required a different mode of thinking than finite games in which victory could be achieved.\textsuperscript{12}

Carse differentiated between finite and infinite games by noting that each proceeded from a different foundation that motivated players’ choices and actions. Finite games are entered into voluntarily, because players cannot be compelled to play even though they might believe that they need to play. Finite games are bounded by time, space, and rules regarding what is permitted and prohibited. Finite games have agreed-on systems for scoring and allow players to be ranked and ordered in terms of their performance against one another; thus, there exist unambiguous conditions for terminating the game and accepting its outcome. As Carse noted,

We know that someone has won the game when all the players have agreed who among them is the winner. No other condition than the agreement of the players is absolutely required in determining who has won the game.13

Given these properties, the goal of a finite game is to win—to achieve unambiguous victory over competitors according to the rules and purpose of the game. By contrast, infinite games are also entered into voluntarily, but they are unbounded because players are free to change the time, the space, and the rules of play as they wish. As a result, players cannot determine when the game begins, when it ends, or how it is scored. Because the game is open—participants, times, locations, rules, and ways of keeping score might change—victory conditions cannot be known, nor can the ranking of the players be made in an unambiguous fashion. As a result, infinite games are not played in the pursuit of victory; rather, they are played for the purpose of continuing to play. Or, as Carse stated, “A finite game is played for the purpose of winning, an infinite game for the purpose of continuing the play.”14

Finite games might be played within infinite games. Although infinite games might be unbounded and open, players can agree to conduct themselves according to rules that dictate interactions among them. Thus, players engaged in long-term, open-ended competition might nevertheless create limited, bounded, and ultimately managed contests among them, yet the results of finite games cannot settle the larger infinite game within which they occur. As Carse concluded,

Finite games can be played within an infinite game, but an infinite game cannot be played within a finite game.

Infinite players regard their wins and losses in whatever finite games they play as but moments in continuing play.15

The differences between finite and infinite games are profound. Surprise, death, and power—three of the most-consequential elements of gameplay—are discussed next.

**Surprise in Finite and Infinite Games**

Finite and infinite games each locate the sources of surprise in different places. In finite games, surprise occurs as a result of one player not being fully aware of what actions are allowable under the game’s rules.16 Thus, being surprised within a finite game reveals a lack

---

13 Carse, 1986, p. 3.
14 Carse, 1986, p. 3.
16 It might be argued that surprise in a finite game could result from one player cheating, violating the agreed-on rules of the game. However, such a circumstance, in which one player abides by the agreed-on rules of the game while the other does not, more closely aligns with the playing of an infinite game, in which one player has altered the rules.
of mastery over the rules and the permitted actions. Players demonstrate their expertise by knowing what actions are possible, anticipating their use, and deterring or countering their opponent’s moves. In doing so, players use their past knowledge to shape the future:

It is the desire of all finite players to be Master Players, to be so perfectly skilled in their play that nothing can surprise them, so perfectly trained that every move in the game is foreseen at the beginning. . . . A finite player is trained not only to anticipate every future possibility, but to control the future.17

By comparison, because infinite games are open and malleable, surprise does not occur as a result of unfamiliarity with the rules but rather because of unfamiliarity with the other player and the variety of actions they might perform. However, because infinite games are open and subject to change, players expect to be surprised. Put another way, in finite games, strategies emerge as a result of the game’s structure, while in infinite games, the games themselves arise from the strategies of the players.18 Therefore, being surprised is not seen as a lack of skill; rather, skill is expressed in the ability to adapt and change depending on what others do:

Because infinite players prepare themselves to be surprised by the future, they play in complete openness. It is not an openness as in candor, but an openness as in vulnerability. It is not a matter of exposing one’s unchanging identity, the true self that has always been, but a way of exposing one’s ceaseless growth, the dynamic self that has yet to be.19

Different perspectives on surprise shift how players should examine their understanding of the game and competition. If surprise is a matter of failing to understand the system and the legality of possible moves and their countermoves, then players might find it fruitful to commit analytic resources to exploring possibilities within the space of interactions constrained by the game’s rules. Although such games as Chess, Go, and Starcraft have massive state spaces, they remain closed conceptually, even though realism limits the extent to which human and machine computing resources can exhaustively search the space and identify an optimal strategy.20 By comparison, if the source of surprise is found in the motivated reason-


18 These differences manifest in contemporary research methods. Game theory seeks to discover optimal strategies for players given a structure of allowable moves and payoffs. Agent-based models seek to discover what kinds of interactions or moves result when agents with specified strategies interact. Although contemporary models often blend these approaches, the core differences between searching for what strategies emerge given a game structure and observing what interactions emerge given a set of strategies reveal fundamentally different research motives.


ing and innovative behaviors of other players, then an alternative posture is warranted—one based on seeking robustness and resilience and developing the capabilities to recover from surprise and adapt to changes in the game.21

Death in Finite and Infinite Games
In finite games, a player’s death or removal as a competitor ends their ability to win the game. Victory is often achieved by a terminal move that renders the opposing player unable to compete any longer: “A terminal move results in the death of the opposing player as player. The winner kills the opponent. The loser is dead in the sense of being incapable of further play.”22 Under such conditions, death is synonymous with defeat.

In infinite games, a different circumstance arises in which death, or the inability to compete further, is an achievement if it enables the game to continue. Carse regarded this as “life in death,” resulting when the deaths of some players allowed others to continue the game.23 Using warfare as an example of an infinite game, he noted that soldiers achieved immortality by sacrificing themselves to allow others to continue to fight.24

Soldiers commonly achieve a life in death. Soldiers fight not to stay alive but to save the nation. Those who do fight only to protect themselves are, in fact, considered guilty of the highest military crimes. Soldiers who die fighting the enemy, however, receive the nation’s highest reward: They are declared unforgettable. Even unknown soldiers are memorialized—though their names have been lost, their titles will not be.25

The importance of death, or the removal from the game, carries different meanings in finite and infinite games. In finite games, being killed or removed from the game is framed as a loss or lack of success. Alternatively, in infinite games, death signals not weakness but strength—a costly sacrifice demonstrating commitment and investment in competitiveness.


24 Carse’s view is consistent with research on identities that are achieved based on pain, suffering, and sacrifice, including those that can only be accomplished in death, such as sainthood and martyrdom. See Steph Lawler, *Identity: Sociological Perspectives*, Malden, Mass.: Polity, 2014, pp. 23–44; and Richard Jenkins, *Social Identity*, New York: Routledge, 2014, p. 17.

Power in Finite and Infinite Games

Another important difference between finite and infinite games concerns how power manifests. Carse argued that conceptions of power in finite games revolve around the ability to compel others to do as directed (i.e., to act in ways that they would otherwise not). This accords with traditional definitions of power employed in international relations, such as conceptions of military deterrence (to prevent others from acting), compellence or coercion (to make others take an action), and economic or institutional leverage (to adopt practices to participate in markets or governance).²⁶

Carse believed that in finite games, measurements of power are historical—they are based on demonstrations of what the player has already done. Therefore, power is attained or achieved. As Carse concluded,

> To speak meaningfully of a person’s power is to speak of what that person has already completed in one or another closed field. To see power is to look backward in time.

> Inasmuch as power is determined by the outcome of a game, one does not win by being powerful; one wins to be powerful. If one has sufficient power to win before the game has begun, what follows is not a game at all.²⁷

Because power is historical and exists in the context of an established game, it has no meaning in an infinite game played in a nonstationary environment. Instead, Carse argued that the concept of strength is more appropriate. *Strength*, according to Carse, is defined as what a player can allow others to do. Strength defines the boundaries within which players believe that they have the capacity and adaptability to cope. As Carse summarized,

> Strength is paradoxical. I am not strong because I can force others to do what I wish as a result of my play with them, but because I can allow them to do what they wish in the course of my play with them.²⁸

In contemporary terms, strength might be regarded as robustness or resilience—robustness in that a player might be insensitive to a large number of actions others might take, and resilience in that a player might be able to adapt to what others have done.

The differences between power and strength might be evident in the construction and persistence of institutions of international governance. Although the development and balance of power has been a central concern of international relations theory and practice, mat-
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²⁷ Carse, 1986, p. 29.

²⁸ Carse, 1986, p. 31.
ters of strength have been evident—though not explicitly identified—in the terms put forward by Carse. For example, the development of order after great-power conflict has been seen as the moment at which victorious great powers have the opportunity to cement privileged positions in the international system through such institutions as military alliances, trading rules, and international law. Yet the international order that has endured for more than seven decades was based on decisions made by the United States in the aftermath of World War II to voluntarily bind itself to rules that constrained its use of power and created avenues for others to assert their national interests. In this context, the building of the international system was not an exercise of U.S. power, but rather a sign of U.S. strength that created a framework in which weaker states could act.

Strategy, Operations, and Finite and Infinite Games

One of the most vexing and enduring strategic challenges that DoD and the NSE face involves linking tactics, operations, and strategy. Consideration of different perspectives on surprise, death, and power versus strength in finite and infinite games might provide insight into these difficulties. For example, Harry Summers noted that the U.S. commitment to winning battles—discrete engagements bounded by space, time, and participants—could not translate into political success in the Vietnam War and was best summarized by a conversation between belligerents in Hanoi after the termination of combat operations in April 1975:

“You know you never defeated us on the battlefield,” said the American colonel.

The North Vietnamese colonel pondered this remark a moment. “That may be so,” he replied, “but it is also irrelevant.”

Many of the problems in conducting the Vietnam War stemmed from the limited and counterproductive way of keeping score in the conflict—or what researchers have characterized as dominant indicators that organizations and decisionmakers employ to guide strategy and operations. Among the most prominent indicators was the use of North Vietnamese combat casualties or body counts as a measure of success, which was problematic because, as Carse noted, death and casualties take on different meanings when viewed through the lenses of finite or infinite games. Thus, although the U.S. military relied on this indicator out of the belief that it was waging a war of attrition, others noted that it had misinterpreted Vietnamese

---


30 Such a formulation is certainly an incomplete one because the origins of the modern, liberal rules-based order were not exclusively determined by the enlightened self-interest of the United States, nor has the United States necessarily or unequivocally adhered to the bounds on its power.


battle deaths as a sign of weakness. Rather, this was a variable that the Vietnamese controlled and manipulated to signal their resolve, commitment to fight, and other political factors, such as domestic concerns of bringing a defeated army home from the field.\footnote{33}

A continent away and a century earlier, the final war on Prussia’s path toward German unification, the Franco-Prussian War of 1870 to 1871, revealed a similar mismatch between imagining war as a bounded contest between the formal, organized armed forces of states and experiencing the unbounded violence unleashed by mass participation in conflict. Following the swift defeat of the French military, Prussian soldiers expected a rapid peace, consolidating their territorial claims according to the traditions of interstate, limited war or \textit{Kabinettskriege} (cabinet war).\footnote{34} Instead, after the defeat of the French army, France’s civilian population engaged in a protracted campaign of violent resistance in which irregular forces, including women and children, attacked Prussian soldiers in contradiction to previously established norms of warfare by engaging in \textit{Volkskriege} (popular war).\footnote{35}

The notion that the population would fight a foreign army was regarded as such a violation of the established international order that Karl Marx noted, “[i]t is a real Prussian idea that a nation commits a crime when it continues to defend itself after its regular army has lost.”\footnote{36} Following the conflict, German military thinkers hoped to reinforce the norms of limited war through the achievement of rapid, decisive victories over their rivals to avoid running the risk of having to match the strategic depth of opponents that could mobilize their citizenry. If the rules of war collapsed, the results would cease to resemble the finite games that military organizations and planners had prepared for. As Marcus Jones noted,\footnote{37}

Instead of one or two decisive battles that forced an opponent to confront the bitter calculus of decreasing returns for risk, the resources and willpower of entire peoples would be mobilized and subjected to an endurance contest. Outcomes would most probably not consist of terms dictated on the basis of unconditional surrender. Exhaustion on both sides would lead, it was thought, to ambiguous settlements without unequivocal winners and losers.\footnote{37}

The examples of Vietnam and the Franco-Prussian War show that the inability to translate military victory into desired political outcomes is a persistent strategic problem and that many of these difficulties align with Carse’s arguments about playing in finite games or infi-
nite games. The centrality of this issue has remained at the forefront of thinking about grand strategy and the connection between strategy, operations, and tactics. The continuing relevance of this problem—particularly for the U.S. NSE given its difficult experiences in the post—Cold War international system—was shown by Chad Buckel, an aide-de-camp on the International Military Staff of the North Atlantic Treaty Organization, who asked in 2021,

Why, then, with so many tactical victories, is the American record of strategic success so dismal? What has prevented us from turning our battlefield successes to strategic victories, and why have we struggled so much in attaining our stated political goals?38

Repeated efforts to approach competition and conflict through the lens of finite games rather than infinite games might offer a partial explanation for the consistency of strategic disappointment. By focusing on a game’s conclusion, strategists have emphasized the desired end state they seek and have proceeded with planning from a “theory of victory.” By contrast, if games are infinite, the planning emphasis shifts from the game’s end to its conduct, focusing on the body of causal models and hypotheses that connect actions and consequences, or what has recently been called a “theory of success.”39

The theory of finite and infinite games provides a point of departure for thinking about long-term competition and engaging within UGS. Although it is not a complete theory for guiding international engagement, it offers a framework for thinking about how persistent competition, motivated by the desire to continue to compete rather than to achieve unambiguous victory, might guide decisionmaking. Such a formulation might assist decisionmakers in discovering engagement options that exist between implausible and undesirable end states, where the former is defined by outcomes that the United States lacks the resources, will, and technical acumen to produce and the latter is abandonment at the risk of ceding spaces to competitors, diminished credibility and influence, a loss of access, and the potential unraveling of international governance more broadly.

The Act-Sense-Decide-Adapt Cycle

One model for managing competition within UGS is the ASDA cycle. Initially developed by the Australian Army, the ASDA cycle provides a complex adaptive systems (CAS) approach to operational design and adaptive campaigning.40 The ASDA cycle is particularly important
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for framing planning and action in UGS because of its foundational motivation to address strategic and operational needs.

At the strategic level, the ASDA cycle was introduced as a prescriptive step toward meeting the Australian Army’s needs to operate in environments that did not resemble high-intensity conflict between similarly structured military forces. Addressing debates on the appropriate orientation of military forces—and echoing the same dilemmas that have occurred within the United States—Lieutenant General D. L. Morrison, the Chief of Army, noted,

Unlike some, who continue to suggest that our deployment of forces to East Timor, the Solomon Islands, Iraq and Afghanistan have been an aberration, I am convinced they are symptomatic of the changing character of war.41

Thus, the ASDA cycle is motivated to manage decisionmaking processes in environments affected by the interplay of state and nonstate actors, all competing to influence the allegiances and behaviors of individuals, groups, and societies while operating at and below thresholds of conflict.42 The result is to successfully influence and shape the overall environment to facilitate peaceful discourse and stabilise the situation, noting that there may be no end state to an operation but rather an enduring set of conditions conducive to Australia’s national interests.43

At the operational level, the ASDA cycle emphasizes linking organizational action and learning. Given the expectation that the environment will continuously change, the ASDA cycle emphasizes five organizational and decisionmaking tenets, each representing some version of adaptive behavior on the part of military organizations, operations, and staff. These five tenets are as follows:

- **Flexibility**—the ability to maintain effectiveness across a range of tasks, situations and conditions within a single line of operation. For example, the structure and capability of the force can be reconfigured in different ways, to do different tasks, under different sets of conditions.
- **Agility**—the ability to dynamically manage the balance and weight of effort across all lines of operation in time and space.
- **Resilience**—the capacity to sustain loss, damage, and setbacks and still maintain essential levels of capability across core functions.
- **Responsiveness**—the ability to rapidly identify, and then appropriately respond to, new threats and opportunities within a line of operation.
- **Robustness**—the ability to achieve and sustain a critical mass of forces in relation to both population density and adversarial group capabilities, thereby achieving

41 Head Modernisation and Strategic Planning—Army, 2009, p. i.
42 Head Modernisation and Strategic Planning—Army, 2009, p. iii.
43 Head Modernisation and Strategic Planning—Army, 2009, p. iv.
sufficient control of the environment to account for Operational Uncertainty and respond across the five lines of operation.\textsuperscript{44}

The ASDA cycle differs from the more popular Observe-Orient-Decide-Act (OODA) loop, which is based on fundamental beliefs about the character of competition. Specifically, the OODA loop principally emphasizes the attainment of competitive advantage through being able to orient and decide faster than rivals. By contrast, the ASDA cycle emphasizes learning and adaptation, building competitive advantage through the ability to rapidly reframe situations according to experience gained:

The OODA loop is a model of decision-making that emphasises the importance of orientation for making sense of the observed situation, which is the basis for decision and action. . . . The Adaptation Cycle emphasises understanding a problem through experience, knowledge and planning, enhancing that understanding through interaction and explicitly drawing out the requirements to learn and adapt, individually and organisationally.\textsuperscript{45}

The depth to which the ASDA cycle emphasizes learning and change is extensive. Its prescriptive guidance reaches beyond changes in tactics and operational concepts and extends to the highest levels of strategy. In doing so, the cycle seeks to assist decisionmakers in learning not only whether the ways of competing need to change but also whether the ends being pursued should be altered. The emphasis on learning and change follows the logic of a theory of success discussed earlier, in which the causal structure of the system over which competition occurs is discovered through the process of developing causal hypotheses and their tests:\textsuperscript{46}

Modern combat can therefore be characterised as competitive learning in which all sides are constantly in a process of creating, testing, and refining hypotheses about the nature of the reality of which they are a part. The resulting adaptations might need to be extensive, extending beyond forms of tactical action to possibly encompass previously sacrosanct areas such as the force’s mission. The underlying premise [is] that the original mission, objectives, and plan were based on conjecture about the enemy system’s elements and internal relationships, and subsequent action will have modified the applicability of that conjecture.\textsuperscript{47}

The proposed depth of adaptation and discovery is important. Just as the shift from finite to infinite games discussed earlier changes the decisionmaking focus from the end state or conclusion of a game to an endless process of interaction and discovery, the ingrained expectation to adapt at all levels of decisionmaking accords with models of CAS and organizational

\textsuperscript{44} Head Modernisation and Strategic Planning—Army, 2009, p. 30.
\textsuperscript{45} Head Modernisation and Strategic Planning—Army, 2009, p. 31.
\textsuperscript{46} Hoffman, 2020.
\textsuperscript{47} Kelly and Brennan, 2009, p. 47.
behavior, which accepts that decisionmakers might be unaware of their goals and priorities until they are challenged. The garbage can model of organizational decisionmaking posits that organizations operate under conditions where (1) preferences are not universally shared by stakeholders and might even be unknown to them; (2) technology, inclusive of artifacts and processes, for connecting actions with outcomes is uncertain and often must be discovered through trial and error; and (3) stakeholder participation in decisionmaking processes is fluid, given that decisionmakers have limited time, attention, and resources to commit to problems. The garbage can model has repeatedly shown how decisionmaking does not align with the ideals set forth in explanations of rational strategic action and that well-governed strategy, particularly decisionmaking conducted at the highest levels of governance from which tactical and operational choices flow, is often made to appear more deliberative and rational than it is.

The empirical conditions characterized by the garbage can model are well served by the ASDA cycle’s commitment to learning and adaptation. Like the popular OODA loop, the ASDA cycle, shown in Figure 6.3, is a repeated model that is intended to support iterative and open-ended decisionmaking in strategic circumstances.

Each step in the ASDA cycle is part of a learning process that commits organizations and individuals to challenge their beliefs, make new discoveries, and change their thinking and behavior as a result of new information. Each phase of the ASDA cycle and its role in the adaptive process is discussed next.

Act
The act phase of the cycle begins with actions intended to stimulate the system—whether a specific adversary, population, or environment. Actions might be taken to confirm an understanding of the target system (i.e., a form of hypothesis test, referred to as discovery actions). Alternatively, actions might be driven by the belief that a cause will have an effect, which is
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rooted in the belief that a suitable causal model of the system has been discovered (i.e., a decisive action).  

**Sense**

The *sense* phase has two interrelated purposes. First, the response to the action reveals new information about the system. Such information might be regarded as providing feedback that has both qualitative and quantitative properties. Qualitative information might be the type of response produced by the stimulus and its source. Quantitative information might be the intensity of the response. Importantly, proponents of the ASDA model note that sensing itself is a learning process, where actors might need to discover how to detect, characterize, and measure feedback produced by stimulating actions.  

---

50 Head Modernisation and Strategic Planning—Army, 2009, p. 33.

51 Head Modernisation and Strategic Planning—Army, 2009, pp. 33–34.
Decide

The decide phase consists of making two types of choices. The first type is diagnostic. Diagnostic choices are determinations about the significance or consequences of sensed feedback. The second type is prognostic. Prognostic choices are determinations about what should be done.52

Adapt

The final phase of the cycle is adapt. This phase consists of three types of learning. First, the phase emphasizes learning how to learn, which involves communication, the sharing of lessons learned, and incentivizing risk-taking. Second, adaptation identifies specific knowledge or lessons to pursue. This shapes future action by prioritizing what discoveries should be pursued to inform the timing and direction of additional actions. Finally, adaptation challenges the entrenched understanding of the system to ensure that organizations do not grow complacent and retain outdated or flawed beliefs about the system and themselves.53

The ASDA Cycle and Governance

When viewed holistically, the ASDA cycle is intimately related to the challenges of governance in at least two ways. The first is instrumental. Because the ASDA cycle and the larger adaptive campaigning premise begins long before the initiation of violent conflict and lasts long after its termination, issues associated with building and maintaining capable and legitimate governance play an important role in the operational and organizational toolkit. Addressing matters of governance and building the capacity to manage resources and allocate services effectively and legitimately are seen as opportunities to forestall crises and inhibit the escalation of competition into conflict. For example, the adaptive campaigning concept noted that building indigenous capacity for governance provided an opportunity to forestall the outbreak of conflict before the commitment of military resources. Indigenous capacity building involves actions to nurture the establishment of capacity within civil communities whilst simultaneously working to establish longer term governance and socio-economic capacity that meets the needs of the people. This may include; micro financial initiatives, local and central government reform—security, police, legal, financial and administrative systems.54

The second touchpoint between the ASDA cycle and governance is abstract yet reveals a shared set of ideals on adaptive behavior and the pursuit of processes that limit the extent

52 Head Modernisation and Strategic Planning—Army, 2009, p. 34.
53 Head Modernisation and Strategic Planning—Army, 2009, pp. 34–35.
54 Head Modernisation and Strategic Planning—Army, 2009, p. 28.
to which momentum drives decisionmaking, planning, and organizational behavior more broadly. Two particular models of governance—problem-centric governance and adaptive governance—offer complementary perspectives on how to engage with populations on complex issues. They provide guidance about how to limit the propensity for governing organizations to allow their own internal preferences and processes to overwhelm the need to adapt to the specifics of the external environment. Likewise, shifts in the nature of governance itself, specifically the transition from authoritative and market-based allocation systems toward networks of exchange, offer additional perspectives on the strategic and adaptive benefits of cooperation as a means for achieving security in the face of unpredictable threats. Together, these perspectives offer preliminary speculations about how the ASDA cycle might be aligned with contemporary perspectives on governance and adaptation.

Problem-Centric Governance

Problem-centric governance approaches policy with the expectation that governing organizations and processes must be adapted to the features of the problems they encounter. Much like the idea of problem-centric research that seeks to tailor and develop new research methods based on the problem being investigated as opposed to seeking problems that are well suited for specified methods, problem-centric governance emphasizes the minimization of internal constraints from within organizations to maximize the use of available information and capabilities.\(^{55}\) Problem-centric governance is particularly important in cases where problems are complex and involve multiple stakeholders. It is also crucial in cases where traditional coordination processes across organizational elements produce gaps and seams that limit the effectiveness of established engagement frameworks:

Problem-oriented governance is an approach to policy design and implementation that emphasizes the need for organizations to adapt their form and functioning to the nature of the public problems they seek to address. This approach is fundamentally outward-looking in its effort to shape both long-term strategy and day-to-day working arrangements around problems as they manifest themselves. An underlying premise is that no single organization is able by itself to take on complex problems. . . . In essence, it is radically committed to prioritizing the problem-solving challenge over the comfort and convenience of preserving existing organizational practices and institutional arrangements. Learning about problems, and how they evolve over time, is at the heart of this approach. This involves challenging assumptions, developing new hypotheses, and gathering evidence to guide thinking and action. Adaptation is the logical consequence of this

learning: problem-oriented organizations are committed to correcting actions that fail to address the problem and double down on remedies that work.\textsuperscript{56}

Problem-centric governance requires a commitment to information collection, assessment, problem framing, and organizational reform. It emphasizes processes and resource commitments that sustain the continual search for new organizational forms and problem frames, accepting that the organization has never reached an optimal design and that artifacts from prior decisions and forms are persistent.\textsuperscript{57} Creating fluid governance structures that can be corrected through the use of feedback rests on (1) a reflective-improvement capability that simultaneously develops and tests alternative causal models of the problem that can guide policy action and organizational oversight that holds leaders and operators accountable for their actions and commitment to learning processes; (2) a collaborative capability that emphasizes cross-silo, cross-sector, and state-society relationships and interaction; and (3) a data-analytic capability that collects, processes, analyzes, and, ultimately, learns from both formally collected and tacitly present information available to those participating in the governance process.\textsuperscript{58}

Like the ASDA cycle, problem-centric governance imagines that governing organizations have the best opportunities to achieve their goals by maintaining flexibility and openness. Such commitments diverge from governing strategies that seek to impose uniformity and regular order on the world by seeking efficiencies through the ability to regulate systems and routinize engagements. Such efforts to “see like a state” have often produced illusions of control, order, and success in the short term, only to create long-term problems and instabilities in the very systems they seek to secure.\textsuperscript{59} Problem-centric governance challenges organizations to be more flexible, adaptive, and, ultimately, responsive to the world.

Adaptive Governance

Adaptive governance complements problem-centric governance. Whereas problem-centric governance seeks to make organizations more flexible, adaptive governance seeks to make them more open. Specifically, adaptive governance was developed to correct the practices of scientific management and classical organizational theory that emerged a century ago; it was based on the premise that science could optimize organizational performance and separate decisionmaking into science-based and judgment-based decisions—the former belonging to


\textsuperscript{58} Mayne, de Jong, and Fernandez-Monge, 2019, p. 34.

Expert technocrats and the latter to leaders entrusted with defining organizational goals.\textsuperscript{60} This approach to problem-solving was inspired by a worldview in which organizations stood apart from their environments and scientists were independent of their subjects. That separation supported the idea that objective truths could be determined by exploring carefully planned interactions between subjects—be they consumers of services, governed populations, or physical particles under examination.\textsuperscript{61}

The problems posed by scientific management echoed those that emerged contemporaneously in the broader scientific community. For example, in the organizational world, hard boundaries between organizations and environments became increasingly fuzzy as new theories recognized that organizations were composed of their formal members and also suppliers, consultants, partners, consumers, and so on—each affecting market position and access to resources.\textsuperscript{62} This mirrored developments in science, such as the recognition that organisms not only adapted to their environment but altered their environment to serve their purposes, engineering changes to the landscape that altered the flow of energy and resources to their benefit and thus gave rise to the notion of the extended phenotype or organism.\textsuperscript{63}

Likewise, the possibility of objective observation was challenged by developments in management and science. In organizational behavior and social science, this was most acutely demonstrated by the experiments performed at the Hawthorne Plant of the Western Electric Company in Chicago, where workers were placed into groups and subjected to different treatments of lighting conditions to measure how illumination affected productivity. Surprisingly, workers’ productivity increased under conditions of increased and decreased lighting. This puzzling outcome was eventually understood to have resulted from workers being observed by their management.\textsuperscript{64} The realization that the act of observing workers directly affected their motivation to be productive echoed simultaneous developments in physics, in which


\textsuperscript{61} March and Simon, 1993, pp. 101–131.

\textsuperscript{62} March and Simon, 1993, pp. 101–131.


\textsuperscript{64} Morgan, 2006, pp. 34–38; Perrow, 2014, pp. 79–85.
the Heisenberg uncertainty principle was developing to explain the observer’s effects on the measurement of a particle’s position and momentum.\textsuperscript{65}

The belief that rigorous assessment could cleanly divide decisionmaking between matters of fact and matters of values also eroded, with two profound effects on governance and science. First, such scientists as Herbert A. Simon noted that there was no rule of inference by which a collection of statements about the world as it is could answer a question as to how it should be.\textsuperscript{66} No matter how knowledgeable the researcher or organization was about the empirical world, that knowledge alone was insufficient to answer normative questions. Although such a finding ruled out the prospects of science discovering the objective ends that governments and organizations should pursue, it did appear to support the idealized division of labor between decisionmakers and scientific and technical experts within organizations.

The second effect, however, complicated the boundary between decisionmakers making value judgments and scientists and experts dealing with objective facts. Specifically, Thomas Kuhn’s \textit{Structure of Scientific Revolutions} called into question the veracity of idealistic characterizations of scientific method and practice.\textsuperscript{67} By emphasizing the actual behavior of scientists, it became clear that science was practiced by real people with real cognitive processes living in real social and organizational circumstances. Science was not practiced in a timeless vacuum, or from “a view from nowhere”; rather, science was practiced in time and space by individuals interested in the outcomes of their research.\textsuperscript{68}

The practice of science is infused with human values, rendering observations theory-laden and framed by the mental models and processes of observers.\textsuperscript{69} The result of investigations into the boundaries between fact and values has subsequently persisted within the scientific community, calling into question the achievability and utility of objectivity, neutrality, generalizability, and other ideals—an issue that remains unresolved.\textsuperscript{70}

Scientific management, and science more broadly, encountered practical challenges associated with the limits of reductionism and analysis (i.e., the decomposition of systems into independent parts), in addition to philosophical matters. Complexity, interdependence, feed-

\begin{itemize}
\item \textsuperscript{68} Thomas Nagel, \textit{The View from Nowhere}, New York: Oxford University Press, 1986.
\end{itemize}
back, and adaptation over time all revealed the limitations of explaining, predicting, and ultimately controlling systems in which these and other properties were present. The scientific challenges posed by complexity have been well documented and do not need to be reiterated at length here. 71 It is sufficient to note that the challenges presented by complexity have exposed theoretical and methodological limitations and exacerbated the issues noted earlier—fluid or porous boundaries within systems, unavoidable participation in the system, and contingent framing of problems within which observations and assessments are made.

The core corrective action taken by adaptive governance is to open the decisionmaking process to stakeholders. In a policy context, scientific management emphasized the roles of political or organizational authorities, scientists, and other technocratic experts. Absent from this approach to governance was the governed population itself—the people that had unique knowledge about the system and were most affected by the government's decisions.

The problems posed by the exclusion of stakeholders from governance processes have been exemplified in the evolution of smart city management concepts and practices. Initial efforts to develop smart cities focused on large-scale, advanced infrastructure and master planning, neither of which provided the expected benefits to city managers or their inhabitants. 72 Instead, later generations of investments emphasized the development of open data infrastructures and processes for increasing citizen participation in governance decisions. 73 These investments include efforts to place the consumers of governance services on the

---


same information communications technology platforms as the providers of those services to create feedback loops between the government and citizens through such systems as 311, smartphone apps, interactive websites, and other platforms for exchanging data. These developments have allowed cities to focus on using timely information about the demand for, and outcomes of, their actions (e.g., when notifications of needed road repairs, garbage collection, health services, etc., start and stop). The result is that city managers have started to govern from a new perspective, shifting their focus from monitoring whether city employees follow correct processes and procedures toward determining whether their actions addressed the needs of the city’s constituents.

The example of smart cities illustrates the core ideas of adaptive governance. First, the failures of centrally planned and managed infrastructures repeatedly showed the limitations that resulted from governance decisions based on unrealistic models of the city’s inhabitants and their behaviors. Second, although lay people might lack scientific or technical expertise, population members have legitimate stakes and perspectives on problems and should be involved in decisions about policy goals and the measures taken to achieve them. As Ronald Brunner and Toddi Steelman noted, “Adaptive governance includes the adaptation of policy decisions to real people, not the cardboard caricatures sometimes constructed for scientific or managerial purposes. . . . Sound policy is based on people as they are.”

From these concerns flows the emphasis on participatory decisionmaking methods, which involve multiple stakeholders in decisionmaking processes and accept that no single authority has the expertise and legitimacy to determine the ends and means of policy alone. Rather than view policy as a puzzle that can be solved by experts and authorities by carefully carving problems into their analytical components, adaptive governance accepts the presence and persistence of immutable uncertainties and surprises. As a result, decisionmaking attention shifts from deeply analyzing policy options and selecting the best one, which relies on a predict-then-act method, toward monitoring multiple interventions simultaneously, assessing their effects, and terminating those that fail to deliver desired outcomes. The expectation is that no policy or intervention will permanently settle an issue:

[I]n the face of uncertainties the burden of decision making shifts to monitoring and evaluating and to terminating policy alternatives that fail. No policy can be a permanent

---

74 Goldstein and Dyson, 2013; Michael Bloomberg, “City Century: Why Municipalities Are the Key to Fighting Climate Change,” Foreign Affairs, Vol. 94, No. 5, 2015; OpenDataSoft, “Give the People Smart City Dashboards!” webpage, October 5, 2016.

75 Goldsmith and Crawford, 2014.


solution because interests, knowledge, and other significant details of the context are subject to change.\textsuperscript{79}

Table 6.1 compares the traditional approach to scientific management with adaptive governance. The table shows that each approach formulates policy and rationalizes decisions in different ways. Adaptive governance embraces approaches to governance that, much like the ASDA cycle, accept that decisionmakers cannot stand apart from the system and must rely on experimentation, learning, and local context to continuously align and realign governance decisions and population needs. In this regard, adaptive governance most closely resembles the act, sense, and decide phases of the ASDA cycle, in which actions are taken to probe the system and new sources of inputs, especially stakeholders themselves, are sensed to inform decisionmaking.

Hierarchies, Markets, and Network Models of Governance

Shifting attention from governments to governance reveals alternative modes for organizing how social systems allocate resources and coordinate the behavior of members. For some observers, such a change presents an alternative to studying the role of government in society by looking at the design and activities of other organizations, such as commercial firms and civic groups.\textsuperscript{80} For others, the shift to governance places the entire study of social organization into the broadest possible context, putting governments, private-sector firms, civil society, religious institutions, and more on a continuum of interacting organizations that have managed the flow of information and resources within society, maintained the continuity of social life, and enabled society’s transformation or collapse when challenges arise.\textsuperscript{81}

From the perspective of governance, three modes of social organization warrant attention—hierarchies, markets, and networks—each motivating action within social systems and organizations in different ways.

---

\textsuperscript{79} Brunner and Steelman, 2005, p. 24.


### TABLE 6.1
Comparison of Scientific Management and Adaptive Governance

<table>
<thead>
<tr>
<th>Scientific Management&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Adaptive Governance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Science</strong></td>
<td></td>
</tr>
<tr>
<td>Relationships underlying observed behaviors are stable if not universal (reductionist).</td>
<td>Relationships evolve; the behaviors of living forms depend on the context (contextual).</td>
</tr>
<tr>
<td>Relationships are tested by experimental, quantitative, and other “hard” methods.</td>
<td>Multiple methods are necessary, including qualitative, interpretive, and integrative.</td>
</tr>
<tr>
<td>Verified relationships are independent of any particular context or point of view.</td>
<td>Verifiable explanations of behaviors differ from one particular context to the next.</td>
</tr>
<tr>
<td>Knowledge of closed (experimental) systems is unambiguous but fragmentary.</td>
<td>Knowledge of open systems is contingent and incomplete; surprises are inevitable.</td>
</tr>
<tr>
<td><strong>Policy</strong></td>
<td></td>
</tr>
<tr>
<td>Goals are single targets to be realized efficiently; they are fixed, given, or assumed to separate science from nonscience, and progress is measurable.</td>
<td>Multiple goals are to be integrated if possible or traded off if necessary; they depend on judgments in the particular context and are subject to change.</td>
</tr>
<tr>
<td>Problem definition depends on scientific assessments within procedures and boundaries established by higher authority.</td>
<td>Problem definition depends on human interests and other contextual considerations, including law and policy.</td>
</tr>
<tr>
<td>Science-based technologies are prerequisites for solving problems and gaining support.</td>
<td>Local and scientific knowledge are both relevant to solving policy problems.</td>
</tr>
<tr>
<td>Policy alternatives focus on how to realize the target, discounting uncertainties.</td>
<td>Modest incremental steps minimize the unintended consequences of policies.</td>
</tr>
<tr>
<td>Planning is the priority in policy process; monitoring and evaluating are not.</td>
<td>Policy process often depends on monitoring, evaluating, and terminating failed policies.</td>
</tr>
<tr>
<td><strong>Decisionmaking</strong></td>
<td></td>
</tr>
<tr>
<td>Management proceeds from the top down under a single, central authority.</td>
<td>Policy integration proceeds from the bottom up under fragmented authority and control.</td>
</tr>
<tr>
<td>Only the experts are qualified to make and implement sound management plans.</td>
<td>Participation is open to almost any person or group with a significant interest in the issue.</td>
</tr>
<tr>
<td>Bureaucracies are necessary to enforce uniform rules and regulations.</td>
<td>Community-based initiatives can compensate for the limitations of bureaucracies.</td>
</tr>
<tr>
<td>Expertise and authority to enforce rules and regulations are the necessary resources.</td>
<td>Local knowledge, respect, and trust are a few of many resources necessary for success.</td>
</tr>
<tr>
<td>Plans and planning processes are standardized and stabilized over long periods of time.</td>
<td>Successful policies are diffused and adapted elsewhere, at the same and higher levels.</td>
</tr>
<tr>
<td>Science replaces politics through clear policy direction from elected officials.</td>
<td>Politics are unavoidable and are commendable when they advance the common interest.</td>
</tr>
</tbody>
</table>

*The information in the table is quoted from the source.*
Hierarchies
Hierarchies are among the most-common forms of organization. In governance, hierarchical arrangements are identified in two interrelated ways. The first and most common is the distribution of authorities that establish the chain of command within organizations. For example, March and Simon noted that an individual’s participation in formal organizations cannot be adequately characterized by a series of independent transactions between an employee and employer. Instead, employment implies the acceptance of a role that obligates employees to accept the legitimacy of the employer’s authority and prescriptions regarding what actions are permitted and prohibited:

In joining the organization, he accepts an authority relation, that is, he agrees that within some limits (defined both explicitly and implicitly by the terms of the employment contract) he will accept the premises of his behavior orders and instructions supplied to him by the organization . . . Acceptance of authority by the employee gives the organization a powerful means for influencing him—more powerful than persuasion, and comparable to the evoking processes that call forth a whole program of behavior in response to a stimulus.82

In this formulation, hierarchical relations are characterized by power relations between actors. Within organizations, this is accomplished through employment contracts and job definitions and the titles they carry. In society, having a monopoly over the legitimate use of force to manage inhabitants within a bounded territory or domain is often taken as the basis for defining the state.83 In either case, exchange occurs as a result of the coercive power that one actor possesses over another.

A feature of hierarchies in governance is that as the scale of the governed population grows, the performance of authoritative roles can become increasingly depersonalized and routine. The emergence of bureaucracies, which emphasize professionalization and well-defined, routinized organizational processes, further differentiates states from other forms of governance, most notably bands, tribes, and chiefdoms that rely on patronage and personal relationships between actors.84 Importantly, anthropologists have noted that both states and complex chiefdoms can govern large swaths of territory and large populations, but they do so through different organizational mechanisms, as will be discussed later.85

82 March and Simon, 1993, p. 110.
84 Flannery, 1972.
An alternative formulation of hierarchical relations is based on specialization as opposed to power and serves as the basis by which systems grow in complexity.\textsuperscript{86} It is the process of specialization and division of labor or functions within groups that gives rise to inequalities, of which the power to make decisions is just one of many distributional properties. For example, Adam Smith noted that economic productivity dramatically increased as groups producing pins divided into subgroups with specialized roles.\textsuperscript{87} Likewise, biologists have noted that organisms have become increasingly complex through a series of evolutionary transitions in which individuals—whether genes, gene networks, or cells—specialized by shedding some functions to advance others. Next, they formed federations that resulted in higher levels of competitive fitness (e.g., with the transition from single-celled to multicellular organisms).\textsuperscript{88}

From the perspective of specialization, hierarchies are maintained by the performance of roles, and the exercise of power within the system is part of the regulatory process. The coordination of one unit’s inputs with another’s outputs and the emergence of boundaries on their freedom of action creates reliable systems from unreliable parts.\textsuperscript{89} Thus, governance within hierarchical systems might appear to be coercive, but it is not arbitrarily so. Force is used to maintain homeostasis and ensure that units adhere to their specialized roles to enable the collective pursuit of goals set by those units that are endowed with executive authorities. Therefore, hierarchical organizations appear as top-down and centrally managed, whether they are found in the public or private sector, because clearly defined authorities can enable increasing specialization to develop in performance of increasingly complex tasks:

Hierarchies are thought to work best when an organization has a fairly clear purpose. Bureaucracies in the public sector are meant to pursue the public good. Firms in the pri-


vate sector are meant to pursue profit. The existence of a clear purpose means that hier-
archies can divide their activities into a clear set of functions that can be assigned to
different units. Further, the function of each unit can be divided into sub-sets that can
be assigned to sub-units. The result is a nested or pyramidal structure of units, each con-
sisting of sub-units all the way to the bottom. There might be twenty units at the bottom,
overseen at the next level up by seven units, overseen by three, which are then controlled
by the one unit at the apex of the organization.

Markets
Markets provide an alternative model for allocating resources within systems. As opposed to
relying on centralized and authoritative decisionmaking, markets offer a means for distrib-
uted actors to exchange goods and services according to prices. When markets are efficient,
and actors have the information they need, an optimal allocation of resources can be found
such that no actor can be made better off (i.e., no actor can acquire an alternative allocation
of goods that they would prefer without making other actors worse off).

Information is essential to support governance through markets. Uncertainty and asym-
metries in information might limit the willingness of actors to fully use their endowments
and enter into mutually beneficial exchanges. The basis for forming institutions of gov-
ernance is to address market failures that occur when actors lack the trust to transact with
one another. This can be overcome by depersonalizing trade and transferring trust from
the individuals involved in the transaction to the rules for participating in the market itself
(i.e., creating trust in the institutions that oversee markets provides participants with confi-
dence that others will abide by its rules, including rules that manage disputes between actors).
Depersonalization is a critical step along the path to commoditization that can be achieved
through standardized weights, measures, and scales (e.g., determinations of the quality of
beef or wheat) that allow exchange to occur between producers and consumers that are indif-
ferent to each other's identity.

Although there are many alternative theories of how markets work, there is broad consen-
sus that participation and exchange is motivated by self-interest and competitive pressures:

The dominant neoclassical view [of markets] emphasizes perfect competition. In this view
separate firms try to maximize their profits by responding to changes in prices. . . . The
alternative view of the neo-Austrian school emphasizes the competitive process. . . . Neo-

Austrian economists think of the market as a process of selection occurring in changing and tumultuous conditions.94

The effectiveness of markets, then, rests on two important properties that are rarely stated explicitly. The first is coercive power to limit participation to trusted parties, enforce agreements made between parties, or both. Second, although actors in markets might engage in mutually beneficial trades of goods and services, the structure of exchange is fundamentally competitive because each actor benefits from offering less of what they possess to get more of what they desire. Thus, although markets are considered distinct from hierarchical, authoritatively controlled systems, coercion and competition remain central to their function, even if violence is not required to motivate exchange.

Networks
While hierarchies and markets represent depersonalized modes for allocating resources, networks provide a personalized alternative. Rather than rely on coercive or competitive influence to motivate decisions and action, exchange in networks proceeds based on cooperation, reputation, and the expectation of reciprocity:

Networks consist of multiple actors who are formally separate but depend on one another for key resources and so build long-term relationships to exchange resources. On the one hand, networks differ from hierarchies because they do not usually contain an authoritative centre to resolve disputes among the actors. On the other, they differ from markets in that the actors engage in repeated and enduring exchanges, often relying on trust and diplomacy rather than prices and bargaining. Examples of network relationships thus can include cooperative set-ups, coalitions, relational contracting, partnerships, and joint ventures.95

The differences among networks, hierarchies, and markets are profound. Whereas increases in power, the centralization of authorities, and the ability to provide goods and services at lower prices might increase an actor’s ability to access and allocate resources in markets, these factors might fail to benefit actors in networks. Instead, in systems that rely on trust and reciprocity, access to resources and the ability to control their allocation depends on earning the trust of other actors, developing commitments, and positioning oneself to become indispensable within the system. Such objectives are often accomplished through exchanging more than the minimum of what is desired or required with the expectation of creating commitments to future interaction and exchange. Cooperative interactions have been regarded as an essential element of biological survival and the ability to cope with uncertain and novel threats. For example, Geerat J. Vermeij noted the central role that cooperative relations have played in biological evolution and the ability of species to cope with uncertainty:

The organizational properties that enable biological entities to cope with unpredictable circumstances may likewise have originated as adaptations to everyday problems, but they more directly transform unpredictable phenomena to predictable ones. They do so by cooperation, creating multiple novel combinations of preexisting components, preventing threats from spreading, or creating larger biological units that have a longer life span and therefore the means to retain and accumulate information about rare events. Redundancy and adaptability emerge as modules multiply, cooperate, and forge larger stable evolutionary units.96

The networked form of governance poses a significant challenge for engaging in UGS. First, the dominant experiences and expertise resident within DoD and the NSE are based on the image of organizations competing, whether by violently asserting their will or by engaging in nonviolent, market-based exchange within the shadow of competition and conflict. Viewing governance through the lens of layered obligations and commitments challenges institutions built to compete for more-abstract and diffuse pursuits, such as the national interest. Second, cooperating in networks is just as strategic as competing within them. Strategically minded cooperation is simply an alternative approach to ensuring access to resources (material, financial, ideological, etc.) through the creation of social, deontic bonds of rights, roles, permissions, and obligations.

The ASDA cycle is fundamentally agnostic to developing expertise to engage with governance structures of all types—its emphasis on learning through interaction can be directed toward discovering patterns of authority and exchange within the international system. However, networking expertise might be better suited toward competing in infinite games because of the games’ unbounded characteristics. Whereas hierarchies might cease to operate if coercive power is lost, and markets-based exchanges are bounded by the honoring of contractual agreements, relations in networks reward the accumulation of reciprocal commitments that are forward-looking—exchanging goods or services now in return for unspecified future transactions. This allows a level of robust interaction under uncertainty that would otherwise require elaborate efforts to avoid or convert uncertainty to risk under alternative frameworks.97


Concluding Thoughts

New perspectives on long-term competition might be realized by viewing decisions to engage in and manage UGS as infinite games. Pairing the ASDA cycle—with its emphasis on learning at a faster rate than competitors (as opposed to deciding at a faster rate)—with infinite games might provide a new basis for engaging in UGS without the meta-framing of a “cycle of conflict” that is codified in the JPC. In this context, problem-centric governance, adaptive governance, and alternative modes of governance based on hierarchies, markets, and networks all offer perspectives that can inform how DoD and the NSE might engage in UGS. Together, these frameworks offer insights into how to (1) reduce internal barriers to adaptation, (2) engage with local populations to develop and implement engagement strategies that are more likely to be accepted, and (3) offer a basis for reducing uncertainty and enhancing competitiveness through the development of networks built from personalized, reciprocal exchange.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASDA</td>
<td>Act-Sense-Decide-Adapt</td>
</tr>
<tr>
<td>CAS</td>
<td>complex adaptive systems</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>JPC</td>
<td>joint phasing construct</td>
</tr>
<tr>
<td>NSE</td>
<td>National Security Enterprise</td>
</tr>
<tr>
<td>OODA</td>
<td>Observe-Orient-Decide-Act</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
</tbody>
</table>
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PART TWO

(Social) Science Investments for Undergoverned Spaces
Science and Technology Planning for the Future—Operating in Three Realms

Joseph N. Mait, MITRE Corporation

The United States does not know where its nation’s military may be asked to respond in the future, but how it responds is embedded in U.S. strategy, with operational and tactical components based on doctrine, training, and technology. Unlike 20th-century conflicts, this century’s doctrine, training, and technology exist in three realms: physical, human, and cyber—the last an abstract realm created by the physical interconnectedness between humans and between humans and machines.

Developing offensive and defensive technology for warfare in the physical realm has been vital for millennia. To control a populace, subjugate it, or ultimately force its surrender still requires action in the physical realm.

Controlling a populace’s will—the human realm—without direct force has also existed for millennia. Intimidation and propaganda affect the human character, not the human corpus. Therefore, sociology and psychology have always functioned as an intimate accessory to force.

The advent of internet technologies in the 1990s, which gave rise to the cyber realm, combined with more recent advances in data analytics has revealed even more insight into human behavior.

As the cyber realm has evolved since 2000, the links between the physical and social sciences have grown stronger. In the cyber realm, one can manipulate people and systems from afar. Vulnerabilities in computer code can be exploited to impede physical systems—and human susceptibility to rumors can be exploited to impede discourse. The cyber realm amplifies propaganda’s ability to bypass critical thinking and elicit emotional responses.

The U.S. Department of Defense (DoD) is attempting to understand how its military can operate in the human and cyber realms with the same facility as it does in the physical realm. See Figure 7.1. Consider a future combined arms operation in which the cyber realm is used to prepare a battlespace—using online rumors to disrupt a populace and crowd avenues of
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Ingress and egress, thereby impeding adversarial military movement. This might be followed by mobile robots performing cavalry surveillance and security in front of mounted artillery supported by infantry dismounts. How this robotic- and cyber-enhanced military force maneuvers, attacks, feints, and (if necessary) retreats effectively using all three realms is still under development.

Creating science and technology (S&T) programs that depend on sociology and psychology is different than creating S&T programs for the physical sciences. The social sciences are less reductionist than the physical sciences; there are no immutable physical laws, such as conservation of energy. Instead, a multiplicity of factors must be examined. The essential features of the human-social and cyber realms are interaction and interconnectedness on a massive scale. How does one structure S&T research programs in these areas?

This chapter is the first of several that address questions of aligning and managing S&T research across physical and social science disciplines. It introduces the reader to DoD’s S&T enterprise, which is based predominantly on the physical sciences; draws distinctions between the physical and social sciences that affect how their research is conducted; and provides guidelines for structuring social science programs to meet the needs of decisionmaking and engagement in undergoverned spaces (UGS). UGS are those spaces in which a state presence is weak and legitimate institutions fail to exist.
The subsequent chapters in this part of the report—by Andrew M. Parker, Elisa Jayne Bienenstock, and Edward Geist—address specific scientific challenges, while Chapters Eleven, Twelve, and Thirteen (by Steven W. Popper, Paul K. Davis, and Robert J. Lempert, Kelly Klima, and Sara Turner, respectively) in the next part take on the connection between scientific knowledge and decisionmaking. These chapters address the importance of social science to national security, the importance of having a strategic posture, and how to support the development of technology based on social science in an enterprise dominated by the physical and computational sciences.

The observations in this chapter are drawn from my experience as chief scientist of the Army Research Laboratory (ARL) developing programs grounded in the physical sciences. The presentation is personal, not academic. This is meant both to illuminate the mindset of a physical scientist and to make the process of developing technology tangible to readers unfamiliar with it. I draw particularly from research efforts on autonomous agents to highlight the interplay between the physical, human, and cyber realms. I present the features of a well-structured physical sciences program and end with comments and caveats on applying these features to programs that encompass all three realms.

---


The Research Structure in the Physical Sciences

The tangible tools we use in our daily lives are based on scientific principles that matured into engineering before being mass manufactured into useful implements. This progression from science to engineering to technology, often ascribed to Vannevar Bush, is reflected in the government’s budgetary categorization of research (see Table 7.1). However, despite my linear presentation here, readers should not conclude that the progression itself is also linear. This perception persists because applications appear only at the end of the technology development process.

Each stage is distinguished by an increase in understanding, which is obtained by posing different questions. But what is the origin of these questions?

As represented in Table 7.2, different sources are possible depending on motivation. The table categorizes research according to two different (although possibly complementary) goals—to increase fundamental understanding and to provide utility through application. In the upper right quadrant, known as Pasteur’s Quadrant, applications motivate the questions posed. Most research supported by and performed in agencies throughout the federal government resides in this quadrant. In DoD, it is the unmet needs in security and defense capabilities that drive science to engineering and ultimately to technology.

In the following sections, the differences between science, engineering, and technology are defined and distinguished by the different research motivations indicated in Table 7.2.

**TABLE 7.1**

**Department of Defense Research, Development, Test, and Evaluation Budget Activity Codes and Descriptions**

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.1</td>
<td>Basic Research</td>
</tr>
<tr>
<td>6.2</td>
<td>Applied Research</td>
</tr>
<tr>
<td>6.3</td>
<td>Advanced Technology Development</td>
</tr>
<tr>
<td>6.4</td>
<td>Advanced Component Development and Prototypes</td>
</tr>
<tr>
<td>6.5</td>
<td>System Development and Demonstration</td>
</tr>
<tr>
<td>6.6</td>
<td>RDT&amp;E Management Support</td>
</tr>
<tr>
<td>6.7</td>
<td>Operational System Development</td>
</tr>
<tr>
<td>6.8</td>
<td>Software and Digital Technology Pilot Programs</td>
</tr>
</tbody>
</table>

NOTE: RDT&E = research, development, test, and evaluation.
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Defining Differences Among Science, Engineering, and Technology

The *Oxford Dictionary* defines *science* as “the systematic study of the structure and behavior of the physical and natural world through observation and experiment.” Science is driven by observation and a desire to understand observed patterns. Stated simply, science is about understanding the physical world to answer the question “why.” Why does the world function in the manner we observe it?

*Engineering* is defined as “the application of scientific principles to design structures, machines, apparatus, or processes.” Unlike science, the operative engineering question is “how.” How can an effect be reproduced, and under what conditions? How can one use a physical effect to do something useful?

Finally, *technology* is defined as “the application of scientific knowledge for practical purposes.” Technology provides the means to do work based on the scientific and engineering understanding gained. Technology allows one to produce the desired outcome predictably, effectively, and reliably on a large scale.

### Distinguishing Types of Research

Understanding the distinctions between science, engineering, and technology is important when attempting to understand different types of research. As noted earlier, Table 7.2 categorizes research according to two goals: increasing fundamental understanding and providing utility through application.

The lower left quadrant, in which research provides no utility and no understanding, is easily dismissed as an unworthy pursuit. The lower right quadrant—applied research—is the *Edisonian Quadrant*. As evidenced by Thomas Edison’s approach to develop a viable filament for his incandescent bulb, it is possible to provide utility without fundamental understanding. Rather than ask which properties of materials are the best indicator of their suitability as a filament, Edison chose to test thousands of materials. His inefficient but dogged approach eventually led to a carbonized bamboo filament and the infamous quote “genius is one percent inspiration and ninety-nine percent perspiration.” Given limited funds, such a scatter-shot approach is not well suited for DoD purposes.

We can contrast Edison’s approach with that of Albert Einstein’s iconic *Gedankenexperiments*, which are representative of the upper left quadrant—*basic research*. Einstein is often portrayed as a lone individual pondering innumerable what-ifs. How else could someone develop a model of gravity as mass bending space or figure out that space

---

**TABLE 7.2**

<table>
<thead>
<tr>
<th>Research Types</th>
<th>Consideration of Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Quest for Understanding</td>
<td>Basic research</td>
</tr>
<tr>
<td>Low</td>
<td>(Combination does not exist)</td>
</tr>
<tr>
<td></td>
<td>Applied research</td>
</tr>
</tbody>
</table>

---
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contracts and time expands as an object’s velocity approaches the speed of light? However, although Einstein’s concepts expanded our understanding of the physical world to an unrivaled degree, their utility at the time was uncertain.

Such research is termed curiosity driven, and the case for government support of it has always been the unknowns about the long term. No one could have imagined in the early 20th century that Einstein’s theory of relativity would prompt a necessary correction to the Global Positioning System\textsuperscript{10} or that Einstein’s unease with quantum mechanics would prompt the so-called second quantum revolution based on entangled elementary particles.\textsuperscript{11}

Referring to the upper right quadrant as Pasteur’s Quadrant acknowledges that Louis Pasteur’s work in chemistry and microbiology was motivated by his desire both for understanding—comprehending the causes of diseases—and application—how to prevent those diseases. The next section discusses examples of how thinking in Pasteur’s Quadrant leads to new research and increased understanding.

**Examples of Pasteur’s Quadrant for Applications of Autonomous Agents**

To make Pasteur’s Quadrant tangible, I present two examples of autonomous agent development that I was responsible for at ARL: (1) a program to enable handheld autonomous platforms and (2) shaping the laboratory’s long-term efforts in autonomous agents. The second example provides perspective on S&T planning that satisfies both policymakers and technologists.

**Enabling Handheld Autonomous Platforms**

ARL has been involved in developing robotic ground vehicles since the mid-1990s and even helped DARPA formulate its 2004 Robotics Grand Challenge. In 2006, I was asked to develop a research program to mature the capabilities of small (handheld) autonomous platforms. The program was called Micro-Autonomous Systems and Technology (MAST).

The fundamental problem in MAST is that solutions to autonomous locomotion and navigation for vehicle-sized platforms provide little insight to enable handheld ones. Specifically, the energy available for mobility is reduced. Computational processing power is also reduced (i.e., in 2006, the computation available in a chip-scale processor capable of fitting on a small platform was insufficient for the platform to sense, process, move, and navigate as robustly as large platforms at that time had demonstrated). Furthermore, the physics of motion—whether crawling or flying—are different for small platforms than they are for large ones.


To focus our thinking, my colleagues and I considered the operational challenge of “the last 100 meters.” We conceived a mission objective to secure an urban structure using mounted and dismounted troops. Before entering the structure, troops would use small autonomous platforms to enter, map, and explore the building interior while communicating constantly with outside troops.

One problem we recognized in this scenario was how platforms launched in an external environment move into an interior one. For ground crawlers, terrain can change from soil or sand to a hard surface. Flyers must identify points of ingress and fly through them. As they do, aerodynamics can change (e.g., from a breezy exterior to a calm interior). The challenge is for platforms to transition smoothly from one environment to the other. How platforms do this became one of MAST’s several research foci. This focus eventually led to an increased understanding of terramechanics for crawling platforms, i.e., explaining why large insects walk the way they do, as well as the development of simple parametric models that MAST researchers used to replicate this locomotion on different surfaces.

Shaping the Laboratory’s Long-Term Efforts in Autonomous Agents
This MAST example highlights the mindset of scientists and engineers who work in Pasteur’s Quadrant. Its specificity indicates the nature of problems this group enjoys solving. Understanding this was helpful when, as chief scientist, I was tasked with developing a long-term research vision to enable the future capabilities desired by the Army for autonomous agents. The program had to be scientifically meaningful yet relevant to the Army.

Senior technical staff, both researchers and managers, and I distilled from Army documentation that effective teaming between soldiers and autonomous agents was an essential desired capability. (We chose the term agents, as opposed to robots, to underscore that not all autonomous agents are mobile. Many exist on computing platforms, such as agents that are digital assistants on smartphones and smart speakers.)

Through internal and external workshops, we identified three broad areas for investigation: (1) increasing the intelligence of autonomous agents, (2) training humans to work effectively with autonomous agents, and (3) understanding the nature of information exchange and transactions across the human-agent boundary. The first two areas evolved naturally from work already being pursued in the laboratory. However, identifying information


14 Army Research Laboratory, “Essential Research Programs,” webpage, undated.
exchange across the human-agent boundary spawned new research endeavors to meld information theory and human psychology.

This application of the Pasteur’s Quadrant paradigm allowed ARL to structure its efforts objectively, identify metrics for technical performance, and, finally, develop an execution plan despite having only a vague understanding of each area. This structure satisfied the technical staff’s attraction to technically deep questions while also meeting the Army’s desires. Furthermore, the plan enabled the lab to focus its existing resources and to plan for future ones. Managers were able to identify the disciplines and backgrounds most needed in new hires, identify equipment purchases, and reallocate space.

**Structuring Programs for New Realms**

The previous section describes the processes I used to craft a focused research program and a strategic vision for long-term research. More important for the purpose of this report are the lessons learned and advice I can offer to those charged with crafting research programs that link psychology, sociology, and other social sciences with physical and information sciences.

Despite the differences between the social and physical sciences, many of my recommendations are repeated in other chapters in this report. A recurrent theme is that the significance of a program is highest when the program is established within the framework of a strategic vision. Establishing a strategic vision bounds the area of investigation and allows one to identify areas where knowledge is high and (more importantly) areas in which knowledge is low and further investigation is required.

A significant difference between the social and physical sciences is that, although each seeks predictive power, the contingent nature of the social sciences places stronger demands on explanation and causal inference. Unlike problems in the physical realm, problems in the human and cyber realms resist simplification to behavior about some equilibrium point. They are nonlocal (entities do not need to be near one another to influence each other), nonstationary (entities’ behavior can change temporally in unpredictable ways), and nonlinear (the response of an entity to a change in an input stimulus is not proportional to the change in the stimulus—“the straw that broke the camel’s back”). Predicting the behavior of entities in such an environment is less deterministic than doing so for engineered physical systems.

This does not negate the importance of social science research. Rather, it dictates a different mindset toward the research goals, objectives, implications, and applications. As Elisa Jayne Bienenstock emphasizes in Chapter Nine, the lack of immutable physical laws does not relegate social sciences to a lesser field of study. The social sciences still adhere to the scientific method and are just as rigorous as the physical sciences. They have simply adapted science to the character of their discipline.\(^{15}\)

---

\(^{15}\) Bienenstock, 2022.
Characteristics of a Successful Research Program

Successful research and development programs reflect the following factors:

- An understanding of the capabilities desired through meaningful objective metrics
- A balanced portfolio of approaches to achieve the desired capabilities
- The use of transparent and auditable processes in decisionmaking, such as periodic review (especially by knowledgeable outsiders)
- Experimentation
- Maintaining cognizance of activities in the technical community at large.

Most importantly, program leadership must have the integrity to change direction if periodic review indicates that one approach is not meeting expectations or if community cognizance points to an alternate approach that improves performance. The program must be structured from its inception to allow this flexibility. Research and development programs do not fail because their assumptions were not 100 percent correct at the beginning but because they do not pivot in new directions when required.

Problem Statement and Objective Measures

Technical managers need to set research directions now based on their best estimates of what will be needed in the future. Careful examination of the desired capabilities is essential and leads to a firm foundation on which to build. This is the essence of questions 1–3 in the Heilmeier Catechism (HC), which is used extensively at DARPA to establish new programs (see the text box).  

Dialogue between technologists and operators is a good first step to enabling researchers to grasp the general capabilities desired. Early in the MAST program, researchers participated in a three-day exchange with the Army’s Maneuver Center of Excellence at Fort Ben-

---

The Heilmeier Catechism

1. What are you trying to do? Articulate your objectives using absolutely no jargon.
2. How is it done today, and what are the limits of current practice?
3. What is new in your approach and why do you think it will be successful?
4. Who cares? If you are successful, what difference will it make?
5. What are the risks?
6. How much will it cost?
7. How long will it take?
8. What are the midterm and final “exams” to check for success?

SOURCE: DARPA, undated.

---

ning. Researchers received training on small-unit building assault (see Figure 7.2) and discussed with platoon leaders how they might use the as-yet-unavailable technology to increase their likelihood of mission success. This understanding influenced the work performed.

Army documentation and workshops with academics and uniformed personnel shaped our Human-Agent Teaming endeavor. In Chapter Eight of this report, Andrew M. Parker acknowledges the need for collaboration across disciplines and proposes elements of a social science infrastructure to achieve this, while Paul K. Davis also notes in Chapter Twelve the need to overcome disciplinary fragmentation to aggregate knowledge in the social sciences in service of policy applications.

As indicated in the Human-Agent Teaming example, notions about what exactly is needed are sometimes vague. Our identifying the information exchange across the human-agent boundary was a key insight. The next step, again consonant with the arguments by Parker

FIGURE 7.2
Training for a Small-Unit Building Assault, November 2008

SOURCE: Photographs courtesy of the author.
NOTE: In these photographs, uniformed Army personnel from the Army Maneuver Center of Excellence (left) are instructing MAST scientists and engineers (right) on the tactics of small-unit building assault.

18 See Chapter Eight (Parker, 2022).
19 Davis, 2022.
and Bienenstock,\textsuperscript{20} is to define metrics that enable assessment. Again, these two characteristics address HC questions 1–3.

Building on the Human-Agent Teaming example, collaboration—whether between humans or between humans and agents—requires that all participants share a common understanding of their mission, its execution, and the environment and circumstances in which the mission will be executed. How does one know objectively when this has been achieved? What does one measure, and what value or condition indicates that common understanding has occurred? In an operational setting, the speed with which common understanding is achieved is critical. For a tactical mission, a research goal might be to achieve a 70-percent level of common understanding within seconds. Although how one does this remains unknown, the problem has been distilled from a notional capability to an objective measure of performance. (Recall that my perspective is grounded in the physical sciences.)

**Balanced Portfolio, Review, and Experimentation**

Because the technology or combination of technologies that lead to success are unknown at the outset of a research project, a balanced portfolio of approaches is important in the beginning. Not all approaches will pan out. This uncertainty is reflected in HC questions 5 (understanding risks) and 8 (checking for success through periodic review). The review process should be formal, transparent, and auditable. It is the process by which decisions are made as the program proceeds and involves both peer review of technical matter by the science and engineering community and review of the program by stakeholders and technical managers. Employing external reviewers disinterested in the outcome is critical.

Second to the external reviewer is the internal Curmudgeon, who always tells researchers why something will not work or cannot be done. Technical managers need Curmudgeons to explain in detail why they believe what they believe. Sometimes, the Curmudgeons are wrong. However, even if this is so, Curmudgeons force researchers to reexamine their assumptions and to be rigorous in their analyses.

Graybeards are the Curmudgeon’s cousins.\textsuperscript{21} They are also internal colleagues who bring their expertise and experience to a program. What distinguishes a Graybeard from a Curmudgeon is the diplomacy with which they tell researchers their baby is ugly. A Graybeard will offer solutions, not just the Curmudgeon’s critique.

When technology integration is involved, experimentation is essential. Engineers need to put different pieces together to see how they function. Not a single vehicle completed DARPA’s first Grand Challenge in 2004. The farthest any vehicle traveled was seven miles. Although the experience was objectively a failure, the development teams learned from it and

\textsuperscript{20} See Chapters Eight and Nine (Parker, 2022; Bienenstock, 2022).

\textsuperscript{21} Acknowledging that the term graybeard is not gender neutral, I am unaware of a suitable alternative that carries the same meaning within the scientific community.
five vehicles successfully completed the 132-mile course in the 2005 Grand Challenge. The chapters that follow recognize the need for experimentation even in the social sciences.

The Army’s Future Combat System (FCS) is an ignoble example of the need for experimentation.\(^22\) The development of FCS was motivated by the desire to exploit nascent network capabilities.\(^23\) In 2001, the Army teamed with DARPA to develop the FCS as a program of record. At the time, I posited that achieving the threshold capabilities that policymakers desired by integrating immature technologies on ground vehicles would take longer than predicted. My predictions regrettably proved true, and FCS was cancelled in 2009. Had an acquisition structure existed in 2001 that explicitly allowed for experimentation, FCS might have succeeded. Without this, FCS was constantly pressured to meet acquisition milestones required for a program of record.

The need for experimentation was recognized in the organization of Army Futures Command in 2018. Army Futures Command consists of three major subcommands, one of which is Combat Systems.\(^24\) Combat Systems is responsible for developing experiments, demonstrations, and prototypes. I am cautiously optimistic about this development. It bears noting that technologies developed from the FCS impetus have found their way into ground platforms. The capabilities were not far-fetched; they needed time to mature through test and failure.

Returning to the theme of testing, systems built on integrating technologies are weakest at their seams. Consequently, Red Teams are an essential element in experimentation and its simulation cousin, wargaming. Red Teams consist of Curmudgeons intent on breaking things. Because they serve as surrogates for a real adversary, Red Teams are not bound by the rules of fair play. Consequently, they keep developers on their toes.

**Tech Watch and Tech Reachback**

A program’s primary focus is internal—specifically, how to achieve an objective using an approach that is agreed upon through common understanding and well suited to the personnel and facilities available. However, it is important not to lose sight of developments outside one’s purview—cognizance of the community or, colloquially, tech watch—which is an important adjunct.

Human-Agent Teaming provides an example of the importance of tech watch and, particularly, advancements in artificial neural networks for computing. Before 2010, neural networks had a checkered history. These networks, inspired by human brain activity, are meant


to label an input pattern correctly through repeated presentation of the pattern and adaptive modification of internal parameters. Neural network architectures developed in spurts from the late 1950s until the mid-1980s. They fell into disfavor in the late 1990s, when the available computing technology severely limited the class of problems they could solve. This changed in the 2000s with the advent of graphical processing units and distributed computing. This new technology enabled the recognition of complex image and visual problems using multiple layers of neural networks.25

The explosive growth in artificial neural nets occurred between my formulation of MAST in 2006 and my becoming chief scientist in 2013. Given my exposure to neural networks dating back to the 1980s, I was more Curmudgeon than Graybeard when I expressed my skepticism that they were a useful tool for Human-Agent Teaming. However, junior staff, who were aware of recent developments, convinced me that artificial neural network performance was not a chimera. The application of neural networks to Human-Agent Teaming, therefore, became a major thrust of our work.

Tech watch is one of several hedges against missteps in initial assumptions. It helps mitigate risk. As a hedge to conventional thinking, online tools based on gaming and crowdsourcing provide a way to generate innovative solutions to solve a specific problem. They are less likely to help answer fundamental questions in science. Furthermore, proffered solutions need to be evaluated and curated to separate science fact from science fiction.

The depth of an organization’s bench provides an additional hedge for development programs. Tech reachback is the entirety of an organization’s staff, beyond just the Curmudges and Graybeards, whose broad experience and expertise managers can access when confronted with insurmountable problems that demand immediate attention.

The value of a deep bench is evident in the impact that long-term ceramics research at ARL had on delivering transparent armor to the U.S. Army after the 2003 Iraq invasion. While working at the Army’s Material Technology Laboratory in Watertown, Massachusetts, in the 1970s, James W. McCauley developed a transparent ceramic, essentially a bulletproof window using ceramic armor technologies.26 McCauley continued this work after the Material Technology Laboratory was integrated into ARL in 1992, but it remained primarily a research program.27 This changed after the U.S. incursion into Iraq. Plagued by improvised explosive device attacks, DoD published an urgent universal needs statement for improved vehicle protection. Within a year, more than 4,000 High Mobility Multipurpose Wheeled

---


Vehicle add-on armor kits containing transparent armor were delivered to DoD.28 Although this is an extreme example of reachback, it underscores the benefits of a deep technical bench. To close this section, I reiterate the program characteristics that increase the likelihood of a successful research program: meaningful objective metrics that reflect an understanding of the capabilities desired, a balanced portfolio to achieve the desired capabilities, transparent and auditable processes in decisionmaking, experimentation, tech watch, tech reachback, and enlightened leadership.

For programs that span the physical, human, and cyber realms, experimentation is perhaps the most valuable of the listed characteristics. Developing theories, performing analysis, and making predictions when physical absolutes are muddled by human foibles is difficult. Therefore, insight and understanding are best gained through experiments and wargames. I continue this speculative posture in the next section, where I comment on efforts to make strategic and operational planning more adaptive and more competitive.

Comments, Cautions, and Caveats on Building Programs for Undergoverned Spaces

Given the intent of this report, one can reasonably question this chapter’s role. My presentation has been a personal one based on lessons learned structuring physical science research programs. Furthermore, my experience has been solely in developing operational capabilities for the future Army. This report is about improving strategic and operational security planning to be more adaptive and competitive.

The authors of the following chapters underscore that the aforementioned lessons learned remain valid even when applied to social science research. An important caveat is that one must understand the nature of social science research. Thus, my decision to highlight programs on humans interacting with technology was deliberate. I have an appreciation for the social scientists’ perspectives and an understanding of the work they do, which lends credence to my observations in this final section.

To expand the nation’s capabilities to engage in so-called infinite contests, DoD is investing in new technologies to compete in UGS.29 Prospective programs seek to approach infinite contests by maintaining influence in long-term indeterminate stasis between multiple players.30 This represents a different dynamic than the pursuit of definitive victory characterized by the adversary’s military and political defeat in decisive battle (e.g., Desert Storm)


and a return to the long, indeterminate global contests that characterized the Cold War.\textsuperscript{31} Although the emerging competition for influence is similar to the defining infinite contest of the second half of the 20th century, future contests are likely to be more complicated by having larger numbers of more-diverse players and shifting alliances.

As stated in U.S. Joint Doctrine Note 2-19, the role of the strategist is “[to] exercise influence over the volatility, manage the uncertainty, simplify the complexity, and resolve the ambiguity, all in terms favorable to the interests of the state and in compliance with policy guidance.”\textsuperscript{32} Such a formulation matches the objectives of a \textit{finite game}, in which one side wins, the other loses, and ambiguity is eliminated.\textsuperscript{33} In contrast, an \textit{infinite contest}, where influence is in constant flux, requires a different approach to vulnerability, uncertainty, complexity, and ambiguity.\textsuperscript{34}

The Observe-Orient-Decide-Act (OODA) loop for decisionmaking, developed after the Korean War, epitomizes the Cold War mentality of competition.\textsuperscript{35} A new model for decisionmaking was introduced by the Australian Army in 2006. This model acknowledges the increased complexity of the modern world and emphasizes adaptation.\textsuperscript{36} The actions in this decisionmaking loop are Act-Sense-Decide-Adapt (ASDA). See Figure 7.3. The ASDA decisionmaking loop subsumes the OODA loop; it does not replace it.

I comment on the second and third elements of the ASDA mode: Sense and Decide. If the goal is sustaining long-term influence, what does one measure as part of the sensing process to know that applying an ASDA decision loop, as opposed to an alternate approach, has improved one’s long-term influence? This is critical because building technology is easy only when one knows what the technology is supposed to achieve.

It is also important to recognize the practical constraints of sensing. One needs to understand the measurements that sensors provide over an area, as well as the measurements they \textit{cannot} provide. In information science, the characteristics of this so-called null space are critical to understanding the limitations of information derived from sensor measurements.

Recognizing the existence of the null space is just as critical in the social sciences as it is in the physical sciences. When sensing is sufficiently dense, even when no sensor is capable of measuring some variable in time and space, e.g., energy or pressure, one can interpolate measurements from multiple sensors to obtain an acceptable and reasonable estimate. How

\textsuperscript{33} Carse, 1986.
\textsuperscript{36} Justin Kelly and Mike Brennan, “OODA Versus ASDA: Metaphors at War,” \textit{Australian Army Journal}, Vol. 6, No. 3, Summer 2009.
often one makes measurements and the length of time it takes to process them also affect the fidelity of derived information.

However, all sensors have limitations. Sensing faster or more densely does not overcome the fundamental limitation that there always exist data that cannot be measured. In the physical realm, filling these gaps is called *extrapolation*. In the social realm, filling these gaps is called *speculation*. Both are unreliable and noisy, especially the farther one is from confirmed
measurements. In a nonlocal, nonstationary, and nonlinear system, one does not have to be too far away before noise overwhelms any signal.

The period between measurements impacts the effectiveness of decisions based on those measurements. If the period is too long, one can miss important events. However, if it is too short, it is difficult to distinguish a significant event from a random one. Because information is contained in deviations from a norm, it is important to establish a baseline by observing over a long period or, as Elisa Jayne Bienenstock refers to it, measuring the mundane.37

One impetus for increased interest in the social sciences is the recognition that many of the problems posed by UGS must ultimately be understood and shaped through the lens of human interaction. A second impetus for increased interest in the social sciences is that advances in computation enable new tools for discovering the inner workings of complex social systems.38 For example, data analytics have allowed us to discern previously undetectable patterns within a population over time and space and, thus, identify precursors to conflict or crisis. Thus, much effort is focused on the application of these tools to improve decisionmaking.

This is both a blessing and a curse. As alluded to by Bienenstock, the tantalizing potential of such tools creates considerable churn in program executive offices as empirical approaches are generated without the foundational sciences to back them up.39 The guidance offered in the succeeding chapters, if heeded, provides a hedge against this continual churn.

The programs Bienenstock discusses, however, are not without merit. Their Edisonian approach enables the development of a social science infrastructure, including personnel with the requisite technical skills and a technology base of information.

Concluding Thoughts

Structuring research programs for the future is complicated by the increased melding of elements from the physical, human, and cyber realms. Sociology and psychology have become as important to the nation’s safety, security, and defense as the physical and information sciences, largely because of increased people-to-people and people-to-things connectivity. Unlike fields of science with physical laws, a reductionist approach—focusing on a single factor—to multidisciplinary social sciences research is limiting and nearsighted.

37 See Chapter Nine (Bienenstock, 2022).


39 See Chapter Nine (Bienenstock, 2022).
Several factors can help structure research in the social sciences. Experimentation and wargaming are especially useful for testing theories and for measuring the performance of different elements for technologies based on assumptions of human behavior. It is also important for researchers to remain cognizant of developments outside the main technology thrusts of their programs. Without question, integrity and flexibility in program leadership are essential to increasing the likelihood of success of any research program in any field.

Nonetheless, the goal of research remains the same: to gain understanding through scientific study and to use that understanding to engineer systems and ultimately solve problems. Research and development demand objective measures to show an improvement or an advantage over current solutions. The value of an approach derives from the objective outcomes that result from its application and from the conclusions drawn therefrom. The conclusions must stand up to rigorous interrogation and review.
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</tr>
<tr>
<td>ASDA</td>
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</tr>
<tr>
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</tr>
<tr>
<td>DoD</td>
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</tr>
<tr>
<td>FCS</td>
<td>Future Combat System</td>
</tr>
<tr>
<td>HC</td>
<td>Heilmeier Catechism</td>
</tr>
<tr>
<td>MAST</td>
<td>Micro-Autonomous Systems and Technology</td>
</tr>
<tr>
<td>OODA</td>
<td>Observe-Orient-Decide-Act</td>
</tr>
<tr>
<td>S&amp;T</td>
<td>science and technology</td>
</tr>
<tr>
<td>UGS</td>
<td>undergone spaces</td>
</tr>
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The Need to Invest in Social Science Infrastructure to Address Emerging Crises

Andrew M. Parker, RAND Corporation

Emerging crises, such as civil unrest, natural disasters, economic crashes, and major terrorist attacks, can cause societal disruption by upsetting norms and breaking down traditional governance and social services. These issues have substantial and lasting impacts on societies, economies, and nations. Such emerging crises, which create undergoverned spaces (UGS), raise safety, security, social, and economic challenges. They also raise time-sensitive research questions about how we as a society respond to crisis, how vulnerabilities are disparately distributed among different groups, and how we can extract lessons learned from crises and improve long-term planning for such crises. More generally, enabling policy for emerging crises—or those yet to emerge—and promoting security and resilience for the United States and its communities requires nimble and adaptive scientific capacity. Such capacity would provide a means to react, recover, or correct course after a surprise, which will inevitably happen. However, such capacity cannot be built on the fly; rather, it must be established and maintained in advance as existing social science infrastructure.

Take the example of the coronavirus disease 2019 (COVID-19) pandemic. COVID-19 emerged and spread rapidly, creating a global shock to a variety of interlocked social, political, economic, and health systems. These interdependencies mean that the impacts of major events are often nonlinear and multilevel.1 The pandemic has motivated a flurry of rapidly conceived, proposed, funded, and fielded studies on elements of these systems. Notable studies include research on the epidemiology of the virus and disease, biomedical countermeasures, economic impacts, and our collective behavioral and social lives. This work promises significant scientific advances, a variety of pharmaceutical and nonpharmaceutical interventions, and sweeping policy changes, similar to those made in response to the last major pandemic (the 2009–2010 H1N1 influenza).

The pandemic also demonstrates the limitations of responsiveness. All too often, scientists, funders, and policymakers can only react to a crisis, marshaling funds and capabilities as quickly as possible. This is partially unavoidable, given that such events are by their very nature unexpected. However, if the disaster research field tells us anything, it is that something will happen with regularity, even if we do not know what that specific crisis will be—readiness is necessary, not just response.

Operational readiness for crises is often discussed, but it is less common to discuss scientific readiness for crises. Operationally, we plan for the unexpected. However, without investments in scientific readiness in the form of standing infrastructure that is poised to adapt, responses are slower, costlier, and less coordinated.

COVID-19 is hardly the only example or application for such infrastructure. Disasters and crises of many sorts are on the rise, and, like COVID-19, such crises represent unexpected, systemic shocks that lead to a feverous if reactive scientific response. Table 8.1 summarizes a 2020 United Nations report comparing worldwide disaster declarations during 2000–2019 with such declarations during 1980–1999. It shows substantial increases in number of events, people affected (but not deaths), and economic losses.

The past 80 years have seen outbreaks of over 300 previously unknown diseases, with other disease outbreaks becoming worse and more widespread. In addition, recent unrest against systemic racism in the United States and abroad, sparked by instances of police brutality; the 2008 financial crisis; and major terrorist attacks (such as those on September 11, 2001).

Table 8.1

<table>
<thead>
<tr>
<th>Period</th>
<th>Reported Disasters</th>
<th>Total Deaths</th>
<th>Total Affected</th>
<th>U.S. Economic Losses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980–1999</td>
<td>4,212</td>
<td>1.19 million</td>
<td>3.25 billion</td>
<td>1.63 trillion</td>
</tr>
<tr>
<td>2000–2019</td>
<td>7,348</td>
<td>1.23 million</td>
<td>4.03 billion</td>
<td>2.97 trillion</td>
</tr>
</tbody>
</table>


2 The term scientific readiness is used in engineering to denote the readiness for a given mission, a quite different idea. Here, I use readiness in the same sense as used by first responders and in public health to denote capacity and capability to respond to emerging (and as-yet unknown) events. Similar, if more narrowly focused, concepts are offered in Avi Loeb and Dario Gil, "Let’s Create the Science Readiness Reserves to Advise on Catastrophes," IBM Research Blog, May 12, 2020; and Elisabeth Jeffries, "Governments Detail Gaps in Their Scientific Readiness for a Pandemic," Nature Index, June 9, 2020.


2001) have had substantial and lasting impacts on societies, economies, and nations. Recent rapid technological changes (e.g., the surge in video conferencing precipitated by telecommuting), political shifts (e.g., increased polarization around the world), and even scientific events (e.g., the replicability crisis) can also act as unexpected systemic shocks. More generally, these shocks fit within a larger set of instances in which governance is disrupted or degraded. These events, disastrous or otherwise, illustrate the ongoing need to understand the dynamic nature of public behavior and social systems at the core of UGS along with their influences on global and domestic security and resilience.

This lack of scientific readiness is not uniform; readiness levels vary depending on the features of the crisis, the societal context, and research silos. For example, the exact timing and size of major tropical storms are unknown, but the tropical storm season is relatively well anticipated every year, whereas major terrorist attacks typically are conducted by an intelligent adversary who must be unpredictable to succeed. Societal context will include the availability of on-the-ground partners and capabilities needed for data generation, model formation, validation, and other common scientific tasks. To the extent that conditions do not allow this (whether through lack of basic capacity or through degradation of normal capacity), readiness will suffer.

Academically, scientific readiness is bolstered within the physical and computational sciences through investment in major infrastructure, such as observatories, sensing networks, laboratories, vessels, analytic resources, knowledge bases, and scientific networks. However, crises and other events the scale of COVID-19 are rarely restricted to physical systems. This can be seen in the public response to changing COVID-19 guidelines (e.g., regarding social distancing), political battles contrasting public health and civil liberties, changes in fertility and mortality, job loss, decreased consumer spending (among those with more discretion to do so), and dramatic reduction in geographic mobility. Human and disease dynamics influence each other, again highlighting the importance of complex interdependencies.

Unfortunately, scientific infrastructure is far more limited for addressing these social, economic, and behavioral scientific questions. However, if we take lessons from the physical and computational sciences, we can start to anticipate what sorts of infrastructure would be the most valuable investments for capturing the often-ephemeral data surrounding crises. These infrastructure priorities include sensing capacity, particularly that which provides early warning of unusual but potentially significant events. Such systems provide the triggers for mobilizing assets, whether research or operational, and they also can provide valuable data for predicting trouble spots and tracing trajectories over time. Priority infrastructure


also could include capacity for experimental testing, either real or simulated, which allows for comparing interventions, stress testing, and what-if exploration.

This chapter provides an argument for investing in social science infrastructure as a way of increasing scientific readiness. I start by discussing what is meant by social science infrastructure, then turn to the general challenges of conducting research on emerging events for the research community and for science policymakers and funders. I then lay out visions for promising uses of social science infrastructures, followed by a discussion of the value added of implementing those uses. I conclude by discussing the possible benefits of implementing any infrastructure project and the challenges that need to be overcome to achieve those benefits.

What Is Social Science Infrastructure?

The scientific community has long called for enhanced social science infrastructure. The National Research Board defines research infrastructure as “any combination of facilities, equipment, instrumentation, computational hardware and software, and the human capital needed for associated support.” The board also states that research infrastructure has different meanings in different disciplines and “can include individual instruments, suites of instruments, multiuser facilities, cyberinfrastructure, or infrastructure for data storage and preservation.”

The National Research Council notes that this view of research infrastructure takes on two main themes—multidisciplinary centers and scientific instrumentation (e.g., observing and computational systems, laboratory and analysis systems, communication and network systems, databases and informational systems). However, it goes on to note the importance of social infrastructure to promote collaboration (e.g., through scientific communities), communicative infrastructure to promote information dissemination (e.g., journals or preprint archives), and even key methodological developments. Ideally, social science research infrastructure should provide a community resource that enables multiple scales of research on high-priority topics of national interest.

7 I will often use the term social science as shorthand to refer to scientific inquiry into a range of social, behavioral, political, and economic sciences.


9 National Science Foundation, Bridging the Gap: Building a Sustained Approach to Mid-Scale Research Infrastructure and Cyberinfrastructure at NSF, Washington, D.C., October 1, 2018.

The Need to Invest in Social Science Infrastructure to Address Emerging Crises

The Challenge of Conducting Research on Emerging Events

For the Research Community

Emerging events provide unique opportunities for conducting research, but they also create unique challenges. Researchers will typically need to stand up new endeavors quickly—rapidly recognizing the research opportunity, designing an approach to address that opportunity, possibly building a team, and applying for funding.

The release of funding opportunities is often the gunshot that starts the research sprint. For example, my collaborators and I responded to a COVID-19 Rapid Response Research (RAPID) grant opportunity cutting across the divisions and programs at the National Science Foundation (NSF). Such grant programs are designed to capture ephemeral data and address time-sensitive problems and are critical for disaster research in the social sciences. Proposals and budgets are small and quickly reviewed to get researchers into the field as soon as possible.

Importantly, however, such calls for research follow the emergence of an event, and it takes time to write a proposal for a grant, be reviewed, and pivot to the field. Because of this process, our first data were collected in late March 2020, weeks after the pandemic reached the United States. Such delays or longer are typical. There was little opportunity for capturing earlier dynamics, and gathering pre-event data was nearly impossible, although such data are critical for understanding short- and long-term impacts of the pandemic. As stated by Elisa Jayne Bienenstock in Chapter Nine, without understanding the mundane—in this case, the pre-event status quo, collected through baseline assessments, such as existing disparities, expectations, and behaviors—it is nearly impossible to fully recognize and understand disruptions.

Beyond these data limitations, a critical feature of most funding is that it typically goes to independent teams, each of which is standing up its own research machinery. This provides


an important diversity of perspective, but it also creates inefficiencies when commonly needed capabilities are multiply created. For example, we were fielding COVID-19–related surveys, but so were many other groups. In many cases, these groups reinvented similar processes.

Funding streams often reinforce this, because there typically is no easy way to leverage capabilities across multiple proposals. For example, these teams (including ours) each needed to gather large and diverse (even nationally representative) samples. Each needed to collect many of the same variables (e.g., risk perception, protective behaviors, demographics), and each needed to write and refine survey instruments. One solution for avoiding this redundancy in time, effort, and monetary costs is to have access to centralized, preexisting resources (in this case, survey capabilities). Such standing capabilities could efficiently provide core, common needs while still maintaining flexibility and adaptivity to specific needs (e.g., for customized surveys whose data could be merged with core data sets).

For Science Policymakers and Funders

As a whole, science struggles with an inherent tension. Independent inquiry promotes innovation and competition of ideas, which has the potential to accelerate research progress and increase quality. However, coordination adds efficiency, enables the pursuit of broader strategic goals, and helps organize fields of inquiry.

Funding agencies are often tasked with maintaining this balance. In the physical sciences and engineering, it is more common to fund large scientific infrastructure projects. These projects provide a public good, centralizing large, fixed costs within a single public resource that can provide a foundation for smaller, more nimble inquiries unburdened with the need to spin up common capabilities for each project. Examples of natural science infrastructure are truly massive: NSF’s National Radio Astronomy Observatory; the Integrated Ocean Observing System, which is funded by the National Oceanic and Atmospheric Administration, and 16 other federal agencies; NSF’s Academic Research Fleet; the U.S. Department of Energy National Laboratories; and NSF’s Big Data Regional Innovation Hubs. The data and analytic capacity produced by these facilities is beyond the scope of any specific research project, the resulting capabilities can be leveraged for diverse uses, and the scientific production facilitated by these resources is truly impressive.

Obviously, these resources come at substantial cost and (given limited resources) are funded in lieu of other, typically smaller, research opportunities. Large particle colliders, such as the Large Hadron Collider run by CERN (European Organization for Nuclear Research), are an example of such resources. CERN is proposing a new, even bigger collider whose budget would dwarf the almost $4.9 billion price tag of the Large Hadron Collider.13 Such massive international investment provides unique capabilities to the physics research community, but this funding prioritization comes at a scientific opportunity cost. This cost applies to not only questions in physics but also many of our greatest “human” problems,

13 CERN, “Facts and Figures About the LHC,” webpage, undated.
such as our response to climate change and massive economic and health disparities. The challenge to funders is sensibly trading off the value of the public good that can be accomplished through these large scientific projects versus the opportunity cost of other research that could be supported with those funds, such as social sciences research.

Another aspect of this challenge is to avoid being captured by pressures toward honoring past expenditures. Rational decisions should be made based solely on expected future costs and benefits. That said, past expenditures (so-called sunk costs) are notoriously difficult to ignore cognitively or politically, and large projects tend to have substantial momentum. This makes decisions to abandon scientific infrastructure particularly agonizing, as evidenced by recent deliberations regarding the Arecibo Observatory in Puerto Rico. Mechanisms need to be in place to maintain, update, and decommission large infrastructure projects, as necessary, along with clear criteria for when to do so.

Ideas for Social Science Infrastructure

I propose ideas for potential social science infrastructure that are analogous to physical science infrastructure and discuss the advantages they offer.

Human Observatories: Readiness to Understand and Track Public Response to Emerging Events

Population surveys remain a key tool in understanding public response to emerging crises and other similarly disruptive events. Surveys are often the best (or only) source of key information about the public, such as risk perception, intention to engage in protective behavior, or social learning. In the social sciences, surveys play a role similar to that of sensing networks or observatories within the physical sciences, providing observations of conditions as they occur in the world. Although “social observatories” may or may not be designed for specific events, they have the potential to detect systemic change and adapt on the fly to emerging events. For example, major industrial accidents happen with some regularity, but the United States and Caribbean nations still were not prepared for the specifics of the 2010

---


Deepwater Horizon oil spill. After the fact, multiple research groups highlighted the need for social and human health sensing capabilities to better learn from such events.\textsuperscript{17}

Unfortunately, population-representative surveys that longitudinally track public responses to emerging events are rare. We reviewed 20 years (1998–2018) of peer-reviewed articles reporting on crisis-related surveys, covering diverse events (e.g., terrorist attacks, disease outbreaks, hurricanes).\textsuperscript{18} Most surveys focused on narrow outcomes, such as mental health, rather than capturing the breadth of experiences with these events. As illustrated in Figure 8.1, only 24 percent involved pre-event data, and most of those data and samples were preexisting (i.e., collected for other purposes). None were planned pre-post designs. An older, well-known example involved the Chernobyl nuclear accident, which happened to occur during the fielding of a survey on nuclear power risk perception. This provided a natural pre-post comparison, but even here the survey had to be quickly adapted to address the crisis.\textsuperscript{19}

We cannot count on such coincidences to address such important issues.

\textbf{FIGURE 8.1}
Proportions of Journal Articles Published at Different Disaster Stages, 1998–2018
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Furthermore, only 35 percent of the reviewed studies collected data within even the first month of the event, with most collecting data in the more extended recovery period. Only 17 percent leveraged contextual data from other sources, such as community characteristics from the American Community Survey. This lack of baseline data, quick-response surveys in the early stages of an event, and contextual data reveals a lack of readiness that could be addressed with pre-positioned research infrastructure. An illustrative example of the potential of this approach (but also its challenges) is provided by a recent study that quickly fielded a planned pre-post design documenting the effect of media coverage during 2018’s Hurricane Irma on the mental health of those affected by the hurricane. The researchers scrambled to field a survey in the days before landfall—a meaningful baseline but far from normality—and longitudinally tracked outcomes after the storm had passed. That this (very experienced) team was able to pull off such a design illustrates that such studies are possible, but their rarity shows how difficult such work is without pre-positioned resources.

Our experience with the NSF RAPID grants program, as implemented for COVID-19, also illustrates this problem. We are aware of at least four groups funded by RAPID grants, each to field surveys assessing public response to COVID-19 (in various ways, with various research goals). Each group took a different survey approach; however, the surveys were designed around available (and often redundant) resources and were often designed in redundant ways. Although the studies are all fielded by well-qualified teams and are producing valuable insights, as a whole, the collection illustrates the need for new research capabilities that, in a planned fashion, bring together social, behavioral, and economic data, at multiple scales, in diverse contexts, over periods that span disaster trajectories.

Solution

The solution to this problem likely takes the form of a large-scale panel study. Panels are standing collections of individuals, sampled through systematic and well-documented means, who regularly respond to surveys (typically for pay). Several large panels do exist in the United States for specific purposes. The Health and Retirement Study, funded by the National Institute on Aging and the Social Security Administration, and the Panel Study on Income Dynamics, funded by a variety of U.S. federal agencies, are good examples. A survey panel would have the following advantages:

- Data and data-collection capabilities would be pre-positioned, which minimizes time between event onset and the beginning of event-related data collection.


• A well-designed infrastructure would adapt to events (e.g., allowing outside groups to field novel surveys to the panel; incorporating surge capacity through the ability to quickly add samples in key demographic or geographic groups).
• Because baseline data collection instruments are designed in advance to be relevant to multiple contingencies, they can explicitly track more dimensions than instruments designed post-event, providing increased opportunity for discovery.
• A stable infrastructure facilitates merging data across projects and events, allowing comparisons that are not possible in typical studies. In turn, this permits development and testing of more-sophisticated theories, such as feedback loops among socioeconomic factors.

In addition to the examples already provided, infrastructure capabilities could include data storage, data visualization, institutional review board review and survey capacity (the approval process can be a major source of delays), instrument designs, robust data collection capabilities (e.g., through apps that would be beyond the resources for smaller grants or contracts), and even interfaces with modeling and simulation capabilities. Such rigorously designed data collection platforms (i.e., designed data) can also prove critical for understanding biases in more-naturalistic data flows (i.e., “found” data, such as interactions on social media). As an example, we recently used a survey on another such panel, the RAND American Life Panel, to better understand the representativeness of beliefs expressed on Twitter regarding vaccine conspiracy theories and other beliefs.\(^\text{22}\)

With the advent and increased prevalence of online survey panels, the feasibility of such an infrastructure within UGS is increasing. Online surveys rely on network connectivity, but surveys increasingly can be administered using low bandwidth or when bandwidth is unavailable (e.g., through software that downloads surveys onto a smartphone and automatically uploads answers when connectivity is restored). Online surveys can even be taken by individuals who have been displaced or have migrated because of conditions at home, with ancillary benefits of not exposing survey staff to unnecessary risk. In more substantially ungoverned spaces, other survey modes (phone, mail, in person) may be required, which would produce additional challenges.

This approach works best in locations (i.e., trouble spots) where there is some expectation that a degradation of governance will likely occur (e.g., the U.S. Gulf Coast during major hurricanes). In more-unforeseen events, adaptive infrastructure (e.g., for quickly recruiting and fielding surveys to geolocated Twitter users) may still allow for quick-response capabilities, but without baseline data.

Policy Testbeds: Readiness to Rapidly Understand Intervention Effectiveness

Empirical and simulation testbeds offer another set of capabilities that could be supported by social science infrastructure. These testbeds would facilitate systematic comparison of alternate interventions through either randomized control or simulation of counterfactuals. Creating such testing situations would involve a variety of techniques from different fields: randomized clinical trials, A/B testing, gaming, and testing for robustness. Such infrastructures would be akin to laboratories in the physical sciences, allowing detailed observation under tightly controlled situations.

Issues

Social and behavioral experimental research suffers from many of the same problems already outlined for surveys but has continued to be a critical tool for understanding human behavior. Because the focus is on tight experimental control, as a means of isolating causality, internal validity (the extent to which the data are known to reflect causal mechanisms) is often maximized at the cost of external validity (the extent to which the data are representative of real-world phenomena). For many years in psychology, for example, subject pools made up of introductory psychology students have been the norm. This provides a ready, cheap, and flexible source of data, but limiting samples to students and college communities (the so-called town-gown problem) leaves questions of how well results generalize to other populations of interest and real-world contexts. Similarly, while the recent surge in the use of Amazon Mechanical Turk, a job-sourcing service, as a means of quickly and cheaply recruiting study participants offers, on the surface, many of the desired features of social science infrastructure, it has demonstrable problems with bogus responding, largely as a result of nonprobability sampling and incentives to participate in as many tasks as possible in as short a time as possible.

Solution

A dedicated freestanding resource for recruiting participants and running experiments could ameliorate these validity problems. NSF supports this on a modest scale through a grant supporting Time-Sharing Experiments for the Social Sciences (TESS). TESS provides a means to field online experiments using the National Opinion Research Center’s AmeriSpeak panel—a probability-sampled survey platform that accurately represents the U.S. adult population. Opportunities to field experiments on TESS are competitive, but they are free.


25 TESS, homepage, undated.
to selected research teams. However, the system is not designed to scale; bandwidth is limited by funding (at the moment, $1.7 million over four years), which is far less funding than for typical physical science infrastructure programs. However, with additional investment, the existing online platform could be moved into UGS. Alternately, data collection could be established locally, as has been done successfully by Christopher Blattman and colleagues within UGS, but the lack of portability of those resources suggests that such approaches are more study-specific than infrastructure.

One intriguing possibility, which could be addressed through social science infrastructure, is whether policy can be selected and managed through randomized controlled experiments (as with clinical interventions). For example, researchers could study the effects of different food aid program designs on social and political instability.

As noted, human behavioral experiments often address internal validity, but they often have questionable external validity. Games might exist as a sort of middle ground between the two types of validity by bringing interacting people together in a synthetic environment; at best, they provide more external validity than a traditional lab environment by replicating more of the real-world decision environment while still allowing a degree of control for internal validity. However, many games are not designed with formal concerns about validity in mind. Furthermore, many games rely on elite samples and a great deal of customization, which makes it unclear how such an approach would scale.

Expanding the TESS approach to provide behavioral experimental infrastructure would have the following advantages:

- Centralized and subsidized testbeds could reduce cost and barriers to entry for diverse research teams.
- Communal access to novel capabilities (e.g., participation modes, networked subject interactions) and methodological expertise would open new and more robust research streams.

---


• In cases with a clear value proposition, standardized infrastructure could be designed to specifically support multiple, specialized subject populations (e.g., elite professionals, geographically specified) for more-realistic tests.

Issues
A related concern is the inability to observe counterfactuals within naturalistic environments. In isolation, the occurrence of an undesirable outcome after a choice (e.g., getting the flu after either getting or not getting vaccinated) argues for switching behavior, regardless of the behavior. In contrast, the occurrence of a desirable outcome (e.g., not getting the flu) provides evidence for staying the course.

In life, we rarely get to experience the counterfactual—and, unlike with the flu, we often experience a given risk just once, which prevents learning how outcomes follow probabilistically from actions. Such decision contexts include risk-related choices regarding health (e.g., choice of cancer treatment), economics (e.g., federal revisions to monetary policy), and security (e.g., responses to sensor alarms). In the real world, we are stuck in our own timeline.

Modeling and simulation (M&S) provide an avenue for observing distributions of outcomes, contingent on behaviors, to help grasp this counterfactual problem while taking into account many real-world complexities. Adaptive behavior, collective group dynamics, and social interactions can be modeled at both population and individual levels. However, M&S suffers from several challenges. Just as the survey and experimental research community tends to be siloed, so is the M&S research community, resulting in redundancy and lack of integration. Unlike behavioral experiments, simulation dynamics can be hard to observe. Even well-documented code can be unapproachable to all but the most sophisticated and determined of audiences. Finally, simulations are often hampered by ad hoc synthetic worlds and assumptions that limit both internal and external validity. Big investments are needed in micro-level data sets to provide external validation of model states and dynamics and provide confidence that existing models and data can be used when needs are dictated by current events.

Solution
M&S testbeds require a suite of computing, modeling, and data resources, but these resources are rapidly growing in exciting directions. However, individual researchers and teams have differing levels of access to these resources, which limits scientific progress. Social science infrastructure could account for common fixed costs and provide standard and reusable building blocks (e.g., computing, software, tools) to make M&S faster and cheaper. Leveraging these building blocks against many projects would reduce the cost per project while pro-

---

viding more-robust and better resources (akin to TESS’s ability to leverage a large probability-based sample rather than convenience samples).

Such resources are becoming more common, but they need to be expanded and become more widely available. For example, the National Dynamics and Simulation Science Laboratory at Virginia Tech generated a realistic synthetic population of a social network representing the full population of Portland, Oregon. For an agent-based model representing a population of people, this provides a much more realistic basis for modeling social interaction (e.g., compared with common simpler and stylized network structures). Such a data set could provide one resource for producing a simulation testbed that provided programming modeling tools, computing resources, and visualization and analysis capabilities to a broad variety of users.

An emphasis on broad application could also push such tools to be more flexible. Such broad applications could involve taking the model of Portland and translating it to a model of, for example, Lagos, Nigeria. Such infrastructure would also increase incentives to invest in transparency and documentation—addressing concerns, particularly among nonmodelers, about interpretability of results.

An M&S testbed would have the following advantages:

- Researchers could plan for model needs ahead of time or tap into the resources on an as-needed basis, without standing up basic building blocks each time.
- Hypotheses could be refined using formal models, with efficient consideration of alternate structures and parameters.
- Methodological stress testing could be done by simulating research designs for data collection and inferential problems, as could be done within the Defense Advanced Research Projects Agency’s Ground Truth program.
- Models could be aligned with empirical approaches by first identifying promising interventions (either because they work or because they provide counterintuitive results in simulations), increasing the expected benefits of real-world experiments.

As noted by Robert L. Axtell in Chapter Sixteen,30 the feasibility of more-sophisticated arrays of models and simulations (for example, through parallel processing) is increasing, with many exciting prospects on the horizon. This has great potential, if models of human dynamics within UGS can be brought to bear, potentially in tandem with real-world experimental studies (either in person or online).

Five Ways Social Science Infrastructure Would Add Value

Independent of the social science infrastructures chosen, infrastructure in general adds value, as I discuss next.

30 Axtell, 2022.
Efficiently Handling Most Common Fixed Costs Improves Access and Allows a Focus on Variable Costs

Perhaps the clearest case for investing in social science infrastructure is to centralize and establish common, core capabilities for implementing social science in quickly evolving situations. By foreseeing the need and putting in place resources for empirical data collection (e.g., instruments; data sources; tools for data integration, analysis, and visualization; mechanisms for quick institutional review board review) and M&S (e.g., data storage; computing capacity; basic, modifiable agent-based models; synthetic populations), the social science community can make the research process quicker, more efficient, and more cost-effective. Within empirical research on disruptive events, there is a critical need for planned pre-event baseline data that can be used as the basis for pre-post comparisons (which dramatically improves the ability to draw causal inferences) and for appropriate contextual data to account for situational factors that could moderate change. As argued earlier, research teams must typically build these capabilities de novo, rely on less-than-ideal comparison data (or simply do without), and create unnecessary, redundant efforts.

Such infrastructure also has the potential for training and technical support. It reduces cost of entry for less-resourced researchers and practitioners, who have been systematically excluded from many high-stakes research opportunities. Finally, resulting data and models could be made publicly available for additional users at no or limited cost.

Improving Infrastructure Promotes Research That Transcends Disciplines to Help Solve Societies’ Most Vexing Problems

Such infrastructure can be the basis for broader insight on many of the most vexing problems revealed through disasters and other crises, such as maladaptive risk behavior, population displacement, social and economic disparities in crisis impacts, and the societal disruptions that result from these impacts. To have the most benefit and involve the broadest set of users and stakeholders, such infrastructure should incorporate the concepts of interdisciplinarity, multidisciplinarity, and convergence. Such resources as panel studies, testbeds, data warehouses, and research networks are useful to multiple disciplines and actively bring them together. There is also a strong need to fund data and modeling together. Modeling will be far more effective if it draws on data that are designed to inform models than if it makes do with whatever data are available (and invariably designed for other purposes). Conversely, empirical data will be far more valuable if those data address a wider variety of user needs, including those of modelers.

Such infrastructure should be designed to test links across traditional disciplinary concepts—linking psychological (e.g., mental models for disaster risk), economic (e.g., incentives and constraints), and anthropological phenomena (e.g., how shared beliefs organize cul-

tured) with physical and built environment systems (e.g., epidemiological dynamics, climate models). The results of such inquiry can motivate and test more-sophisticated theories, such as how risk materializes at different levels, with dynamic feedback in complex environments. The collaboration across disciplines also can increase measurement quality—especially in UGS where sensing might be harder—by incorporating multiple perspectives and methods.

Integrating Data at Multiple Scales and Linking Multiple Methods Adds Value

For maximum benefit, social science infrastructure should facilitate bringing together many types of data, on multiple scales and across diverse contexts, and do so in a planned fashion that creates both access and utility for many types of users. Figure 8.2 illustrates how three general types of data, typically generated by different types of researchers using different methods, can be brought together within an infrastructure both to inform each other and to build capabilities beyond the component parts.

*Direct empirical data* are collected for a specific research purpose from real-world sources. They offer focused measures, experimental control, and targeted samples, but they do so typically at a high cost per observation. *Indirect empirical data*, such as secondary and passively collected data, are often naturally occurring. Such data contain many available observations and wide intertemporal or geospatial coverage, but researchers have limited control over the timing and form of measurement. *Simulated data* are purposely generated through models presumed to reflect the real world or to illuminate specific real-world processes (e.g., an agent-based model could shed light on diffusion processes, even if the networks are clearly artificial). They use explicit causal structures and allow for fluid policy experimentation and observable macro dynamics, but they are at their heart synthetic and often difficult to visualize in the micro sense.

*FIGURE 8.2*

Value of Linking Three Types of Data

<table>
<thead>
<tr>
<th>Direct empirical data</th>
<th>Indirect empirical data</th>
<th>Simulated data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generated purposefully from real-world phenomena for a defined scientific use</td>
<td>Generated by other processes and accessed for current scientific purpose</td>
<td>Generated purposefully via theoretical or statistical models presumed to reflect the real world</td>
</tr>
<tr>
<td>Define behaviorally realistic features</td>
<td>Build contextually realistic worlds</td>
<td>Specify data needs</td>
</tr>
</tbody>
</table>
As shown in Figure 8.2, these three types of data can be leveraged against each other, bolstering validity and covering each other’s weaknesses. Internal validity increases while moving up and to the right within the figure. In contrast, external validity increases while moving down and to the left. Cost per observation also varies. For example, direct empirical data collection has a relatively high marginal cost for each additional observation, whereas simulated data have a very high cost for the initial observation but a trivial cost going from the first to the $n$th observation. Low per-observation cost is generally an advantage of indirect empirical data, where large data sets are relatively economical to generate. Other methods, such as games, can have very high per-observation cost, keeping the available number of observations quite modest. In general, these relative strengths of the different types of data suggest that the value of each particular type can often be enhanced through links to other types.

Several projects conducted at RAND exemplify this approach, informing agent-based simulation models (of breast cancer and mammography, influenza and vaccination, and taxation and tax evasion) using targeted national surveys along with existing secondary data sets. The goal is to use empirical data sources where they are the best (or only) sources for defining key model features. This results in models with unusually informed parameters, allowing key policy insights. For example, using the agent-based model’s ability to simulate counterfactuals (which are not observable in the real world) and informing it by real-world empirical data on women’s social networks and experiences with breast cancer, we were able to demonstrate a 14-percent excess demand for mammograms based solely on nonlifesaving detections (specifically, early-stage detections of cancers that would be detected but not lethal in the absence of screening).

**Better Infrastructure Permits a Long-Term View for Addressing Gaps in Collective Resources**

Investment in social science infrastructure allows research communities and funders to take a long-term strategic view, complementing existing resources and addressing known gaps. For example, such a survey panel as that described would complement existing data warehousing services (e.g., at the Inter-university Consortium for Political and Social Research) and organizations of disaster and risk professionals, such as the NSF-funded Social Science Extreme Events Research (SSEER), Interdisciplinary Science and Engineering Extreme Events Research, and

---


34 Inter-university Consortium for Political and Social Research, “Data Management & Curation,” webpage, undated.

35 Natural Hazards Center, University of Colorado Boulder, “Sign Up for SSEER,” webpage, undated-b.
CONVERGE networks,\textsuperscript{36} which coordinate researchers in rapidly collecting ephemeral data during disasters but lack the capacity for large-scale, prospective, longitudinal assessment. Within the intersection of disasters, network science, and critical infrastructure, such resources include DesignSafe-CI,\textsuperscript{37} the National Infrastructure Simulation and Analysis Center,\textsuperscript{38} and the Data Science Institutes across the United States. Within the epidemiologic modeling community, the Modeling of Infectious Disease Agent Study (MIDAS)\textsuperscript{39} network coordinates a set of loosely linked National Institutes of Health grants for common strategic goals.

Flexibility Aids in Responding to the Needs of a Wide Variety of Inquiries, Stakeholders, and Events

Finally, robust stakeholder engagement should ensure robustness to diverse research questions, questioners, and motivating circumstances. The infrastructure should be capable of contributing to basic science and translational research. Infrastructure also needs to have the capacity to adapt to emerging events, taking advantage of surprises rather than itself being disrupted by them. Accordingly, stakeholders should assess ongoing and unmet stakeholder needs (such as scientific, practitioner, and policy needs) and develop best practices and opportunities to build robustness in approach.

A strong evaluation component, built in from the start, can keep this use-inspired and adaptive focus. By incorporating an action logic model for effective evaluation and adaptation, infrastructure management can specify key decisions, contextual factors, and desired outcomes and use these to design activities to address user needs.\textsuperscript{40}

Three Challenges to Successful Social Science Infrastructure

Realizing the advantages of social science infrastructure requires overcoming the following three challenges.

Addressing a Bias Against Funding Social Science Infrastructure

Infrastructure funding has typically been focused on the physical sciences and engineering rather than the social sciences. For example, of NSF’s ten awards for midscale science infra-

\textsuperscript{36} Natural Hazards Center, University of Colorado Boulder, “CONVERGE,” webpage, undated-a.

\textsuperscript{37} DesignSafe, homepage, undated.

\textsuperscript{38} Cybersecurity and Infrastructure Security Agency, “National Infrastructure Simulation and Analysis Center,” webpage, undated.

\textsuperscript{39} MIDAS, homepage, undated.

\textsuperscript{40} Sue C. Funnell and Patricia J. Rogers, \textit{Purposeful Program Theory: Effective Use of Theories of Change and Logic Models}, San Francisco, Calif.: Wiley, 2011.
structure in its last round of funding (which totaled just more than $116 million over five years), nine were awarded within the physical sciences and one within computer science.\textsuperscript{41} No awards were within the social, behavioral, or economic sciences (SBE)—a lack of prioritization that also is reflected across all research support at NSF (Figure 8.3);\textsuperscript{42} SBE accounted for about $280 million in funded grants in 2020, far less than other NSF directorates. By one estimate, the U.S. economic cost of the COVID-19 pandemic alone will be more than $16 trillion.\textsuperscript{43}

This lack of support probably stems from a fallacy that critical multilevel problems are best solved at a physical, not a social, level. A specific example of this fallacy was the application of research funds to address the Deepwater Horizon oil spill. As part of a settlement, British Petroleum endowed the Gulf of Mexico Research Initiative with $500 million to “investigate

\textbf{FIGURE 8.3}
National Science Foundation 2020 Research Support by Directorate

\begin{center}
\begin{tabular}{|c|c|}
\hline
 & Total 2020 awards ($1,000) \tabularnewline
\hline
Biological sciences & $1,396,819 \tabularnewline
Computer and information science and engineering & $1,047,366 \tabularnewline
Engineering & $1,042,758 \tabularnewline
Geosciences & $822,626 \tabularnewline
Mathematical and physical sciences & $280,642 \tabularnewline\hline
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{|c|c|}
\hline
 & Total 2020 awards (number) \tabularnewline
\hline
Biological sciences & 836 \tabularnewline
Computer and information science and engineering & 2,641 \tabularnewline
Engineering & 2,694 \tabularnewline
Geosciences & 2,175 \tabularnewline
Mathematical and physical sciences & 1,662 \tabularnewline
SBE & 1,290 \tabularnewline\hline
\end{tabular}
\end{center}

\textbf{SOURCE:} National Science Foundation, undated-a.
the effect of oil spills on the environment and public health." Taking this mission at face value, it is multifold and multilevel. It addresses the physical oil spill itself, its impacts on the physical environment and organisms, and environmental mitigation strategies. However, this mission just as clearly involves assessing the social, economic, and health impacts of the spill; mitigating these impacts; building resilience among individuals, families, and communities against future threats; and determining the interdependencies among disaster impacts and nonlinear recovery paths. In the end, only 4.2 percent of the funds awarded by the Gulf of Mexico Research Initiative went to SBE.

Perhaps this funding bias reflects greater initiative by the physical sciences and engineering in seeking such funds; NSF proposal funding rates are not substantially lower for SBE than for other directorates. However, it might also reflect a bias for laying out substantial expenditures for tangible objects (vessels, buildings, equipment) over less tangible social science research capabilities and investments that create new patterns of practice that transform social, economic, and political systems. Regardless, combating this status quo is a challenge for scientific communities and policymakers concerned with social, behavioral, and economic components of complex problems.

Capturing the Perspectives and Needs of Diverse Social Science Fields

An advantage that many physical sciences have over social sciences is the existence of unifying theories for which there is general agreement within and across fields. This makes the motivation and implementation of large-scale research infrastructure more straightforward. In contrast, social and behavioral sciences have a remarkable lack of consensus in theory, data, and interpretation—a challenge that exists both within and across social science fields. In this sense, it is harder for a given infrastructure project to serve a variety of constituencies equally well. Such projects as the long-standing Health and Retirement Study have addressed this by explicitly engaging a variety of stakeholders, such as scientists from economics, sociology, psychology, and anthropology. But typically, even these efforts are dominated by specific disciplines and funding priorities. That said, such examples speak to an opportunity here for the infrastructure itself to force discussions across disciplines and perspectives. This could

44 Gulf of Mexico Research Initiative, homepage, undated.
45 Cutter, Boruff, and Shirley, 2003; Norris et al., 2008.
involve discussion of scope, research design, instrumentation, analytic capabilities, and oversight mechanisms. In this sense, such infrastructure may itself be a mechanism for promoting overarching theoretical and methodological commonality. It is also an opportunity for fields to capitalize on advances and capabilities from other fields, such as psychology’s emphasis on measurement (through psychometrics) and economics’ emphasis on analysis causality through quasi-experimental and observational designs (through econometrics).

Promoting Effective Management, Adaptation to Emerging Trends, and Sustainability

One potential criticism of large infrastructure investment is that the substantial cost can create psychological and political escalation of commitment, which can lead to entrenchment and resistance to change. Flexibility and ability to adapt to new and emerging trends is critical for the value of long-term infrastructure, and, although standardization (e.g., of variables, of models) can facilitate comparison, regular review should attend to the risk of stagnation, especially when the focus is on the wrong things. Robust stakeholder engagement and active evaluation are both safeguards in ensuring adaptiveness and alignment with evolving needs. A robust and user-facing evaluation component is equally critical, which should use well-defined evaluation criteria.

Sustainable funding is another possible stumbling block. Importantly, some funders might be willing to fund implementation of new infrastructure but might balk at the prospect of bearing the cost to maintain that infrastructure over time. Therefore, proposers of infrastructure funding should come to the table with concrete plans for sustained funding. A broad coalition of stakeholders can create a more robust funding environment. This could involve researchers supporting infrastructure in competitive grant applications designed to use that infrastructure, universities and research societies investing in strategic collaborations, and federal agencies addressing their core missions. For example, the Federal Emergency Management Agency, Centers for Disease Control and Prevention, and National Oceanic and Atmospheric Administration could collaborate for disaster research. It could also involve strategic partnerships with other facilities (e.g., supercomputer centers, big data hubs). The U.S. Department of Defense has existing models for developing and transitioning basic research (e.g., Collaborative Technology Alliances within the Army), which could leverage such infrastructures. These infrastructures could also be aligned with the National Defense Strategy; for example, regional or domain components could be built through a Central Command country survey panel. Proposers and funds should also consider novel business models, involving academia, business, nonprofits, and government. Subscription services could provide the media with fluid access to data summaries. Specific products could be designed for local, state, and federal partners. Derivative products could be commercialized through partnerships with businesses.

Proposers and funders should both be aware that the focus inspired by a specific crisis will wane with time. We saw this following the H1N1 pandemic: Research and prepared-
ness investments initially surged during the pandemic but declined as time progressed. As a result, readiness for COVID-19 was severely limited; maintaining this readiness for future crises will be a key challenge.

Concluding Thoughts

Research, as a whole, is typically slow and deliberative. This deliberative pace is particularly striking when researchers are trying to marshal resources and funding in response to disasters and other emerging events. Existing funding opportunities, such as rapid grant mechanisms, offer only a limited solution. Understanding the impact of such events requires suitable comparison data, such as pre-event baselines, but rapid grants are by their very nature reactive to events (rather than prospective). This lack of existing resources and nimbleness severely limits scientists’ ability to learn from surprises.

The physical sciences and engineering have partly addressed these challenges through investments in observatories, sensing networks, and other standing research infrastructure, which provide them with resources to identify impacts more effectively. There is a need within SBE for similar infrastructure investments to tackle some of the most vexing scientific and societal problems that result from complex and disruptive events.
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In 2005, Defense Advanced Research Projects Agency (DARPA) Director Tony Tether approved a novel program: Pre-Conflict Anticipation and Shaping (PCAS). What made this program novel was that it was among very few explicitly social science–focused DARPA programs since the premature termination of Project Camelot—an ambitious Cold War social science program to study social processes associated with social and political upheaval or destabilization—in the early 1960s. Project Camelot was cancelled because foreign scholars who became aware of the project publicly questioned the intentions of the U.S. government, not because the science was faulty. The legacy of the cancellation served as a moratorium on social science research funded by the U.S. Department of Defense (DoD)—a moratorium that lasted, with a few exceptions, for 40 years. The consequence was a loss of social science expertise. The gutting of social science programs and related personnel led to generations of program managers who were unfamiliar with social science research.

One important question not answered by PCAS or any subsequent effort is the following: What is needed to discover social regularities to refine and properly scope social science questions so that they are useful for real-world prediction? Another, related question is this: Why is finding these regularities so difficult? The first step toward answering the first question is addressing the second.


2 Funding for social science research at the National Science Foundation (NSF) has been a very small slice of NSF’s overall budget for research, limiting the extent to which expertise resides within the U.S. government’s cadre of research sponsors, managers, and evaluators. From the 1960s to the 2000s, NSF social science research obligations as a percentage of NSF total research obligations hovered between 3.2 percent and 7.4 percent, with an average of 4.8 percent. Funding data from 1960 to 1991 are drawn from Otto N. Larsen, Milestones and Millstones: Social Science at the National Science Foundation, 1945–1991, New York: Routledge, 1992. Funding data from 1991 to 2010 are drawn from NSF’s fiscal year budget requests (see National Science Foundation, “Budget Internet Information System,” webpage, last updated October 2020).
In this chapter, I offer answers to these questions. First, after briefly discussing PCAS in the next section, I make explicit some fundamental, but not insurmountable, obstacles to the serious study of the social world. I focus on the value of a positivist social science approach, not because it is all that is needed to advance social science, but because this social science tradition has largely been overlooked by and excluded from recent investments in advanced research programs. The need for social science is recognized by funding organizations, as is the need to formalize or quantify social science to scale to meet the needs of the U.S. government. However, what seems to go unrecognized is that the social science traditions include validated approaches for the quantitative, formal, empirically based study of the social world and that there are hundreds of social scientists trained explicitly in these methods. These researchers, just like their qualitative social scientist colleagues, are trained in theory and substantive areas, as well as in the mathematical and computational skills used today by scientists in other disciplines. The difference is that these social scientists are trained specifically to capture and analyze social phenomena using these formal tools and techniques. They are also well trained to engage with their qualitative counterparts and with researchers from other fields. However, this type of specially honed expertise is underutilized, and this underutilization is detrimental to advancing social science innovation and application. As a final thought pertaining to this discussion, quantitative social scientists should be sought after as leads on advanced research programs that specifically seek to advance theoretical and practical applications of social science.

The next section lists some of these challenges. I argue that progress and precision in social science is lagging because social science requires that people study themselves; doing so presents specific challenges and requires coordination and tools that have not yet been invented. Making major advances in social science would require a way to observe, record, coalesce, organize, and process the right data. Determining how to make these advances will require serious consideration about what the study of people requires.

After discussing these challenges of social science research, in the next section I present a very high-level summary of the goals and processes of the social science research process as it stands today. This discussion makes explicit how the challenges of studying social phenomena prompted social science researchers to invent a host of novel approaches for observing and recording the social world from many different perspectives. Some of these approaches do not conform to the norms of scientific inquiry; however, operating within the familiar structure of the scientific method, these approaches nevertheless produce validated general theories.

Finally, I conclude with recommendations for structuring research and programs to advance methods for studying the social world and identifying the most-essential and most-feasible as-yet unanswered social science questions. These preliminary questions will need to be addressed to enable the eventual answering of more-vexing and more-ambitious questions and better integrate knowledge of the social world into the operations of the National Security Enterprise (NSE).
Reintroduction—The Story of the Pre-Conflict Anticipation and Shaping Program

The specifics of the science advanced by PCAS are published elsewhere. In this chapter, I discuss only the relevant aspects of the PCAS program design. In the context of under-governed spaces (UGS), the story of PCAS illustrates the types of questions that must be answered about the measurement of the stability and durability of governance structures, as well as the need to turn to the social sciences and social scientists to make these measurements.

At the start of PCAS, research teams were selected to represent the broad scope of social science disciplines; the teams consisted of political scientists, anthropologists, psychologists, economists, and sociologists along with mathematicians, computer scientists, and engineers. Ten interdisciplinary social science teams were given six months to develop causal models to characterize the stability of two Pacific Rim countries.

Each team brought a different approach toward the study of social phenomena to the program. During the first six months, teams shared data and insights in a competitive–cooperative environment. They then proposed theoretical causal “predictions” about the stability of these two countries six months later. The PCAS modelers submitted predicted outcomes and their causal models, which showed how increases in specific variables would precede increases or decreases in the ultimate variables of interest—state stability and political unrest. At the end of the year, the program manager briefed out the effort, comparing the teams’ predictions with the state of the real world.

One of the countries had experienced upheaval, which had been predicted by the social science models but otherwise unforeseen by most regional experts. The other country, which many political experts had worried would become more unstable, did not change much—as the models had predicted. Demonstrating that social variables could be observed and measured and that an association between a change in one and a change in a second was possible convinced Tether that social phenomena could be studied using the scientific method and that an investment in a social science program should move forward.

PCAS’s objective was not to advance science or technology but to answer a fundamental epistemological question: Is there science in social science? In 2005, social science was so alien to DoD that research and development (R&D) leadership had to be convinced that it is possible for people (e.g., social scientists) to observe and measure relationships among social variables in much the same way that physicists can observe and measure relationships among physical variables.

I was involved in PCAS from its inception through its conclusion, and I was in the room when the program manager pitched PCAS and briefed the findings. The outcome of PCAS was not a surprise to me: As a mathematical sociologist trained to formalize social science theories and quantify complex and often qualitative constructs, I took for granted that the social world could be measured and modeled. It was only once I became involved in the world of scientific research funding that I discovered two contradictory and dominant opinions about social science that pervaded the research-funding community. It seemed that one half of the program managers I spoke with believed that the social world was beyond scientific exploration—that is, that social phenomena were so special, unique, diverse, and random that any attempt to make sense of them was folly. The other half seemed to think that the phenomena were not only amenable to study but also simple, or soft, and that all that was needed to understand the social world was to put really smart scientists—not social scientists—on the task.

To the few aware of the program, PCAS showed that neither opinion was true. Rather, PCAS revealed conclusively that social phenomena can be studied scientifically, but it does not mean that it is easy to do. Studying people offers many challenges that, although not unique to social science, are exacerbated by the nature of the phenomena. Therefore, it seems as though the social sciences have advanced at a slower pace than the physical or biological sciences. Even so, the main conclusion drawn from PCAS was that social scientists have identified and can somewhat measure some important variables that indicate or foretell the future state (condition) of a human group (state, region, community, interest group). Social and political outcomes are neither completely random nor so sensitive to initial conditions that any prediction is impossible.

PCAS showed that well-scoped social science questions are answerable using the framework of positivism familiar to physical and life scientists. There are patterns to observe and measure in the social world, similar to patterns in the physical world and biology, and social scientists, using tools available today, can glimpse and describe these patterns. PCAS also revealed that the theoretical relationships among key variables and the tools to measure the variables were far from precise. Science requires precision, and social science has a long way to go to perfect its tools; the laws of human behavior are more variable than the laws of physics. The reason for this lack of precision is not that there are no regularities, patterns, or functional relationships in the phenomena, nor is it that those who study social science, unlike those who study physical or biological science, are bad at modeling and measurement. Yet the comparative lack of precision of social science has somehow been interpreted to mean that hard-science methods are better than social science methods for observing and measuring social science phenomena. This is an absurd conclusion because what requires measurement is so fundamentally different. There is no basis to assert that what works to measure the physical would be appropriate for measuring the social.

Social scientists have made progress in developing some very dependable general models. For instance, social scientists know that economic decline very often precedes civil unrest, even though they cannot provide a single general equation that relates the two with the preci-
sion of a chemist’s gas laws. A social scientist can say which factors or variables are pro-
portional or inversely proportional, but what is known is not sufficient to formulate trustworthy
equations. To discover these laws of social science would require the ability to study the rela-
tionship among selected elements of the system in a closed or controlled system, such as the
laboratory or a petri dish. This level of experimental control was required to make essential
breakthroughs in discovering the laws of physical and biological phenomena. However, it is
hard to keep exogenous factors from creeping into studies of the social world. Social scien-
tists have not yet determined how to bound their models to ensure that all relevant factors are
present in any particular model. Consequently, the existence or value of social science con-
stants, if they exist, is still undiscovered; therefore, the precise formalization of social science
principles is not yet possible.

Separating the I from the Me: Challenges for Social Science
Research
A good first step to tackling challenges in social science research is to enumerate them. What
follows is a first attempt at classifying the main challenges to studying social phenomena.
Not all of these classes of challenges are unique to the study of people; several have analogues
in other disciplines. When this is the case, I highlight the similarity to illustrate examples of
how the challenge could be addressed.

Recognizing That Being Human Does Not Qualify Someone as an
Expert in Understanding Human Social Phenomena
One challenge unique to the study of humans is that humans think they know and under-
stand themselves; as a result, the systematic study of humans is undervalued. The most
important thing to remember when studying people is that being a person does not pro-
vide any insight or benefit toward understanding phenomena involving humans. Quite the
contrary—people observe the world only from their own perspectives, and, although they
have opinions about how the social world works, those opinions are neither science nor
knowledge.

For example, a citizen of India (or of another country) who is a social or political scientist
who studies Indian politics is an expert on Indian politics; a person who is solely a citizen
of India, however, is not. The Indian citizen is a data point. The social or political scientist
gained their expertise by reading the research of others, collecting data, and doing analyses.
Whether that expert is an Indian citizen does not matter. The citizen part of the scientist is
also just a data point. People do not know any more about people, what they believe, or how
they work because they are also people than they understand quantum physics because they
are made up of matter. Expertise comes from study.
Yet the atomic physicist has credibility because he or she studies physics, whereas the social scientist often does not have credibility because lay people or hard scientists who attempt to study social phenomena think they have expertise because of their lived human experience. Physical or biological scientists would never generalize from an $n$ of 1; similarly, we should not generalize from ourselves.

**Recognizing Our Default Assumptions and Biases**

The most unique and glaring challenge of studying people, or of people studying people, is objectivity. We care differently about the outcome or finding when we study people than when we study atoms or plants. Even when we study people, groups, or cultures we do not identify with, it is hard to remain objective and it is hard to recognize our biases. Social scientists must consciously remind themselves of their biases; therefore, social scientists have incorporated elements in their methodological approaches that control for the effect that their presence might have on their ability to objectively observe and record.

In most studies, people are not directly studying themselves; most of the time, they are studying an “other.” This introduces a challenge related to perspective and prioritization. When studying this other, one’s focus tends toward what is new or interesting about the other. Usually, that moves the focus on differences from one’s self as a point of reference. What lay people find interesting and report is novelty, which is influenced by their own experience. This is unavoidable—it is human nature—but only by being explicitly aware of this tendency is it possible to create methods and tools to broaden the aperture.

**Noticing the Similarities and the Differences Among Humans**

The mundane, the commonalities, the regularities, and the unexceptional are what really hold together societies, but they go unobserved. Consider the story of a Western visitor to China who witnessed a wedding. Upon the visitor’s return, they report with astonishment to their friends that the bride wore a red, not a white, wedding gown. What is really astonishing is that halfway around the globe two young people were matched and united in a ceremony. The ceremony was public. Friends and family attended. It was full of ritual. There was a feast and dancing. The bride wore a special outfit, and it had a special color. All of these instances are identical to customs back home—and all of these instances go unstated. What is reported are the differences: The groom does not smash cake into the face of the bride, and the bride wears red instead of white. The conclusion drawn is that cultures are so different, but the story reveals striking similarity.

To measure and quantify regularities across context requires recognizing and formalizing social regularities, but those are not interesting. The consequence is that a large portion of reported observation, and a large portion of funding for social science research, is focused on the exceptions. If the goal is to reveal the hidden laws of social science, then it is important to notice the rules and not focus only on the exceptions. However, for people who are studying other people, the rules are often overlooked and not reported.
Understanding Our Limits and the Timescale of Social Phenomena

Will the grand American experiment ultimately be successful? No single person can answer this question because the experiment is not over and will outlast anyone alive today. This example underscores another challenge for social scientists: They live in the same space and time as their objects of study. However, awareness of bias is not always enough to mediate its effects. This is especially problematic for studying people at a geopolitical scale. The cause-and-effect cycle predates and can outlive the scientist. Another example is our 21st-century perspective on the two world wars. In the 1920s, World War I was considered over. Social scientists studying that war in 1925 would consider it a historical event, but most historians today consider the two world wars as a single protracted conflict.

This problem is not unique to social science. Climate science offers similar challenges about time and scale, and, much like with social science, advances in climate science have suffered because humans are invested in the interpretations of the scientific results. Even so, whatever challenges that climate scientists face are even tougher in the social sciences. Data on human activity are more ephemeral and often do not leave clear physical traces. The archeological record is more prone to interpretation than the geological record (which also does not provide clear-cut answers). Prehistory is a mystery, and history (i.e., “his”—the winner’s—“story”) is biased in that, at best, it is incomplete. This timescale challenge relates to the perspective challenge. What people think is interesting or salient is often temporally proximal. The result is that a great deal of study is focused on occurrences within a very short time span that may or may not be representative of the phenomena more generally. Attention is focused on small differences between specific examples rather than on the structural similarities that events through the ages share.

This timescale issue is especially true for research enterprises focused on meeting short-term, applied needs of government or defense agencies. Within the NSE, the lines between social science, policy, and intelligence analysis are blurry at best, even though these fields have different objectives. One possible driver of this confusion might be that many intelligence and policy analysts have degrees in social science subjects and use data collection methods and analytic techniques developed for social science purposes. The result of this is the misconception that the product of social science should reveal short-term, specific actionable insights. That is not the case—again, social science is a collection of theories and methods, not factoids. The social scientist seeks to understand the underlying structures and pervasive patterns of behavior, especially differences that stem from location, timing, age, and “culture.”

---

4 I have deliberately used quotation marks here to emphasize how difficult it has been to define culture and how differently it has been defined and measured across the social sciences.
Recognizing That Administering Interventions and Assigning Control and Treatment Groups Is Rarely Possible

Social change may be too slow (i.e., months, years, decades) to study in the lifetime of one social scientist, but it does occur faster than evolutionary change. Designing an experiment to understand social change is difficult, and perhaps impossible, because the study (or the presence of the observer) can alter the behavior of those being studied. Biological systems often adapt quickly to changes and interventions, and these adaptations are measurable in a condensed time frame. A scientist who is analyzing the adaptation of bacterial colonies, even on the genetic level, can easily acquire data and make a clear comparison with an untreated bacterial colony. However, studying people is more complicated: It is not always possible to find a control group for comparison, and introducing change into social systems requires special care in protecting subjects to ensure that no harm is done. This is especially true for macrolevel studies, in which an intervention can generate second- and third-order unintended consequences. In many cases, introducing interventions or treatments is impossible because even small interventions can have huge impacts on large segments of populations, which leads to restrictions on studies that affect people or can cause harm.

The challenges highlighted here come together when attempting to determine the criteria for evaluating the success of a social science project. It is tempting to observe a situation and attribute an outcome to an intervention or a change in the status quo, but social scientists cannot draw that conclusion. Research is most often inconclusive if it is focused on the results of a geopolitical event because researchers only have a single example to study. Any confirmatory findings might be coincidence—and a negative result may be a false negative. A large sample of examples is necessary for the systematic testing necessary to demonstrate that a certain social science model is valid. However, this sort of testing is difficult to do when a phenomenon rarely occurs.

Anticipating That Criticism Inhibits Progress

Finally, a challenge that is unique to social science that actively hinders progress is the ease of critiquing social sciences. The underdevelopment of social sciences presents challenges that scientists in other fields in a similar state of development did not have to deal with. Much of the early progress in the physical sciences was made using methods that today would be considered crude or poorly developed; today, all sorts of restrictions exist thanks to lessons learned from the mistakes of this early work. In addition, early physicists and astronomers made measurements, formulated theories, and tested them in their laboratories without worrying that their theories might not generalize. Boyle, Faraday, Kepler, and Newton were not worried about limitations of their work from later developments by Heidegger, Einstein, or Feigenbaum.

However, at this point, “everyone is a critic.” Social science tends to be less brave in its assertions and in reporting findings. Social scientists know that a study done on one population might not generalize or that a model might have only appeared to have worked because a
key variable was not present in the cases studied. Social scientists are well aware that whatever they find is likely to eventually be improved, so they are very careful to couch their claims conservatively and focus only on their fields of study. This tendency toward modest and bounded claims makes the discovery of general rules less likely.

Although the awareness of people’s limitations in studying other people can be a liability that slows progress in social science, that awareness is also valuable. Because social science practitioners know about these liabilities, they are trained in methods to mediate their effects. In the next section, we review some of the methods that social scientists have developed to limit bias and make progress given these challenges.

**Methods That Social Scientists Have Used to Meet These Challenges**

Misconceptions about how social scientists go about learning about the social world have led to people untrained in social science research methods to question whether social science is science. Many aspects of social science differ from the way most physical and biological scientists conceive of scientific inquiry. Specifically, from the outside, it appears as if social scientists do not often use the main tool for scientific inquiry—the scientific method. This is not the case. The scientific method is an integral part of the social science research enterprise; it is just that social scientists have adapted the method to meet challenges specific to their field. Engagement in the study of social phenomena has taught social scientists that adopting the physical or biological methodological paradigm to address the complexities of social science is too limiting. Instead, they have adapted and extended the paradigm, seemingly in ways that some scientists from other fields do not recognize as science.

Most concepts fundamental to social science inquiry are not amenable to direct measurement or to laboratory studies, so social scientists have spent over a century developing techniques, rules, and conventions to describe and understand the social world from observation done in settings less controlled than laboratories. But the scientific method is still at the core of the investigation. For social scientists, like physical or life scientists, the scientific method consists of the coupled processes of *induction*—building theory from systematic observation—and *deduction*—testing the theory. For social science, not unlike astronomy and ethology (the study of animal behavior), data used for theory building most often are collected from observations that occur in natural settings outside the controlled environment of a laboratory. A great deal of information that inspired prevalent theories about the social world has been collected in a manner that appears less systematic than methods of collection for other sciences.

Qualitative research is a necessary and important element of the social science endeavor, but it is not all there is. If qualitative or descriptive characterizations of social phenomena

---

were all that social science provided, then criticism that social science is not science would be reasonable because the work would only be inductive, and science requires both induction and deduction.

However, induction is not all that social scientists do. Social scientists devise ways to test and retest their theories, just as astronomers and ethologists do. In social science, as with these other sciences, only theories that can withstand repeated empirical scrutiny persist. To be clear, rich qualitative research is necessary to build theory and should not be devalued as an important part of the social science process. Still, testing these theories also is a necessary part of the overall process.

Testing social theory requires carefully measuring social variables, but this is difficult because social science phenomena differ from those of other sciences in two important ways: (1) variables are usually not directly measurable and (2) the phenomena can become unmeasurable, change, or disappear in a controlled setting.

Gaining meaningful insights about the social world and finding generalizable rules about human behavior require the development of innovative techniques to observe and record behavior; some of these techniques are unique to social science (i.e., interviews, survey research, content analysis), others have analogues in other fields (i.e., observational methods, network analysis), and some were developed for social science uses but have been adapted widely for use in other fields of science (i.e., sampling, statistics).

Social Science as a Collective Effort

Many social scientists are trained in methods that scarcely resemble the positivist tradition that dominates other branches of natural science. For instance, historians and ethnographers can conduct and conclude their study and neither articulate nor test a theory, leading some to think that the work is not scientific. These researchers obtain their knowledge by reading and synthesizing the studies done by others and by spending a great deal of time ensconced in the subject matter, observing and learning about the one subject. There is no expectation that these approaches require a positivist frame.

Moving beyond the constraints of positivism expands the potential for high-quality understanding and deep insights. Not only is the accumulation of this type of knowledge useful, sought after, and appreciated in the social sciences, a deep dive into the nuance and detail of a subject may be necessary to recognize new insights and to generate new and useful theories for many subject areas. Here, the issue is that this one study alone is out of context. However, from the perspective of social science writ large, the contribution of one study—a precise description and deep understanding of a specific case—is essential to the larger endeavor. These studies generate insights that inform and refine theory and data that can be used, perhaps by others, to test theory. That the one method used alone does not seem scientific misses the point: Each study is just one part of the collective enterprise that is social science inquiry, which at its core relies on the scientific method, a structure for supporting, rejecting, and refining theoretical assertions.
In contrast, other social scientists fullheartedly embrace the scientific method within their work. These researchers see their objective explicitly as formulating and testing theory, although most recognize that their contribution may not span formulating and testing theory. These social science researchers see the inductive-deductive loop—a process of stating, testing, and then refining and retesting theory—as central to the social science research process.

Deductive studies more closely resemble studies from other sciences. They require a distilling of the detail of cases, sacrificing depth and nuance to find common or general patterns among many cases. It is these studies that directly and obviously rely on the scientific method—standards for retaining a theory that stands up to empirical testing associated with science—but these studies also rely on the production of rich inductive work to provide enough knowledge to formulate theories to test.

The reliance of the social sciences on the scientific method is not obvious just from looking at a single study, and many social scientists will insist that they do not subscribe to the positivist approach. Regardless of intent, however, these researchers contribute to a cumulative process that does conform to the basic tenets of science. The data they collect feed the beast. The qualitative findings help refine theory and broaden the pool of examples to use in analyses. As long as there are also some researchers who test theory, social science as a science can advance. Fortunately, each social science discipline involves, and perhaps is dominated by, researchers specifically trained to measure social science concepts and formalize social theory. These experts in computational and formal modeling and statistics are also experts in social science theory and in knowing how best to study and model the social world.

Testing Theory in the Real Social World

As mentioned, a great deal of what is interesting to humans about humans is not amenable to traditional scientific approaches, but it would be tragic if the only way to learn anything about humans were through controlled laboratory studies. Some types of research must be done in situ. That is the value of rich, inductive qualitative case studies. Just as deductive studies can validate what a qualitative observer reports, inductive studies are needed to validate deductive work that is too distilled and sanitized to be realistic. In addition to benefiting from the collective nature of social science, researchers began developing techniques that allow hypothesis-testing in natural settings. These techniques, which largely fall under the label of quasi-experiments, allow researchers to hypothesis-test their assumptions about
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causal social science relationships while minimizing interference with the natural behavior of the population under investigation.

The deductive process in social science is reductionist, which has positive and negative aspects. Distilling complex abstract concepts into specific measurable examples (indicators) to devise a test is done at a cost: losing the depth or nuance of the original concept. However, it is important to remember that deductive studies do not really test theory; they only test hypotheses (specific instantiations of the theory). It is only after repeated tests of a theory, in different ways and contexts, that the findings might generalize. This is why it is important to find the right specifics to test or to properly specify the model. It is also why it is important to conceive of social research as a cumulative endeavor and not the findings of a single study.

As in the hard sciences, the experiment is considered the gold standard for demonstrating cause and effect. If, however, the only legitimate means to learn about the world is by using laboratory experiments, very little would be known, or knowable, about the social world. The experimental model is so strongly associated with deductive research that there is a tendency for people to think that studies that are not structured as experiments do not lend themselves to theory testing. Unfortunately, as mentioned before, social science phenomena are hard to capture and study in a laboratory. Attempting to study complex societal interactions under experimental conditions would force what is observed into a state of artificiality unlikely to resemble what occurs in the real world. A study of this type would be thought to lack external validity. This is a general criticism of almost all laboratory work in social science. On the other hand, any move to relax any feature of an experiment introduces threats to internal validity, confidence that the observed or deliberate change in one variable is the cause of an associated change in a second variable. The challenge to social scientists is to design studies that balance internal and external validity.

In their seminal treatment of this topic, Campbell and Stanley (1963) juxtaposed all manner of social science research approaches with the randomized controlled trial (RCT) or true experiment to illustrate how and why other approaches to study, including case studies, are vulnerable to threats to internal validity. They also illustrated how specific features of the RCT mitigate these threats. The Campbell and Stanley framework revealed the cost to internal validity of relaxing specific features of an RCT, enabling researchers to properly use quasi-experimental approaches with an awareness of exactly how their design is vulnerable to plausible rival hypotheses. The framework provided a schema to easily identify—and perhaps to find ways to mitigate—the design weaknesses of a study at a glance.

For example, this framework made explicit the threat to internal validity of conducting research to study the effect of a change in status quo in the absence of a control group when it is not possible to find a control group. Rather than not run a study because the conditions are not perfect, the study could proceed—with the researchers cognizant of the limitations. Another instance might present the opportunity for a control group, but with the caveat that
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the assignment to the group was not random—the classic definition of a quasi-experiment. In a third case, there may be two comparable groups—one that experienced an intervention and one that did not—but because there was no measurement of the groups prior to the change, it is impossible to know whether the measured outcome was from the hypothesized cause. Each of these examples has serious flaws, but when the flaw is understood, it provides a guide to recommend complementarity studies. If many studies, all flawed but flawed differently, reveal the same underlying relationship among variables, then social science can begin to make claims about a relationship among those variables. What should not be lost is that the most important contribution here is that this framework provides a guide for capitalizing on, rather than missing, opportunities for testing hypotheses in natural settings.

Campbell and Stanley did not intend to exalt the RCT above other methods. On the contrary, the point of their treatise is to reveal the similarities and complementarities among very different designs by deconstructing social science research into a set of shared elements. This decomposition reveals how different designs relate to one another and offers researchers a scheme within which to classify any particular study. The objective was not to discourage the use of the broad variety of designs but to encourage the informed use of quasi-experimental methods.

In recent years, explicitly multi- or mixed-method approaches have gained favor, but this is a relatively new development. In the past, and for most research today, social science relies on a division of labor. Each researcher carves out both a substantive and methodological niche within which to focus and contribute. As for substance, most researchers only focus on a very narrow topic that interests them, but, even in the investigation of a very narrow topic area, the phenomenon under investigation is so complex and humans are so limited and biased that the only way to begin to understand the topic is by using many methods, in many contexts, over time. Despite this recognition that social science is a collective endeavor, for the most part, the primary mechanism for integration of different studies is ad hoc. One researcher reads the work of another, is inspired, and fills in a gap. Until recently, literature reviews and discussion sections in journal articles were the most common means to sew together a body of research. It is only recently that formal meta-analytical approaches have provided the means to formally compare and aggregate studies. Therefore, it is not surprising that for people outside the social science research community it appears that each study stands alone; the prominence of deduction and hypothesis-testing in social science research is not obvious because most of the social science studies best known to the general public are only inductive.

To discover regularities and general principles shared across human engagements is a mammoth task. Social research explicitly recommends repeated grinding through the inductive-deductive loop. No single inductive, deductive, or mixed-method study is sufficient for generating sustainable generalizable insights because the social world is full of variance. In social science research, to draw conclusions requires more than the type of experi-
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8 Campbell and Stanley, 1963.
mentation and replication used in science. Just as clinical trials with human subjects, not just laboratory experiments, are needed to prescribe a drug, multiple complementary methods are needed to understand how the cause-and-effect relationship observed in a laboratory translates to the more complex system.

For the social sciences, even more repetition and reproduction are required to draw a generalizable conclusion. It is not enough to rerun the same study under identical conditions; for social science phenomena, this is usually impossible, but, even if it were possible, the findings would be too idiosyncratic. Unlike gas law experiments, which can be replicated anywhere at any time to give fairly identical results with each experimental run, social science research requires replicating the main effect regardless of context; if that is not possible, it requires identifying what factors are the differentiators to make more precise the scope conditions (boundaries on the studies, caveats, and controls), which, if met, do produce the expected result. The goal is to replicate, as much as possible, what the scientists can control and, rather than expecting identical results, noting which factors differed. In this way, the approach is similar to the gas law example insofar as the results of an experiment performed in Nepal versus Death Valley might differ and noting what factors differed was informative to theory development. To find general principles in social science that transcend a single case replication implies looking for similar findings using different approaches to measurement of the same concepts in a multitude of contexts.

The Seduction of Induction

Social science—like other fields of science—is not a set of facts about the way things work. Instead, it is a method for finding the facts. The method requires the feedback loop between induction and deduction. The method also requires replication under many conditions. It is only through that iterative process that social science regularities will be revealed.

It is important to remember not to overgeneralize or overemphasize the findings of a single study about an interesting topic or case. The social science research that least resembles science—interesting writeups about historical events or exotic people—is most likely to capture the imagination. Given that this research might generate theory, it contributes to social science, but, if the theory does not stand up to empirical scrutiny, it is imprudent to generalize from that single case. Inductive work alone—whether traditional qualitative social science research or today’s computational social science models—is only suggestive. Interesting cases or correlations do contribute to social science, but they do not stand alone. Science searches for regularities, not anomalies, but the most interesting preliminary findings in social science are interesting because they are not typical. Like idiopathic cases in medical science, single cases are interesting because they raise interesting questions, but to contribute to science and be useful the cases must be considered within the context of what has been learned using the sci-

---

Many studies attributed as social science research are done by non-social scientists. Some of what non-social scientists consider social science is really journalism or political commentary.
entific method. When an idiopathic case presents to a doctor, it must be treated, but successful treatments are not derived from that one case; treatment options are developed from the understanding of general medical science principles learned from studies of more common ailments and from an understanding of physiology, biology, and biochemistry. Doctors do not use what is learned from the exceptions to the rule, or the outliers, to recommend general treatments. Hundreds of laboratory studies are needed to prepare doctors to treat these atypical idiopathic cases when they present. As Stephen Marrin and Jonathan D. Clemente put it,

In the medical field, one of the most often repeated pearls of wisdom for diagnosing patients is that “uncommon manifestations of common diseases are more common than uncommon manifestations of uncommon diseases,” or “when you hear hoofbeats, look for horses and not zebras.”10

In a similar vein, social science studies that are focused on, or conducted in, environments that are outliers may be socially interesting but unlikely to advance social scientific knowledge independently.

Much that falls under the rubric of social science research scarcely resembles what scientists and the general public think of as science, but that is only because of the qualities of social phenomena. Social science appears different from science, especially in those aspects most non-social scientists are exposed to. However, laypeople are not exposed to those less familiar, “more scientific” aspects of social science: the division of labor and the development of methods for measuring ephemeral complex constructs that cannot be observed using more conventional scientific approaches. One key point is to emphasize how essential it is to consider social science inquiry as an ongoing, iterative collective endeavor. Complementarity of studies is essential if social science is to advance. Complementarity implies that the strengths of one study can compensate for the weaknesses of a study on a similar subject. Replication and even seeming redundancy is necessary for both inductive and deductive work, as well as the necessary complementarity of inductive and deductive efforts. It is only by addressing social science questions from multiple perspectives and from multiple angles using multiple methods that the fields of social science can accumulate a collective understanding of a phenomenon. Given the challenges of studying social science, this cumulative and collective approach is required.

What Is Needed to Accelerate the Social Science Enterprise in National Security Work

Opportunities exist for research sponsors to create programs to accelerate the social science enterprise. This will require changing how social scientists, the sponsors of social sci-

ence research initiatives, and the users of social science research conceive of social science research. This section is focused on how recent government initiatives to advance social science conceive of the social sciences, although the general arguments apply to all sponsors and users that seek to employ social science in their strategies, plans, and operations. The need to advance conventional social science is driven by the recognition that theory and methods do not yet exist that can be reliably used to anticipate future social states using information gathered in real time and that a capability of this type would be advantageous.

For example, within DoD, there is a hope for social science products that are based on the creation of new sensors and computational models. The warfighter would use these sensors and models to predict the direct effects and anticipate the second- and third-order effects of their actions or inactions on the people in the environments in which they operate. To realize this vision will require programs centered around basic nomothetic and deductive social science research. To develop this social science capability will require revolutionary advances in data collection and measurement capabilities, so there are reliable and valid data available to test and validate formal social science causal models. Investment in the studies that use those data to test and refine foundational and generalizable social theories also is needed.

The obvious limitation of social science is that it seems immature or underdeveloped when compared with the hard sciences. Specifically, theory formulations seem to be too immature to be the basis for reliable tools. There are no validated formal models, such as $F = ma$ and $PV = nRT$ in physics, that can be confidently applied in real-world settings. It is not that social science researchers using conventional social science research methods do not regularly learn a great deal about the phenomena they are studying; they do regularly achieve this, even to the point of developing usable formal models (even if these models are not generalizable). However, although some general principles about behavior and the social world are known, what is known is not precise, and what is precise is not generalizable. Relational patterns are directional, but, unlike formal gas laws, the plug-and-play functional forms of equations have not yet been discovered.

In that sense, social science today is a bit like planetary physics in 1600. There were models in 1600 that worked well enough, but these models needed to be updated occasionally because they got out of sync. Luckily, thanks to Tycho Brahe’s meticulously collected and recorded celestial data and the serendipity that brought Johannes Kepler to Prague to work with these data, old geocentric models were retired and more-accurate heliocentric elliptical models replaced them. These corrected theoretical models—Kepler’s three laws of motion—were necessary for accurate predictions. Once discovered, these three laws could be inserted with confidence into a computational model to produce reliable and believable predictions about where a planet will end up at just about any point in the future.

The Brahe-Kepler metaphor perfectly illustrates the three major objectives that should be at the core of programs seeking to advance social science. The first objective is represented by Brahe’s work: creating tools needed to obtain precise measurements of social science variables. The second is creating standards and tools for coalescing data and making these data available and usable to the theorists. The third is finding those theorists with the skills and
creativity required to properly use and to draw the proper conclusions from the data. I discuss each one of these objectives here.

**The Need for New Tools for More-Precise Measurement**

The precision with which Brahe measured celestial objects required the invention of special tools and careful recording. From the perspective of the social scientist, it was easy for him to identify what he wanted to track: The phenomenon under study consisted of discrete physical objects that most would agree would exist in the absence of human consciousness. Social scientists have the unique challenges of measuring objects, or subjects, that are not as discrete and that in some ways exist only because of human development. Tracking democracy is more nuanced than tracking a comet. That is not to say that all key social variables are purely social constructs. Some variables present only the same types of challenges that Brahe faced. Most demographic variables (i.e., fertility, mortality, morbidity, migration) require that social scientists make the same types of decisions for measurement as the astronomer: how we define units of distance and time for measurement. For example, counting or tracking the number of births in a given geospatial segment for the time it takes for the earth to rotate the sun one time defines fertility according to the tracking of a celestial object for a year. Measurement of variables of this type are amenable to error, but there are few discrepancies between studies. Measurement of variables that are purely social constructs, such as happiness, group cohesion, identity, and democracy, are more challenging to define; therefore, the measurement of these constructs is less consistent and precise. There is no way to measure these variables directly, and so social science hypotheses are tested using latent, not direct, measures of most key variables. What is measured, how, and what it means are closely tied to theory, but different scholars invent unique ways to measure identical concepts.

Another feature of social science research is the sensitivity of results to sampling bias. If two studies have identical approaches for measuring a concept but their approaches for collecting samples differ, then it is not possible to be certain that the difference in the relationship between variables that they observe is the result of differences in the population. It is worth noting that other sciences also rely on latent variables. Astronomers today construct latent variables when studying distant objects: What they observe is not a direct measurement of a phenomenon, such as a black hole or a quasar, but a construction that combines observables and theory.

That said, astronomers mostly build consensus around the meanings of these measurements, because at least their objects of study are agreed upon. That social science studies are conducted by so many different researchers, from different disciplines and training, in different contexts and on different populations, makes calibrating measurement and forming consensus impossible. As a phenomenon becomes harder to directly measure, it becomes less likely that a unified approach to measurement will emerge, and as multiple measures of the same phenomenon compete, it becomes impossible to formulate precise models of how that variable behaves relative to others.
The Need for Coalescing and Standardizing Data

The second related objective is to coordinate efforts to consolidate results. Kepler needed Brahe’s measurements. Without those numbers, Kepler would not have made his critical breakthroughs. That the two were colocated was an amazing accident. That the collaboration teams needed to integrate and advance social science research will occur by chance is unlikely. Today, each independent researcher with a question uses whatever tools are available or invents new idiosyncratic tools to answer the specific question that interests them. Each study is a separate capsule linked to others only through citation networks and literature reviews. Disciplinary or topical separations partition the collection of findings so that researchers doing theoretically similar work—often with similar findings but in different domains—are typically not aware of the advances of others and the potential significance of their own results if applied to other contexts. A great deal of important and excellent work has been and is being done, but there is little effort to coalesce and make sense of the body of work.

The goal of today’s social science enterprise is to “put the findings out there,” but where is “there”? And once the information is “out there,” what happens to it? Unfortunately, there is no magic method or incentive to organize all that is out there to make sense of the body of social science produced. Without intentional coordination, the discovery of “general theories of social science” will remain out of reach. It will also require the coordination and consolidation of data and of research efforts. This is where investment is needed. A deliberate integrative research program is required to move toward that goal. A useful frame for prioritizing investment in social science would be to focus on two activities: integration and standardization of data and theoretic synthesis.

The Need to Build Strong Social Science–Led Teams

The third objective is to find the right people to do the science. Among the obstacles to advancing social science is that, except for a few initiatives and programs, there is a government-wide institutional resistance to investing in social scientists. Expenditures on social research are miniscule compared with other sciences. Tether’s recognition that social science insights can benefit the warfighter did spur additional investments, but the progress made has been minimal. Some of the reasons for the limited success align with the general challenges to progress in social science research discussed in the section “Separating the I from the Me: Challenges for Social Science Research.” The focus of most R&D efforts has not been on building programs to discover the “rules of social science” and on developing the needed
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11 Funding for social science research at NSF has consistently been dwarfed by research funding for other scientific fields, such as the biological sciences, computer and information science and engineering, engineering, geosciences, and mathematical and physical sciences. From the 1960s to the 2000s, on average, funding for social science research as a percentage of total NSF research funding was approximately 5 percent. See Larsen, 1992; and National Science Foundation, 2020.
technology to achieve that; instead, the focus has been on solving short-term DoD needs and on repurposing technology developed to answer very different questions and meet different needs.

This ad hoc and short-term focus has produced some useful insights and tools, but it cannot advance the science, because the focus is almost entirely inductive. To create a social science capability that can provide useful benefits will require serious attention to refining social theory so that there are valid and reliable formal models (i.e., equations to drive computational models). This in turn will require serious investment into new tools specifically designed to gather and organize data for social science analysis. Finally, it will require investing in social scientists to manage and lead the scientific development.

Institutional Obstacles to Advancing the Social Science Enterprise in National Security Work

DoD has led the drive to invest in social science with several investment initiatives, but three main institutional obstacles have deflected social science’s research focus from basic to applied research and distracted attention from validating theory and developing useful social science tools.

Funding for Social Science Priorities

The first obstacle is that DoD R&D program managers generally do not consider it their job to advance tools to improve the productivity of social science researchers: Their customer is not the social science community but the warfighter. However, if it is true that warfighters require tools built on trustworthy, valid social science theories, and that the social scientist requires better tools to refine theory so that it is trustworthy, then developing tools to accelerate the production of good social science should be a priority. The most efficient way to get
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12 Important developments in this direction, however, include recent efforts by DARPA that have made social science processes, models, and outputs the objects of study. Notable programs in this regard are Next-Generation Social Science, Ground Truth, and Systematizing Confidence in Open Research and Evidence (SCORE). See DARPA, “DARPA Next Generation Social Science,” webpage, undated-a; DARPA, “Putting Social Science Modeling Through Its Paces,” April 7, 2017; and DARPA, “Systematizing Confidence in Open Research and Evidence,” webpage, undated-b.

into the hands of warfighters what they requires is to get into the hands of the social scientists what they need to test and refine theories and build social science tools; this approach should follow the priorities set by the social science community, not what others imagine the social science community would like to have. The fact is that most of the social science work that has been funded in the past ten years was led by people other than trained social scientists. It is not that program managers do not encourage teams to use social science expertise—it is often an explicit requirement. In practice, however, teams usually are led by engineers, computer scientists, or other physical scientists and have a token subject-matter expert with a social science Ph.D. Very few project leads (either program managers or principal investigators) have been quantitative, formal, or mathematical social scientists—the people explicitly trained to develop methods to measure and model social phenomena.

Differentiating Social Science from Policy and Intelligence Analysis

The second obstacle is that many in the NSE research community who are focused on meeting the needs of policymakers and “boots on the ground” still confuse social science with intelligence and policy analysis. The misconception that social science should reveal actionable insights in real time is a liability. Making a short-term prediction about a specific case is not an appropriate ask of a social scientist and should not be the goal of a social science research effort. Again, the benefit of investing in social science research is to refine social science theories, not to produce intelligence or factoids. By providing valid, reliable, and generalizable models of underlying structures and pervasive patterns of behavior that include parameters to adapt the general model to accommodate exceptions to the rule based on location, timing, age, or “cultural” factors, social scientists can create a capability that will allow policy and intelligence analysts to produce reliable actionable insights when needed.

The relationship between social science and policy or intelligence analysis is like the relationship between theoretical physics and engineering or between biology and medicine. The focus of social science is on defining and refining the model or characterizing the “signal” or the pervasive pattern so that it can be easily recognized. The focus of the social science–trained analyst is on detecting or preventing noise or an anomaly. Ironically, if the social scientists do their job well and develop good models of the signal, it will be possible to create tools to make it easier for analysts to detect, characterize, and recommend actions to recog-
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14 Even NSF funding for social science favors non-social scientists. The NSF direct social science budget is small, but NSF invests in research conducted on social science–related outcomes proposed by non-social scientists. For instance, research on social media data mining or natural language processing focused on understanding trends and behavior.

15 For example, Roger Hilsman noted that social science theories and models are distinct from intelligence analysis but that, often, developments in the social sciences can be applied to meet the needs of intelligence analysts, as in the case of the bureaucratic model of political decisionmaking (Roger Hilsman, “International Environment, the State, and Intelligence,” in Alfred C. Maurer, Marion D. Tunstall, and James M. Keagle, eds., Intelligence: Policy and Process, Boulder, Colo.: Westview Press, 1985).
nize and eliminate noise so that social scientists can detect and help mitigate crises in real time. If investments continue to focus on the imminent problem, then the tools needed to mitigate imminent crises will still not exist five, ten, or 20 years from now. The consequence of confusing social science with policy or intelligence analysis is that most of the research focus has been on the *crisis du jour* instead of on the less interesting, status quo behaviors that dominate the planet.

### Testing in Permissive and Conflict Conditions

The third obstacle is the idea that social science research should be carried out and tested in a war zone to prove that social science is a “real” science. R&D investments that seek to advance other *sciences* do not require this. Social science is intrinsically difficult. It is unnecessary to create artificial challenges to make real advances less likely. Just as other research in physics, chemistry, and biology is conducted in laboratories and early prototypes are tested in controlled environments before they are battle tested, social science must be conducted in calm, data-rich environments. It is hard to imagine a physics-based research project that would require that basic research be conducted only in a hurricane. Basic research is conducted in a laboratory. Prototypes are tested in wind tunnels.

The motivation that leads some to think it is important that social science research applicable to a specific environment of interest must be conducted in that environment is likely inspired by work showing that some findings from psychology and social psychology—largely conducted using exclusively *WEIRD* (Western, educated, industrialized, rich, and democratic) subjects—do not generalize to some non-WEIRD populations. ¹⁶ These are important findings, but they mean that social research must be replicated in multiple contexts before a claim can be made about generalization; they do not mean that social research methods can be developed and calibrated on the fly in non-WEIRD settings. The opposite is true. The reason social scientists were able to discover these differences in WEIRD and non-WEIRD populations are because of the existence of reliable and valid measurement tools and instruments developed and tested in WEIRD laboratories. It was these instruments, when implemented in new environments, that revealed differences. It is not necessary to develop different thermometer technology to measure temperatures in different locations. Indeed, it is only because we use a common measurement tool that it is possible to conclude that temperatures differ in different locations. The development of new instruments exclusive to specific environments will not advance and may hinder progress in social science because the findings from dissimilar instruments cannot be interpreted or compared. It is also important to realize that just because some research conducted in WEIRD countries does not generalize does not imply that none generalizes or that research done in one non-WEIRD country would
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generalize to other non-WEIRD countries. What generalizes—or does not—in each instance is an empirical question that requires the development of validated and reliable instruments created in data-rich controlled places where validation is possible that can be applied in many different environments to detect and measure differences by location, region, or “culture.”

If a new social science concept or measurement tool is to be adopted, then testing would eventually need to move to more-realistic and more-extreme conditions using subjects other than college freshmen, but the initial development and testing should be done in the most-controlled conditions possible. If the science and theory is sound, then the results found in these basic research studies will generalize to a broad variety of contexts; therefore, the models will allow recognition of the conditions that extend beyond the model and the prescription of modifications. Social science phenomena are no different from physical or biological phenomena in that most behavior lies within normal parameters. Basic social science research should not be treated differently than other types of basic research and be expected to find structure when restricted to studying only outliers and anomalies.

Overcoming the Obstacles to Investing in Research for Social Science

A long view for social science and investment in research is necessary—one that is not directly focused on the most pressing issues of the day. The objective of social science research should not be to provide actionable information about a particular idiosyncratic event; instead, it should be creating trustworthy tools to allow decisionmakers to make sense of chaos in real time. Science should mature in advance of a crisis.

The downsides of shortsighted science planning are not unique to social science. Myriad examples emerged of the neglect of unfashionable science slowing the world’s response to the coronavirus disease 2019 (COVID-19) pandemic, alongside stories of forgotten and undervalued science allowing a quick ramp-up to the development of vaccines.17 Social science (and all science) is slow. For it to be useful when needed, the investment must come well in advance of the need. Social science is not emergency room diagnostics; it is theoretical knowledge production that allows practitioners to know the effects of their actions to mitigate a crisis with confidence. To do this requires the study of many cases in many situations over time, eventually leading to trusted practices.

This is not to say that past social science programs have not advanced the field and produced tools that can be employed to advance it further. There are many examples of social science–funded research that have produced data collection, analysis, and modeling tools that could, if used properly, accelerate the accumulation of scientific knowledge. But

advances have been slow because the focus has not been to advance science. For most programs, the goal was much narrower: to demonstrate the usefulness of a theory or approach for a particular use case or to improve a tool for a specific application. These are useful endeavors, but engaging in these activities will not revolutionize the basic science. To make the type of advances needed will require programmatic and scientific reboots.

Programmatic Reboot: Changing How Social Science Research Is Handled

Tether’s vision for advancing social science was to discover and validate social theory so that it could be used in computational models. As discussed at the beginning, PCAS was conceived to demonstrate the potential to create tools based on social science formulas. PCAS was not expected to discover or validate these formulations; the goal was only to provide evidence that there were observable and measurable regularities inherent in the phenomenon of interest that could be formalized. In retrospect, PCAS revealed—both in what it did well and where it fell short—features important in a program to advance social science theory. Specifically, the strength of the program was in the right framing of the objectives of the program and research question and in the diversity of performers. The weaknesses were the result of a lack of access to good data and the short time line for completion (six months).

To move social science forward expediently will require programmatic coordination. Advances in social science will be slow if each study is independent in design and scope. Social scientists are largely excited by incremental advances—small problems and simple designs. Thoughts of grand programs linking together or coordinating their work with the simultaneous work of others do not occur to them. Aggregating efforts into bigger projects is rare. One exception is the coalescence of survey research questions into large, regularly administered and publicly available questionnaires. Otherwise, most research agendas are independent or involve small collections of frequent collaborators. What is most exciting about the prospect of new, large, sponsored investments in social science is that, with an ambitious programmatic perspective, many different studies using different methods or focused on different populations can be launched simultaneously to address the same question. Changing the culture of social science research so that the community begins thinking explicitly in terms of active integrative collaboration would create an environment that reduces redundancy and increases the recognition of similarity among diverse research areas.

Social Scientists Should Lead Social Science Research

The first step toward building large and productive basic research programs would be attracting the right set of researchers to participate in each program. The goal would be to create a diverse set of social scientists from different fields engaged in different types of methods and focused on different populations but with a common theoretical focus. Over time, working together, this group can identify common features and determine the sources of the differences.
To do this for social science today would require a concerted effort to seek out and attract social science researchers. As mentioned before, most social science funding, except for NSF funding, is awarded to non-social scientists. If this continues to be the case, the right people will not in the room to advance social science. Institutional inertia is powerful, and the moratorium on social research imposed with the cancellation of Project Camelot still imposes barriers to productive social research. This has changed: Today, there are several social scientists working to fund social science across DoD, but their senior management and most of their peers that review proposals are non-social scientists. Therefore, social science programs are often structured to be counterproductive to producing good social science findings. The programs inherit the lessons learned and conventions about research from other fields even if they are not relevant.

Because there is no demand for social science researchers to engage with funding agencies, the relationships between these agencies and social scientists have dissolved. Except for a small number of regulars, social scientists are not recruited to or informed about upcoming funding opportunities. Even if they do become aware of opportunities, their proposals are often framed differently than expected by review panels made up mainly of non-social scientists. The result is the most innovative, methodologically sound, and theoretically compelling proposals are rejected in preference to what appeals to, and can be understood by, reviewers with no training in social science. The converse never occurs: Nobody ever puts a panel of social scientists in charge of the committee to select proposals about material science or polymer physics.

Well-Scoped Challenges Are Needed for Well-Specified Models

A second vital feature for a social science program is correct framing of the research question. The most-productive projects should be narrowly focused on a general phenomenon. The specificity is in the type of behavior or interaction that is of interest, not the context or the specifics within the context. As an example, if the interest is in understanding the recruitment of terrorists or insurgents to a specific cause, the objective of the science is to focus not on the group of interest but on the recruitment processes more generally. Data about this group are appropriate for intelligence analysis but insufficient to inform science. The science question is more generally about recruitment, and the study of all sorts of other groups (i.e., religious, political, recreational, and other groups that recruit new members) is equally relevant.

Social scientists, if they are doing their job properly, can only draw conclusions long after the fact. Data collection, cleaning, and analysis take years. This may be not a useful timescale for getting ahead of a crisis, but it is what is required to ensure studies that are representative, that can account for biases, and that can measure indicators in a reasonably valid and reliable manner to generalize the results appropriately. Until long-term science is complete, no short-term answer can be relied on.
Incentivize Diversity, Integration, and Synthesis

PCAS was unique in that it was a coalescence of many different types of quantitative, formal, or computational researchers all focused on a unifying theoretical question. Their challenge was to create models that would predict or anticipate state failure in two specified countries, but the objective was to come up with a generalizable model of state failure. All the social science teams selected had experience modeling complex social systems. Each team brought a different approach to PCAS. Some were focused on state-level variables and used classic political science models of state failure. Others looked at the question from a social-movements perspective. Still others took a more anthropological perspective and focused on substate social organizations. Methods used also varied: Some of the teams instantiated formal theory into models directly. Other teams used empirical data to drive models.

Normally, each team would work in a silo, study the problem, generate results, and publish its papers in journals that none of the people on the other teams would ever read. What was innovative about PCAS was that the program provided a unifying umbrella, and this feature was critical. The benefit and key advantage of a programmatic approach is in gathering diverse groups of researchers that represent multiple complementary positions in the field of social science production. At a minimum, representation should span the continuum from inductive through deductive, micro to macro, observational to experimental. Once teams are created, the tasking focus on a common problem should set each on its mission to find answers, but the program will ensure that no performer goes it alone.

The point of this diversity is to generate communication and collaboration about both theory and design. This element is necessary to generate a transformative advance. It will work only if at every stage of the program each study informs and is informed by all others about their progress and challenges, so that, when the studies are completed, the results can be easily compared, contrasted, integrated, and meaningfully interpreted by all others. The compulsory communication is what facilitates the recognition and identification of what model elements are shared. The task provides a common focus for each approach to meaningfully demonstrate its value and reveal the similarities and differences between approaches. In an ideal world, this sharing and convergence would occur naturally, but it does not; if revolutionary advances are to manifest, the connections among research groups must be manufactured.

Gathering research groups to work on a common problem is important but not sufficient. Structuring the program and the evaluation of the program so that performers do not feel like competitors is also important. This goes beyond a common task framework. The objective is to produce a new model that more precisely and parsimoniously describes the general phenomena than could be achieved by any one team. To do this, teams must be willing to work together and be willing to cooperate—performers need incentives to work as a team toward a common goal. A standard model that frames initial phases as competition forces performers to try to outdo one another and does not motivate sharing. To encourage learning and growth, the program must reward collaboration. Milestones and deliverables should be structured with collaboration in mind.
There Is a Need for Well-Scoped Questions and Innovative Solutions

Once engaged, performers should not be limited in what data they use to inform theory. All methods, all context, and all previously studied examples should be encouraged. Programs should be focused on answering a specific theoretical question. The social scientist selected to study this question is the best person to decide how to design a study. Any restrictions placed on the case or data used, beyond obvious fiscal and ethical restrictions, are counterproductive to the goal of synthesizing theory.

This point dovetails nicely with recommendations for evaluation. The goal is not to pick the best approach but to assemble a new approach that brings together the best of the collective. For example, programs structured to down-select performers who do not come “closest” to predicting an outcome constrain their performers and restrict the potential for revolutionary science. Furthermore, this type of evaluation criterion is not sufficient to truly evaluate the models. Future predictive model evaluation, especially when the topic is macro-level social science, is not appropriate. To evaluate causal models—to test hypotheses—requires many cases because the outcomes are not expected to be probabilistic. By definition, any “point prediction” (a single value at a single moment) is inconclusive.

There are two main messages. The first is that the effort to turbocharge social science should be led by trained social scientists. The second is that although social science in many ways is similar to other sciences, in some ways it is not. Thus, some of the structures that have proven beneficial for advancing other sciences should be implemented in social science research programs and some should not. What should be replicated is program management of the funding of researchers with expertise in the field and support for basic research conducted in data-rich and controlled environments. What should not be replicated, because the main objective of the investment is synthesis, are evaluation criteria designed to eliminate perspectives prematurely.

Scientific Reboot: Focus on Integration and Synthesis

Ultimately, the objective of advancing social science research is to have valid social science algorithms at the ready. To do this requires advances in data collection methods and innovative designs to test or validate the theory. One of the biggest challenges for social researchers is to find good data. The second challenge is to develop approaches to test the types of hypotheses that will matter to sponsors and users, such as DoD decisionmakers. These issues are not independent. For example, Kepler needed good data to test his theory, but Kepler’s design was a one-shot design for the most part. In addition, the data collected were unchanging, at least at the time. Furthermore, the theory that Kepler was testing was descriptive, not causal. Kepler was not required to introduce or wait for an intervention to remeasure the environment. The social science phenomena that are most compelling to sponsors are primarily, but not exclusively, macro and definitely causal. The objective is not just to predict outcomes but to understand the mechanisms of change so that decisionmakers can take an action to bring about desired changes, or at least avoid detrimental repercussions.
Realistically, it will be a while before social science models are as dependable as physical models, but commencing research now is essential; even if we do not discover the universal laws of social science by the end of a research program, progress toward that goal is bound to produce many useful by-products. The recommendation here is to do the science right, with the goal of perfecting theory and generating useful by-products along the way.

Social science is slow because practitioners are passionate about sampling, data integrity, and methodical and repeated theory testing. To make social science useful, it is important to make social science better, as well as cheaper and faster. This does not mean that technology invented for other purposes cannot be repurposed and used for social science; rather, it means that technology will likely have to be adjusted to fit into the social science process. As an example, from the social science perspective, data mining is a form of convenience sampling, which is generally problematic given that the data have known and unknown biases that make the data difficult to generalize. Considerable investments have been made into developing tools to capture, code, and use information available online to study social science. However, most of this development is done without the input of social scientists. Many articles are published where the subject is social science–related, but the research team is entirely trained in computer science and engineering. Some of these papers provide interesting insights, but, because of design flaws, such as reliance on nonrepresentative samples and a completely inductive nature, few make lasting contributions to our understanding of people or behavior. That should not be surprising. To computer scientists, data are data, and what the data represent is secondary. The explosion of data generated by people as they use the internet should be exploited by computer scientists to demonstrate their prowess in churning through and organizing data. What is important to remember is that their results concern computer science metrics, not social science outcomes. From the perspective of social scientists, the exploitation of data because they are available is likely insufficient to represent social constructs and to produce valid results.

Figure 9.1 illustrates data availability from the perspective of social scientists. Large amounts of data exist in digital form, but most data are irrelevant to answer any specific social science research question. Unfortunately, the data available may not be appropriate to operationalize the concepts of interest. Other data, represented as the red circle, might exist, but those data may exist outside the digitally available data (blue circle). To operationalize social concepts and properly specify a model may require the intentional collection of new data that are not available in a format that can easily be mined. That is not to say that some of the digital data available on the internet or through Application Program Interfaces are not useful as proxies for some social constructs, only that it is unlikely that the data already conveniently available are optimal or representative—and whether these data are useful is itself an empirical question. The small green circle, which may intersect with the blue circle, represents the data that are needed to empirically address a question. Assuming or pretending that the data available are a good enough measure of a concept can lead to invalid conclusions. Even more pernicious, sampling biases inherent in this type of data acquisition would make it unreasonable to assume that the available data, without vetting, would be representa-
It is not just that only a small amount of the data available might be useful to answer social science questions, but it is also that the data used to answer the question were found in another part of the available data circle entirely.

It is not that the social scientist cannot benefit from these technological advances; it is that additional technology is needed to make this technology useful. Social scientists need tools to identify biases and perhaps to leverage different biases in data collection to introduce correction factors so that the data would be representative. Moving beyond just the data, these approaches are mostly entirely inductive, drawing conclusions from mined data based on correlations. Few studies are structured to support theory testing. For social scientists to advance technology, they will have to also support theoretically motivated data collection and the standardization of structure data, so that quantitative deductive analysis is feasible.

Social scientists are not enthusiastic about many computational models popular today because most of the work, especially black-box machine-learning and predictive tools, is at best inductive. However, many of these models are not even inductive, because they fall short of revealing the causal theory to support their conclusions. With this in mind, and given the vast amount of data and studies that need analysis, some of the technology developed for prediction may be useful, but not if investment is made in place of developing computational models focused on revealing causal theory and theory testing. Social scientists have the deepest understanding of what is required to formulate, test, and refine social theory and are required to be at the heart and at the head of the effort to advance social science.

The social science frameworks discussed are useful heuristics for thinking about which short-term by-products to focus on and, more importantly, how to produce short-term ben-
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Potential data

Relevant data

Available data
enefits that also move us toward a long-term goal. Social science insights can benefit decision-makers, and social science research can provide real-time evaluation of the social and political changes in an area of operation during an engagement. What is important to keep in mind is that if research being done is informative for one subject, then the research should be done, but the data should be collected in a manner that makes them more generally useful. Data collected to research specific problems or questions are rarely designed to be combined with or inform larger research programs and therefore cannot contribute to broader research needs and applications. Careful research designs can allow case-specific research to proceed, but in a context that allows data to be reused to contribute to future, possibly larger, studies, allowing knowledge to accumulate. This is not standard practice today.

The emphasis here is that studying real-world events can be done from an idiographic perspective and focused on only one case but must be seen as an opportunity to contribute to the more general nomothetic, or scientific, approach and must be done so that it can facilitate theory testing. If each engagement, mission, or incident is treated as a collection opportunity and if there are some established criteria for data collection that allow consistent comparison across cases, then each becomes a case and a source of data that feeds deductive studies to validate the underlying science. These studies, along with the development of the commensurate tools, could allow the understanding and interpretation of social dynamics in real time.

Ongoing military, diplomatic, and humanitarian engagements can be opportunities to feed the social science data collection and experimentation machine to enable the development of a reliable set of social science laws and principles, as can studies of the activities of other U.S. agencies or nongovernmental organizations. The engagements can be decomposed into thousands of data points and blended with similar data from other cases to feed nomothetic work. Considering a bigger event as the accumulation or aggregation of many events at a lower level expands the analytical possibilities and value of scientific research. Focusing at too high a level reduces an assessment to dichotomous categorization, while measuring at lower levels allows us to measure variance and see the distribution or impacts. It also provides opportunities for experimentation.

Clearly, a one-shop macrolevel intervention can be risky and problematic. Thinking of an engagement as a collection of many micro-interactions and capturing the implementation and then measuring the effect is a means of transforming policy actions into running quasi-experiments. This breaking up of the major event into components, rather than one case, changes the one-shot design to one with repeated trials. A creative researcher may even be able to introduce random assignment in some cases. It also provides decision-makers with a means to pretest the impact and repercussions of interventions under consideration in real time.

Take, for instance, any humanitarian engagement. Studying the impact on a national scale is ideographic and generates an n of 1 for study; in contrast, collecting data on the impact at the individual or village level generates data that can be placed in a collective database and used to inform multiple analyses with a sufficient number of cases to test a variety of hypoth-

eses. The data at the national scale that are used to evaluate whether the policy had an impact might be gross domestic product or infant mortality before and after humanitarian aid is distributed. A more nomothetic design—an experiment or a quasi-experiment—could focus on data at the village level. If some villages receive aid and others do not, the comparison is a quasi-experiment. If decisionmakers were able to determine which villages received or did not receive aid using random assignment, then the humanitarian activity is also an RCT. If this type of data eventually were collected in many places over time, researchers would be provided with rich data to test hypotheses about the impacts of humanitarian relief efforts and explain why some interventions produce the desired outcomes while others do not (controlling for nationality, region, religion, cultural factors, and a variety of other factors). However, doing so will require coordination and standardization, especially if data from many events are to eventually be used in the same analysis. The benefit of this type of coordinated data effort is huge, as would be the effort required to build the infrastructure to organize, store, and make available the data so that they could be used.

Similarly, baselining before an engagement is essential. Waiting until a crisis to begin measurement makes measurement less useful because if the crisis is in progress, the system is not in equilibrium. From Campbell and Stanley’s perspective, if posttreatment measurements are all that is available, the opportunity is a one-shot case study, rife with threats to internal validity. Getting data to baseline in advance allows for pretest and posttest comparison, turning a one-shot design into what is referred to as a static group design experiment and allowing the researcher to at least make the claim that the event had an impact on the group. If measurements or baselining of another comparable group is also available, then the situation presents a common quasi-experimental design opportunity: a nonequivalent group (difference-in-difference) design. With each step, threats to internal validity disappear. The only feature of an RCT missing from the difference-in-difference design is the random assignment. Of course, if only two comparable instances are available to observe, there are only two trials and not a great deal of statistical power or ability to generalize. Baselining broadly across the globe extends this farther, introducing the potential to run natural quasi-experiments comparing the changes that occur on measured variables before and after they experience similar crises. Over time, if there are standards for data collection and measures across locations, the design can become closer and closer to an experimental design.

Baselining widely across the globe and at the lowest level of analysis possible is a prerequisite for being able to apply models in real social situations when they are needed. It is not just that beginning study at the start of a crisis or even at the first signs of an imminent crisis is too late. One needs to take multiple measurements of multiple variables at many time points. Most social systems remain in equilibrium for a long time, but this does not mean that they are static. What is needed is surveillance of the impacts that multiple variables have on each other over time and space. Surveillance before a crisis and careful recording of dynamics are

---

18 Campbell and Stanley, 1963.
necessary to support the development of models that can reliably reveal a system’s tolerance
to shocks of different types.

Finally, and most importantly, if we are ever to have valid and useful formulas and algo-
rithms, there will have to be a concerted effort to work toward theory testing and standard-
izing the way data are stored, organized, described, and saved. Convergence and integration
will require work. Study design, including data collection, is only one aspect. Data analysis,
including meta-analysis to find general patterns from among many studies and synthesis, is
needed. Automating some aspects of these analyses will be important because the scale of
accumulation of studies will exceed the capabilities of any researcher or research team. What
is important is that automated processes, including data collection and analysis approaches,
are inspired by social science. Methods and models used today may become obsolete as tech-
nology expands what is possible. That said, the inspiration for all aspects of the social science
endeavor should come from the tried-and-true theoretical and methodological foundations
from the social sciences.

Concluding Thoughts

The main theme of this chapter is that social science research is not easy, nor is creating pro-
grams to accelerate the production of valid social science. However, the problems posed by
UGS, whether similar to those studied in the PCAS program or other problems related to
emerging forms and domains of competition, all require insights from the social sciences
and the contributions of social scientists to meet the nation’s needs. This chapter is meant
to highlight my point of view of the past 20 years—from the social science research reboot
with PCAS until now. Revolutionizing social science research will require cultural and insti-
tutional changes from all parties. Social scientists will have to start thinking more program-
atically, and government agencies will need to become more comfortable with social sci-
ence and social scientists.

Beyond that, I recommend focusing on using and gathering existing data as much as on
creating new science. That is not to say that new data collection and new tools are not needed.
However, as in other fields of scientific research, what is needed are legacy research projects
that lead to definitive and substantial progress and tools that can be universally used by all
who engage in social science research, such as tools to integrate what are now different data
and data types into a standard form available and usable by social scientists of all types. Other
efforts might involve investment into theory development, such as computational models to
test theoretical assumptions or make formal theoretical models more accessible and useful.
There is a huge need for new technology to capture, code, coalesce, and analyze data. How-
ever, the most critical ingredient needed to advance social science is the active engagement of
the leaders driving the research and the research agenda.
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<table>
<thead>
<tr>
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</tr>
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<tbody>
<tr>
<td>DARPA</td>
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</tr>
<tr>
<td>DoD</td>
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</tr>
<tr>
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<td>National Security Enterprise</td>
</tr>
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<td>NSF</td>
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</tr>
<tr>
<td>PCAS</td>
<td>Pre-Conflict Anticipation and Shaping</td>
</tr>
<tr>
<td>R&amp;D</td>
<td>research and development</td>
</tr>
<tr>
<td>RCT</td>
<td>randomized controlled trial</td>
</tr>
<tr>
<td>SCORE</td>
<td>Systematizing Confidence in Open Research and Evidence</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
<tr>
<td>WEIRD</td>
<td>Western, educated, industrialized, rich, and democratic</td>
</tr>
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Why Reasoning Under Uncertainty Is Hard for Both Machines and People—and an Approach to Address the Problem

Edward Geist, RAND Corporation

Reasoning under uncertainty has always been central to decisionmaking. For example, undergoverned spaces (UGS) involve uncertainty by definition. In conducting decisionmaking for UGS, actors lack complete knowledge of what is going on, who is doing what, and the effects of their own and others’ actions. This is also true of all four parts of the Act-Sense-Decide-Adapt (ASDA) cycle, which require reasoning with uncertain knowledge. When we try to sense something, we have to account for the possibility of erroneous and misleading stimuli, and we hedge against uncertainty about the true state of the world. As Descartes fretted four centuries ago, a powerful, malevolent foe may have constructed an entire world out of illusions to deceive us. When we decide what action to take, we have to account for uncertainty about the likely effects of the available actions and even about what actions are available to us. When weighing the merits of these actions, we must also grapple with uncertainty about both our own and others’ current and future preferences. It is very common to have no more than an educated guess about what a rival wants, but much of the time we also have difficulty specifying our own desires. When we adapt, we have to reason about the uncertain possible futures we are choosing between. An unnerving aspect of this is the possibility of being tripped up by what Donald Rumsfeld dubbed “unknown unknowns.” And when we act, we have to juggle all these types of uncertainty at the same time. However, time is not a luxury that we have when acting, sensing, deciding, or adapting. When facing an intelligent adversary, we may have to act quickly—even if we have not been able to think through everything fully.

Because reasoning under uncertainty is central to creating machines that exhibit intelligent behavior, reasoning under uncertainty is one of the most-studied problems in artificial intelligence (AI). Unfortunately, despite all this effort, no entirely satisfactory way to reason under uncertainty has yet emerged; however, efforts to find one have yielded considerable theoretical insights into the problem, as well as a wide variety of experimental systems. These programs use a variety of alternative techniques with associated strengths and weaknesses. Those that excel in some respect, such as expressiveness—the ability to describe a large number
of different situations—come with a weakness, such as prohibitive computational demands. Because AI researchers have tried to translate all these different approaches for reasoning about uncertainty into engineering, they arguably gleaned deeper insights into the challenges involved compared with less empirical investigators. Perhaps their most essential finding is that there is no single “best” or “right” way to reason under uncertainty; this is both because of trade-offs between characteristics, such as computational complexity and accuracy, and because there is more than one way to be uncertain. For example, sometimes one is uncertain about whether a proposition is true, but other times one is uncertain about the degree to which a proposition is true. To reason comprehensively about uncertainty, it is necessary to be able to account for many qualitatively different species of uncertainty simultaneously.

In this chapter, I first examine the challenges that AI researchers have encountered by using the approaches they have used historically. Then, I discuss the fundamental ontological challenges that these approaches face. This is followed by the implications these challenges have for national security decisionmaking. Given all these obstacles, I suggest a proposed research agenda going forward. The chapter ends with some concluding thoughts.

Challenges That AI Researchers Face in Making Machines Reason Under Uncertainty

Broadly speaking, AI researchers have developed two approaches to reason under uncertainty that can be classified into two paradigms: Bayesian and non-Bayesian. We discuss each in turn, along with challenges that have been encountered, followed by a discussion of ontological challenges common to both.

The Bayesian Paradigm and Its Challenges

Bayesian approaches represent knowledge about a set of state variables as probabilities. These state variables can be either discrete (for instance, 50 percent confidence that a proposition is true) or continuous (such as a probability density function representing the likelihood that a variable takes a particular value). These variables are initialized to a prior (starting estimate) and then updated using Bayes’ rule when new evidence is received. The basic version of Bayesian reasoning uses the full joint probability, accounting for possible correlations between all the variables. This fundamental approach is almost never used for nontrivial problems because combinatorial explosion rapidly inflates the size of the joint probability table to an unmanageable size.¹ Thankfully, in most use cases, the bulk of the variables are either weakly or totally uncorrelated, which enables systems to use a subset of the full joint probabilities in the form of conditional probabilities. A simplistic, but often useful, version of this is “naïve

Bayes,” which simply assumes that all variables are uncorrelated. But most of the time, a moderate number of significant correlations need to be accounted for to attain good results.²

Bayesian belief networks—often shortened to “belief nets”—emerged as the predominant solution for these more-complex problems. One of the major advances that came out of AI research during the 1980s, belief nets use an acyclic directed graph to represent the correlations between variables (see Figure 10.1). Not only does this scheme provide compact representations, it allows efficient inferences that consider only those conditional probabilities relevant for a particular query, while ignoring the remainder of the graph.³ Processes that evolve over time, such as tracking, can be analyzed using a derivative method, the Dynamic Bayesian Network (DBN). Researchers have shown that many of the tools used in tracking and information fusion before the specification of belief nets in the 1980s—for instance, Kalman filters—are actually DBNs.⁴ This allows for formal analysis of the computational complexity and tractability of these tools.

---


³ Judea Pearl and Stuart J. Russell, Bayesian Networks, Los Angeles, Calif.: University of California, November 17, 2000.

⁴ Vladimir Pavlovic, James M. Rehg, Tat-Jen Cham, and Kevin P. Murphy, “A Dynamic Bayesian Network Approach to Figure Tracking Using Learned Dynamic Models,” in Proceedings of the Seventh IEEE Interna-
A limitation of Bayesian methods is that their underlying knowledge representation is inherently propositional—a particular variable can be true or false, or, if it is continuous, it is assumed to have one and only one true value. To reason about complex dynamic processes—for example, the surveillance of a region containing an unknown number of targets of interest—one must extend the Bayesian paradigm to consider multiple worlds. For the target tracking case, these multiple worlds could include worlds with various numbers of targets in the observation area, each of which becomes, in turn, a proposition to be evaluated according to Bayes’ rule.

Proponents argue that Bayesian models are more well specified, comprehensible, and correct than available alternatives, but for decades AI researchers hesitated to embrace Bayesian approaches. They had two reasons—one practical and the other theoretical. Until Judea Pearl introduced the belief net, there was no efficient way to conduct Bayesian inference and updating for a nontrivial problem. However, in the 1960s and 1970s, AI researchers mostly worked outside Bayesian models because of their observation that human reasoning seemed not to be based on probability. Instead, humans appeared to rely on simple heuristic methods, such as “default reasoning,” which basically consists of assuming that a proposition is true until a seemingly more plausible one comes along, at which point it becomes the new default hypothesis. Observational psychology offered support for this idea, so AI researchers prototyped experimental systems based on it.

The Non-Bayesian Paradigm and Its Challenges

Just because a means of reasoning about uncertainty is not based on probability does not mean it is necessarily non-rigorous. Lotfi Zadeh’s possibility theory provides a concrete example of a non-probabilistic system for these purposes. Zadeh’s fuzzy logic posits the existence of sets in which an object can be a partial member; an item can be half inside the set associated with a concept or conclusion. This is distinct from the probabilistic representation used in Bayesianism, in which a proposition can only be true or false. One benefit of this alternative ontological commitment is that fuzzy sets can naturally represent concepts that are difficult to express using probability alone. For example, say we wish to determine whether a person is in England or in Scotland. In a Bayesian context, we can assign probabilities that the person is in England or in Scotland and update those probabilities when new evidence becomes available. However, if the person is straddling the border, then they are partially in both countries at the same time. This sort of partial set membership need not be associated with uncertainty:

---

Perhaps we can see the person and know for certain what proportion of their body is on each side of the border.

Dempster-Shafer theory is another non-Bayesian approach for reasoning under uncertainty that has found substantial use for defense applications. Also known as the theory of belief functions, Dempster-Shafer theory originated as an attempt to introduce an interval-valued alternative to Bayes’ rule. In an influential 1976 book, Glenn Shafer reinterpreted Dempster’s original mathematics to represent what he dubbed “belief” and “plausibility” instead of bounds on an interval of Bayesian-like probability values. Shafer argued that his approach transcended Bayesianism by providing a natural mechanism for representing the concept of “ignorance.” The semantics of Dempster-Shafer theory and its relationship to the Bayesian paradigm are both controversial. Some critics argue that Shafer’s characterization of these two values as “belief” and “plausibility” is misleading, irrespective of the soundness of the underlying mathematics. And while proponents tend to emphasize that Dempster-Shafer theory is equivalent to Bayes’ rule when “belief” is equal to “plausibility,” skeptics contend that the theory is qualitatively distinct from—and inferior to—the older Bayesian paradigm it sought to extend.

The Challenges of Using Such Approaches in Practice

Despite the theoretical distinction between Bayesian and non-Bayesian approaches for reasoning under uncertainty, real implemented systems tend to incorporate elements of both. A dominant technique for tracking multiple targets, the Multiple Hypothesis Tracker (MHT), exemplifies this. The MHT aims to associate every possible detection of a target with one and only one source. It does this by maintaining a collection of single-target recursive Bayesian filters (Kalman filters) and computing a value for each track. Each valid assignment of all detections to possible tracks constitutes a hypothesis, which explains the name of MHT.

---


11 Stefano Coraluppi, “Fundamentals and Advances in Multiple-Hypothesis Tracking,” in *NATO STO IST-134 Lecture Series on Advanced Algorithms for Effectively Fusing Hard and Soft Information*, Paris, France: NATO Collaboration and Support Office, 2015. Although the introduction of the Kalman filter predated belief nets by over two decades, Kalman filters were later shown to be a variety of DBNs, and, today, a sizable literature exists analyzing them. See Pavlovic et al., 1999, and Kevin P. Murphy, *Switch-
In this sense, MHTs are also DBNs in that they are made of many DBNs “hooked together.” However, although in theory one can specify a fully Bayesian MHT as a hybrid DBN (that is, one with both discrete and continuous variables), such a system is not practical because its processor and memory requirements would rapidly balloon to astronomical dimensions. Practical MHTs use non-Bayesian mechanisms, such as pruning low-value hypotheses and gating (assuming that any detection beyond a certain distance from the expected position of a target being tracked cannot be associated with that target), to reduce the number of possible track-to-target associations that are considered and keep computational demands manageable.\textsuperscript{12} Such mechanisms often work well in practice but tend to be designed on an ad hoc basis without a rigorous theoretical rationale. One consequence of these design compromises is that theoretical analysis of systems incorporating both Bayesian and non-Bayesian elements can be impractical.

The computational complexity of belief nets, by contrast, has been extensively studied by computer scientists—but their findings are very sobering. Theoretical studies have shown that exact inference in arbitrary belief nets is NP-hard relative to the size of the network.\textsuperscript{13} This means that we cannot reasonably expect to be able to find the exact answer to a query of a Bayesian network of nontrivial size, even if we assume an arbitrarily powerful computer. This is not necessarily a showstopper in and of itself, because very effective algorithms exist to find approximate solutions to some NP-hard problems. The more damning finding is that accurate and efficient approximation algorithms for inference in arbitrary Bayesian networks of the classes of interest apparently cannot exist either. Approximate inference in Bayesian networks turns out to be NP-hard as well; furthermore, there is no guarantee that the resulting approximations will be close enough to the true values to be informative.\textsuperscript{14} Perhaps this is to be expected, because in a cosmic sense, such an approximation would be too good to be true. Given the ubiquity of phenomena that can be stated as belief nets, that approximation would be applicable to a mind-boggling array of diverse problems and could make a revolutionary impact on both science and engineering. In the 1990s, theoretical computer scientists


\textsuperscript{13} The NP in NP-hard stands for nondeterministic polynomial and refers to a kind of hypothetical computer that computer scientists use to theorize about computational complexity. This nondeterministic computer could explore multiple branches of a search tree at the same time, which is of interest because it could find the answer to any query in the same amount of time it would take to check whether that answer was correct. NP-hard is a broad category of problems that are at least as hard as the hardest problems in NP and would be hard in the sense that even the physically unrealizable nondeterministic computer would take a long time to solve them (Gregory F. Cooper, “The Computational Complexity of Probabilistic Inference Using Bayesian Belief Networks,” \textit{Artificial Intelligence}, Vol. 42, Nos. 2–3, 1990).

set out for this particular El Dorado, only to come back with proofs that the fabled city of gold probably could not exist.\footnote{15}

This is not to say that approximate inference in Bayesian networks is impossible. If it were, then Bayesian networks would be practically useless. Instead, approximate inference in belief nets must make assumptions about the structure and/or state of the underlying problem to get good results with a feasible expenditure of theoretical resources. This restriction makes intuitive sense when one considers just how diverse the set of arbitrary Bayesian networks truly is: The graph structures that form the “backbones” of these belief nets are the set of all directed acyclic graphs. One cannot reasonably expect an efficient algorithm to exist that would work on all these structures. By contrast, when one restricts one’s attention to certain classes of belief nets, it becomes evident that one should expect efficient algorithms to exist for some of them—for instance, those whose underlying graphs are singly connected (each node is connected to no more than one other node). Instead of relying on one unfailling “master algorithm,” one is obligated to develop an endless series of tailored algorithms, making appropriate trade-offs for their use cases.

**Ontological Challenges**

Beyond the challenges already listed, there are also ontological ones. To reason about uncertainty, we need to represent it somehow—but how are we supposed to represent something we are uncertain about? The problem of choosing appropriate systems of knowledge representation (or *ontologies*, as they are termed by AI researchers) remains an unsolved one. A complete ontology encompasses both a knowledge representation language (symbolic in most historical systems, but often incorporating learned vector embeddings in modern ones) and a semantic interpretation mapping that language to external entities. The reason that researchers have advocated so many alternative approaches is that these have meaningful differences that make them more or less fit for specific use cases. One important distinction between some major approaches is that they make different ontological commitments—that is, “truth” actually does not mean the same thing in them. For example, in a Bayesian context, probabilities are maintained about whether a proposition is true, but that proposition is assumed to be either true or false, with no possibility that the proposition is simultaneously

\footnote{15 Uri N. Lerner and Ron Parr, *Inference in Hybrid Networks: Theoretical Limits and Practical Algorithms*, arXiv, 2013. The analysis in Lerner’s 2002 dissertation is based on a kind of DBN called a Continuous Linear Gaussian (CLG), which uses both discrete variables and continuous variables, with restrictions, such as that the continuous variables must be Gaussian and that a discrete node cannot have a continuous parent. Lerner proved that unless \( P = NP \), even approximate inference in CLGs is intractable, and, more surprisingly, no polynomial approximate inference algorithm could have an absolute error smaller than 0.5. CLGs can be embedded into the more general DBNs of interest for most defense applications, so these pessimistic complexity and approximability results should be expected to apply to them as well; see Chapter Four of Uri N. Lerner, *Hybrid Bayesian Networks for Reasoning About Complex Systems*, dissertation, Stanford University, 2002.}
true and false.¹⁶ By contrast, Lotfi Zadeh’s fuzzy logic, which exists in a non-Bayesian context, allows variables to simultaneously be partially in more than one category. Sometimes the ability to represent that kind of uncertainty seems essential because of a need to reason about intermediate cases—like in the location example. Dempster-Shafer theory, meanwhile, aims to add a way to reason about ignorance, which its proponents assert is distinct from uncertainty per se. It seems that a truly comprehensive ontology would need to encompass all these forms of uncertainty and more.

Another, perhaps more important, reason that no single scheme for knowledge representation has found universal acceptance is that none has proved decisively superior in practical applications. Knowledge representation was one of the hottest areas of AI research during the expert systems boom of the 1970s and 1980s, resulting in some significant theoretical insights into the relevant problems. Unfortunately, one of the outcomes of this research was the discovery that it is not possible to find one ideal system of knowledge representation that is both representative enough to account for everything we would like while simultaneously being practical. Studies of simple knowledge representation languages showed that in any language capable of nontrivial representativeness, inference for some queries was computationally intractable.¹⁷ The consequences of this are profound: Knowledge representation languages need to be well adapted for their particular use cases to ensure that these intractable inferences do not need to be made in practice. This has particularly tricky implications for reasoning about uncertainty because it suggests that it may be necessary to modify or replace the knowledge representation language dynamically to keep it performant as knowledge is updated.

A fruitful way to think about the challenge of choosing an appropriate ontology for reasoning about uncertainty is using the “many worlds” metaphor used in the Bayesian paradigm. When we reason about uncertainty, we are considering a set of possible worlds in which the evidence available to us has different implications. But even for some relatively mundane problems, this set of possible worlds is noncountably infinite. In the general case, we need to reason about countless possible worlds—but obviously this is impractical, because it would demand infinite computational resources. Somehow, we must select an efficacious subset of possible worlds and discard those that can be disregarded without too much risk. But how are we to do this when we do not know what it is that we do not need to worry about?

To revisit the target tracking example mentioned earlier, say we are tracking an unknown number of targets in a defined area. Obviously, we need to define variables about whether each potential detection is from an actual target of interest, which of those detections should
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¹⁶ In a continuous case, a probability density function describes the probability that the variable takes on a particular value—but the variable is assumed to have one and only one “true” value. Russell and Norvig, 2005, p. 524.

be assembled into track histories, and so on. But while it is straightforward to represent these “known unknowns,” there are also “unknown unknowns” that could be critically important. For instance, there could be targets in the scene that are never detected, which might be moving along innumerable alternative trajectories through the surveillance region. Possibilities of this kind presumably should be weighted against one’s confidence that such a target could exist without being detected. However, doing so is not straightforward because these “unknown unknowns” are difficult to count. Given the difficulties of merely tracking detected targets, most real-world tracking systems forgo any attempt to reason about undetected targets. However, these are not merely an academic problem but an acute threat on the contemporary battlefield. For example, cruise missiles are low-visibility airframes that are designed and operated with the aim of avoiding detection.

To overcome these challenges, a robust system for reasoning under uncertainty will need to be equipped with a dynamic ontology that can be modified and extended on the fly to learn new concepts and remain computationally efficient. This seems to be how humans grapple with uncertainty. As we gain familiarity with a novel situation, we often come to conceptualize it in very different terms than we did initially. Moreover, we often invent new concepts and heuristics to navigate this uncertain situation. Contrast this with the classic Bayesian formalism, in which all propositions must be known at the outset and nothing outside the support of the prior can ever be learned.18 Prominent AI researchers, such as Douglas Hofstadter, suggested decades ago that creating machines with “general” intelligence will probably require endowing them with a similar ability to be introspective and self-modify their own ontologies.19 Despite this, to date only a handful of AI systems have evinced even a token ability to do this, and it does not appear to be a target of much active research.20

Implications of the Challenges for National Security

These challenges suggest some far-reaching, and sometimes counterintuitive, implications for information fusion and other forms of reasoning under uncertainty in defense applications. For instance, they indicate that more sensors are not necessarily better; they may very well turn out to be worse. In the abstract, it seems intuitive that, all else being equal, more sensors should increase the likelihood of reconstructing the state of the environment accurately. This intuition is true in a cosmic sense but does not apply when we must account for
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20 Perhaps the most famous historical example was Douglass Lenat’s EURisko heuristic concept discovery system, which in some versions was endowed with the ability to introspect and modify its own source code dynamically. Douglas B. Lenat and John Seely Brown, “Why AM and EURisko Appear to Work,” *Artificial Intelligence*, Vol. 23, No. 3, 1984.
the computational costs of reasoning under uncertainty.\(^1\) Increasing the number of sensors increases the number of evidence variables, but the computational complexity of the task increases supralinearly with the total number of variables. This implies the existence of a turnover point, where adding more evidence variables ceases to make a marginal improvement in reasoning quality and actually starts to impair it. This point of diminishing returns can also be expected to have additional peculiar properties. It seems obvious that a small amount of high-quality evidence might be preferable to a large amount of noisy, low-quality evidence. However, accounting for the theoretical computational complexity of uncertain reasoning, it appears that a moderate amount of good-quality evidence could be better than a larger amount of good-quality evidence.

This is a particularly worrisome possibility given our theoretical understanding of the underlying computational problems: Some of them are known to belong to complexity classes potentially more imposing than the familiar NP.\(^2\) That implies that the point of diminishing returns for additional evidence may present itself far sooner than we might expect. These considerations are particularly damming for the common vision of relying on networking and computers to turn data from cheap ubiquitous sensors into splendid situational awareness: From a theoretical standpoint, such a scheme appears somewhere between technically implausible and practically impossible.

These obstacles grow even more imposing when we consider the knowledge quality problems associated with the available evidence. In practice, we often do not know what, if any, of the evidence available to us is actually good quality. This prevents us from simply starting with the best evidence and incorporating more as time and resources permit. We must also consider the possibility that some of the evidence is not merely of poor quality but actively pernicious. While in contrived scenarios we can make convenient assumptions that evidence will have known or zero bias and regular noise, reality tends to be less felicitous. Adversary disinformation obviously falls into this category, but sometimes very misleading evidence results from natural processes. Even in the absence of adversary action, many organizations exhibit a tendency to process random noise as signal given biases in data collection and analysis.

Therefore, computational complexity and knowledge quality problems present imposing obstacles to quality reasoning under uncertainty. Because of the properties of the underlying computational problem, we cannot solve the problem by simply buying a bigger computer. Brute-force solutions would demand astronomical computational resources, and Moore’s


\(^2\) A much-cited 1996 paper found that approximate inference in Bayesian networks is \#P-complete. \#P is strictly harder than NP, but the relationship between \#P-complete and NP-hard is less obvious (Dan Roth, “On the Hardness of Approximate Reasoning,” *Artificial Intelligence*, Vol. 82, Nos. 1–2, 1996).
Law cannot be counted on to save us. Instead, we must seek shortcuts of various kinds: approximation algorithms that might sometimes give inaccurate answers and/or solutions that assume a simpler, more tractable underlying problem. If we cut the right corners, we may attain the results we seek with the informational and computational resources available to us. But to pull off this feat, we need to know which corners to cut—and we cannot be sure that we have the knowledge necessary to do this. The adversary gets a vote, and these simplifying assumptions may prove a highly vulnerable attack surface. If we are tricked into making the wrong assumptions, we may play right into the enemy’s designs. As Edward Feigenbaum put it, “in the knowledge lies the power.”

A Prospective Research Agenda—Setting Realistic Expectations for Systems That Reason Under Uncertainty

Given the challenges discussed and their implications for national security, what should research focus on going forward? In science fiction, as well as in many visions of the future role of AI in defense, computers conquer uncertainty once and for all. However, there are compelling reasons to believe that computers will not be dramatically better at reasoning under uncertainty than humans. Theoretical analysis shows that rigorous thinking about the unknown would require effectively infinite computational resources. The difficulty of reasoning under uncertainty is a key reason that we may not be able to get AI to do what we want—but what should we do about this?

First, we need to temper our expectations. Progress in computer technology cannot be expected to automatically bring about “dominant battlespace knowledge”; given the relative potential of automation for enhancing deception, our situational awareness of future battlespaces might be worse than we have experienced in recent conflicts, not better. However, the difficulty of reasoning under uncertainty also presents opportunities that the United States and its allies could exploit to their advantage. If reasoning under uncertainty is a wicked problem, can we force or trick the adversary into trying to solve that problem? If we find the right approaches, perhaps we can make uncertainty work for us, not against us.


To attain our defense objectives, we need to set realistic expectations for systems that reason under uncertainty. This goal requires comprehensive research. We have considerable empirical experience with various experimental systems and some relevant theoretical findings, but we have yet to integrate these into a method for predicting the real-world performance of operationally useful systems. The risks of failing to develop this capability could prove grave. Inflated expectations could have pernicious consequences that might ultimately culminate in defeat on the battlefield. During the past three decades, many analysts envisioned concepts of operations based on the assumption that information fusion and reasoning under uncertainty already were solved or would be solved within the foreseeable future. Research and development funds were allocated to systems that would exploit the possibilities of perfect situational awareness, not to attaining better situational awareness per se. These misconceptions also heavily distorted long-range planning. Most predictions of how AI and other emerging technology will eliminate uncertainty continue to be based on hope, not technical analysis, despite critiques of past debacles associated with this error (such as the Millennium Challenge '02 exercise). Military critics of these assumptions tend to fall back on Clausewitzian dictums about “the fog and friction of war” and intuitions that perfect situational awareness seems far too good to be true. They are correct, but they see only part of the picture. AI not only cannot be expected to “lift the fog of war”; from what we know, it appears to be far better suited to thicken the fog of war. We need a much better sense of what the future battlespace is likely to look like to calibrate our expectations and guide appropriate investment. In turn, this will enable us to direct resources so as to ensure sufficient battlefield performance and to attain our objectives. Doing so involves two thrusts of research: theoretical and practical.

Theoretical Research
The first thrust of research for setting realistic expectations for systems that reason under uncertainty is theoretical. Computer science has produced some tools to begin tackling this problem, but they must be further cultivated to bring them closer to practical systems. For instance, computational-complexity results for DBNs focus on the worst-case complexity of specific subclasses, but those subclasses may not be those used in practice. It might be useful, for instance, to analyze theoretical analogues to those systems that combine Bayesian and non-Bayesian elements, such as MHTs. Non-Bayesian components, such as the pruning
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28 Geist and Blumenthal, 2019.
and gating mechanisms in tracking systems, might be treated as oracles in such analyses, somewhat bridging the gap between our practical systems and our theoretical models.

A particularly significant insight that better theory might provide would be a means to predict the turnover point (where additional information or sensors would cease to be useful). As noted, the location of this point will depend on the quality of the evidence being considered, and a theoretical treatment of knowledge quality would be a major enabler of such analysis. The usual information-theoretic treatment of informational flaws as noise may be inadequate when confronting an intelligent adversary who can introduce carefully designed disinformation into the environment. It seems useful to draw a distinction between such disinformation, which is signal from the standpoint of information theory but is of negative value as knowledge, and generic, naturally occurring noise. Introducing a “knowledge value” component to analysis could overcome this issue and help define the turnover point for various situations by serving as the basis of cost-benefit analysis.

**Practical Research**

The other line of research needed to set realistic expectations for reasoning under uncertainty is practical. Empirical tests are needed to see whether real systems adhere to theoretical limits, as real-world implementations might outperform worst-case assumptions. To do this, we need to have a sense of what both the average case and the “planning case”—the most extreme case we expect to encounter in an adversarial environment—will be like. Such definitions are essential for informing theoretical research and understanding the insights of that research. Much empirical research can be accomplished with toy systems in contrived environments, such as simulations. There also may be opportunities for large-scale, cost-effective empirical analysis by piggybacking on existing practical systems, such as multi-target trackers. Such piggybacking may make it possible to carry out the necessary empirical studies with a minimum of additional expenditure.

**Research to Instrumentalize Uncertainty**

If we can set expectations about how reasoning under uncertainty will work in practice, we might be able to instrumentalize uncertainty to work for our interests. The risks of failing to explore these possibilities could be great. If we neglect the possibilities of instrumentalizing the hardness of reasoning under uncertainty, a rival might beat us to this capability and weaponize it against us. Even if no adversaries do this, we may still be depriving ourselves of a potent new capability. If we can make adversaries reason about uncertainty in circumstances of our choosing, we may be able to attain our objectives at much less cost in blood and treasure. However, we are obligated to study this space to develop defenses even if we decide not to exploit it ourselves. These defenses could involve taking active countermeasures and reducing and disguising our vulnerabilities. However, to identify these vulnerabilities and shrink our attack surface, we have to be able to perceive that attack surface.
For instance, imagine a scenario in which we were competing in an undergoverned space with a sophisticated, near-peer adversary. We would need to be confident that we were allocating our computational and other resources efficiently to best understand how and when the space is undergoverned. We can anticipate that the adversary will be trying to complicate this task for us. They might be doing this through classic ambiguity-increasing or ambiguity-decreasing deception tactics. They could also be trying to impose computational costs by introducing uncertainty that is optimized not to disguise the truth but to increase the amount of processing needed to ascertain it (making “known knowns” more expensive) or by sowing doubt about how well we even know how to describe what is going on in the undergoverned space (aggravating “unknown unknowns”). To recognize these tactics, we need to know what to look for—and without research, an adversary might subject us to such tactics without our being able to tell.

As with a research program to set expectations, understanding how uncertainty might be instrumentalized can be divided into a theoretical part and an empirical part.

Theoretical Research

Fortunately, formalisms such as DBNs provide us with a rich foundation to conduct theoretical research. The DBN formalism suggests some ways to categorize different kinds of uncertainty that an adversary might attempt to exploit. For the sake of discussion, assume that the defender has excellent self-awareness and knows all the values associated with the belief net describing itself—that is, its internal state variables and the probable evidence variables that an external observer might detect. The defender aims to complicate the rival’s ability to reconstruct these values, but its actions could take very different forms depending on its goals. Perhaps the defender cares little if the rival learns the true values, but merely aims to impose costs by making the rival work harder to learn them.

An obvious way to do this is simply by increasing noise, but there might be subtler or more focused strategies, such as adding targeted spurious variables and focusing noise around selected true variables in a manner theoretical analysis suggests will increase the difficulty of reasoning about the problem, even if it is not guaranteed to mislead the observer in the end. Another obvious case would be when the defender hopes to mislead the rival about the state of a few selected true variables. Such deceptions could have a variety of characteristics: An observer might experience a certain kind of uncertainty—“The value is between 3.5 and 4.2 and probably on the high side of that”—instead of making a specific wrong conclusion—“I’m sure the value is 7.1.”

A particularly important goal could be to prevent the rival from correctly inferring the graph structure describing the relationship of the defender’s state variables, as opposed to the variables per se. In many cases, this structure is much more important than the momentary state of its constituent variables, because it can be exploited to reconstruct other parts of the state under previously unobserved conditions. Once again, the formalism suggests efficient ways to accomplish this: One can add new variables, but there is also the possibility of convincing the rival of the existence of spurious edges between real variables. Such deceptions
could be designed to reduce the accuracy of inference or increase the computational cost of inference. Finally, instrumentalizing uncertainty is not just about making rivals uncertain. Sometimes, we want to make sure that a potential adversary is absolutely certain about something that is true. For instance, to avoid undesired escalation, it is imperative that the rival not perceive a possibility of an imminent attack that does not exist.

With the definition of an appropriate metric, we can design algorithms to optimize gambits such as these. A concept like the knowledge value suggested earlier could serve as the basis for metrics to measure the efficacy of uncertainty-manipulation methods. For analytical purposes, this might be defined as “the value to the defender of the action that a boundedly rational rival will take given how they perceive a particular state,” with boundedly rational defined as “instrumentally rational subject to finite computational resources for approximate Bayesian reasoning.” This would mean that an agent attempts to use the most accurate approximations that it can compute for the probable state of the world and that it acts rationally to pursue its goals given those perceptions. As noted, such a metric requires assumptions about the rival’s ontology and preferences to predict their computational complexity. However, this is an unavoidable aspect of formalisms of this type (consider algorithmic game theory).

Practical Research
The empirical aspect of the research program to instrumentalize uncertainty would use simulations and practical experiments to test both uncertainty-manipulation techniques and the applicability of proposed metrics. Simulated sandboxes could be used for both simulated agents and human test subjects. Given the unresolved mystery of human reasoning about uncertainty, a critical consideration is whether humans are better at overcoming or detecting uncertainty manipulation than predictions based on such theoretical abstractions as boundedly rational Bayesian agents. Alternatively, observational tests might find that humans have specific cognitive vulnerabilities that theory fails to predict. It is well known that humans employ various cognitive shortcuts, and some researchers have long sought to formalize these heuristic mechanisms to simulate them on a computer. Methods from cognitive science and existing cognitive architectures might be adapted to assist these inquiries. The resulting findings could, in turn, inform updated theories and metrics, as well as the design of experiments to test them.

---


Concluding Thoughts

Machines capable of efficient, rapid, and accurate reasoning under uncertainty could revolutionize both civilian and military affairs. The allure of these possibilities has compelled generations of AI researchers to attempt to create such systems. Over decades, they have pioneered a succession of different approaches to this goal. However, despite some real successes, they have yet to reach it. As AI researchers’ theoretical understanding grew, it became apparent that this disappointment stems from the nature of reasoning under uncertainty. This problem turns out to be computationally complex and epistemologically fraught. There is no single correct or optimal way to reason about uncertainty, because there is more than one way to be uncertain. AI researchers have translated some of these alternative modes of uncertainty into algorithms. Notable examples of these are Pearl’s Bayesian belief networks, Zadeh’s possibility theory, and Dempster-Shafer theory.

Although we can envision ideal systems for reasoning under uncertainty, these require unobtainable computational resources. As a consequence, actual systems must make trade-offs between speed, accuracy, and expressiveness. In essence, to reason about uncertainty using machines, it is necessary to weigh between a set of possible worlds consistent with the available evidence. However, for a nontrivial problem, these possible worlds are too numerous for a physical computer to represent and reason with. A real-world system must instead work with a smaller subset of possible worlds; in some cases, this shortcut can enable good performance, but, to make it work, one must possess accurate knowledge about which subset will be encountered in practice. As a consequence, computers and AI cannot be expected to eliminate uncertainty.

We must learn to live with uncertainty, but we can mitigate its hazards and perhaps even make it work for us. AI research on the problem of reasoning under uncertainty can serve as the foundation for investigations of these possibilities. First, we must set realistic expectations for reasoning about uncertainty. If we cling to ill-founded hopes that computers will slay the dragon of uncertainty for us, we are likely to misallocate resources and might even suffer battlefield defeat because we placed too much faith in flawed systems. A dual-pronged research program with both theoretical and empirical components could help demystify these issues for us. In particular, theoretical considerations suggest that there is probably a point of diminishing returns beyond which the computational costs of reasoning with more information are greater than the additional value that the information ends up providing. Second, we must confront the possibility that uncertainty might itself be turned into a wieldable instrument of state power. If reasoning under uncertainty is a hard problem, perhaps others can be compelled or fooled to try to solve those problems. Even if we decide not to solve the problem of reasoning under uncertainty, we need to study the problem for defensive purposes. The same sort of theoretical and empirical research needed to set expectations for reasoning under uncertainty could suggest not only possible ways that uncertainty could be instrumentalized but also prospective defenses against those possibilities.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ASDA</td>
<td>Act-Sense- Decide- Adapt</td>
</tr>
<tr>
<td>CLG</td>
<td>Continuous Linear Gaussian</td>
</tr>
<tr>
<td>DBN</td>
<td>Dynamic Bayesian Network</td>
</tr>
<tr>
<td>MHT</td>
<td>Multiple Hypothesis Tracker</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
</tbody>
</table>
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PART THREE

Supporting Long-Term Planning in the Face of Uncertainty and Change
The Pentagon. Whitehall. The Kremlin. Foggy Bottom. Horse Guards. Quai d’Orsay—these are how people once referred to the foreign policy and national security establishments of major nations. In the past, one could easily envision men (and it was only men who traveled in this world) arriving with briefcases to an office, sitting at desks, joining deliberative processes in meeting rooms, taking lunch in clubs or restaurants and then working often to a late hour illuminated by candle, gas, or incandescent lamps. During the days, officials would sift information, sort it in accordance with standard rules of thumb and established protocols, consider the information gained through their intelligence services’ observation of their opposite numbers, debate policies and, over time, frame actions and responses that would then be commended as courses of action (COAs) to respective governments in minutes, memoranda, and white papers.

That was then, this is now. There are new players (some undetected for long periods); new arenas of competition; new stakes; an ever accelerating pace of communication and hence a decreasing time cycle of decision; widening variation of intentions, objectives, and strategies; and a vastly more voluminous information flow paradoxically accompanied by an alarming rise in fundamental uncertainties. The nature of international interaction has changed and, along with it, the processes and protocols of decisionmaking.

But have the processes of decisionmaking changed enough? In particular, has analytical support for decisionmaking made possible the type of transition that the new era calls for? In the face of fluid conditions, deep uncertainties, and changing relationships, what capabilities would be the most desirable in an apparatus for conducting deliberation and analysis of policy alternatives on national security, relations with allies or potential adversaries, and dealing with today’s uncertainties and their challenges to U.S. long-term goals (as expressed in governing policy documents, such as the U.S national security strategy)?

---

A value proposition for innovative analytical support to meet contemporary needs should involve developing better methods for operating under uncertainty, integrating cross-agency processes, and enhancing the means for supporting organizational foresight. Although treated separately later, this chapter’s thesis argues that the necessary transformations can be found through incorporating and exploiting the concept of robustness and in a refocus on decision support—rather than forecasting—as unifying principles within the National Security Enterprise (NSE). ²

In this chapter, and in keeping with one of the major principles for enhancing policy robustness, we start by first identifying end goals. We enumerate six major difficulties that persist in the decisionmaking process now and identify potential means to overcome them. The next section considers the role that computation might play in analytical support to the NSE. The section following suggests that the very problem of deep uncertainty provides connective tissue for the integration of the planning, monitoring, and analytical systems that could well fulfill much of the agenda for contemporary analytical support to national security planning and decisionmaking. This is followed by a discussion of the role for adaptiveness and robustness that also lays out a design for analytical support to the NSE policy deliberation process—support that could better address deep uncertainties and, in so doing, go a long way toward dealing with the six obstacles. We close with a brief section of concluding thoughts.

Obstacles in NSE Decisionmaking to Be Overcome

Several aspects of contemporary NSE planning processes pose challenges for achieving the objective of becoming more flexible and adaptive in the face of greater uncertainty. We identify six obstacles and what we might do to overcome them in NSE planning.

Avoid Bifurcation in Focus by Evaluating Short-Term Actions in a Strategic Perspective

The United States has lost few battles in more than half a century. But there are few wars in which it has achieved the political outcomes it stated at the onset. This might partly stem from the strong distinction drawn in the United States between civilian policy and military operations and, thus, a certain bifurcation of focus. This exacerbates the fundamental difficulty of thinking along multiple timescales in parallel, especially in complicated or ill-defined arenas of conflict, such as undergoverned spaces. Knowing the next steps after securing battlefield victory is as important as achieving the victory itself. In the absence of the first,

² This chapter will shift across the components of the NSE, from policy deliberations in the U.S. Department of State, through military planning in the services and U.S. Department of Defense (DoD), to the offices involved in intelligence-gathering and all its forms. One of its central theses is the need for integrated assessment, planning, and implementation across these functions.
the second becomes hollow. The United States paid the price for that bifurcation in focus in the war in Iraq during which it easily won the military battle but did not consider sufficiently the consequences of victory. This led to the political vacuum in postwar Iraq. Being able to plan operations, evaluate intelligence, and trace operational pathways from means to ends within a consistent decisionmaking framework would support the difficult task of relating short-term actions to prospective long-term consequences.

Resistance to Uncertainty Absorption

The concept of *uncertainty absorption* formulated by Nobel laureate Herbert A. Simon captures the phenomenon of the lower levels within an organization being more cognizant of uncertainties pertaining to the sources, character, and quality of intelligence than are leaders in the higher levels. What moves upward through organization channels is not raw intelligence gathered at the lower levels; rather, it is syntheses and interpretations based on such information. Nuanced understanding of the variation among sources is necessarily stripped away so as not to clog channels going upward and possibly compromise organizational function. Unfortunately, the ability to drill down and examine the foundations for an interpretation is also often stripped away or lost in transmission. What this loss leads to is less communication of subjective risk perceptions than might be purposeful within organizations and points to a need for processes better suited to enhancing the quantity and quality of information exchange. The quantification of intelligence, particularly the characterization of uncertainty by probabilities, might lead to similar effects. The capacity to convey messaging on COAs, means, and goals while retaining tools for interrogating an interpretation’s underlying determinative factors would restore some of the nuance lost in the process of synthesis.

Penetrate Stovepipes

Establishing mission-oriented offices and agencies necessarily gives rise to inter-agency—and intra-agency—stovepipes of information and responsibility. The ideal would be to carry forward integrated discussions on policy objectives, intelligence, strategic concepts, operational requirements, mission requirements, existing and prospective capabilities, and mission-agency organizational goals. Although this is difficult enough to do within one mission agency, the difficulties of crafting comprehensive processes across those agencies are daunting and yet vital. The more complex the problem, the less reliable should be the confidence placed in any one organization to be uniquely authoritative and sufficiently expert.

Constrain Cognitive Dissonance

*Victory disease*—a term coined by Japanese officials to describe the state of mind of war staffs after early victories in World War II—equally applies to U.S. experience, such as the Iraq
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example, the shared situational understanding prior to the Battle of the Bulge, or the march to the Yalu in 1950. The phrase rolls up aspects of the confirmation bias and communal reinforcement (groupthink) noted by psychologists. Any planning team may perceive in the evidence before them, particularly when questionable and less than clear, encouraging signs for the COA being advocated or pursued. The capacity to reformulate such evidence into configurations that might be equally plausible or depend on different assumptions that cannot be rejected based on information at hand is not only absent but consciously or unconsciously resisted. It is challenging to risk the ire of (and perhaps ostracism from) a planning group already under pressure for delivery and pleased with its own performance by raising late-stage doubts. Less disruptive embrace of red teaming within the flow of the planning process itself could shore up weak points of potential failure.

As a related matter, there is value in also constraining proof by loud shouting which is the ability of the most prevalent or well-articulated views to dominate. A decision process can often be gamed by adding redundant data and modeling runs that will, in effect, limit other voices from being heard and perhaps even lock them out entirely. There is value in an analytical approach that will limit domination by repetition and instead reward diversity in a systematic approach that is also purposeful and operationally meaningful.

Recapture Scenario Value
DoD has embraced scenario planning of future contingencies and the resulting potential demands. Integrated security constructs (ISCs) help enhance the joint understanding of potential operational and mission demands and so, working backward, the materiel, skills, and readiness posture required to prepare the forces needed to carry out missions. The process of generating ISCs generally enfolded into the Quadrennial Defense Review (QDR) process is complicated, costly, and subject to negotiation and approval by all the Services and offices of the defense establishment. Once the approved set of ISCs is compiled, all involved are both relieved and loathe to fiddle with them further. Worse, no one wishes an interservice contretemps to flare up by having new conditions supposed that would be viewed as invidious to policies and programs of one or another service once underway.

In short, the system manages to again remove uncertainties not explicitly captured during ISC development from further consideration. This is the antithesis of value that the ISCs were intended to provide. As with some of the dysfunctions already noted, the organizational psychology of dissent in planning is even more fraught than it previously was. There is a need to recapture the value intended to be gained by making possible scenario thinking within the national security planning apparatus.

Make Foresight Less Precarious
A precarious value within an organization or process is one that has not been sufficiently defined, is seen not to have received sufficient legitimacy through leadership support,
or appears to be inimical to widely held understanding of vital missions.\textsuperscript{4} Activities and functional teams seen as failing to, not contributing to, or perhaps even distracting from activities focused on the organization's bottom line will be sidelined—either consciously or unconsciously—and potentially ostracized functionally or eliminated entirely. Foresight activities generally fall within this category. Those activities by their nature look beyond the next production horizon, ask difficult questions of busy folks, and are carried out by people who are not seen as contributing directly to organizational goals.

Foresight offices or functions are created with much fanfare and then wither or disappear entirely in one organizational shuffle or another. Those that do not perish have mastered one simple task: They have caused internal demand for their output to grow. The value proposition for organizational foresight activities must be made sufficiently strongly that the line units of the organization perceive it.

Summary

Taken together, overcoming these six obstacles in planning form a tall order. They appear collectively to be a stretch well beyond the contemporary capability to fulfill them. Few would argue with their desirability, but practical considerations consign them to a realm of aspiration beyond realization. The very rise in uncertainty that calls out the need for change would appear to overwhelm the attempts to deal with these obstacles credibly in a meaningful analytical construct and organizational setting.

However, more explicit recognition of the same deep uncertainty that has so complicated the task of national security policy analysis may serve as the way to deliver on the value propositions outlined. The overwhelming problem of sheer numbers—so many uncertainties multiplying in interactions with each other—that manifests as myriad pathways from the present to the future gives pause. But it also raises a fundamental and perpetual concern of analysis: Are we asking the right questions given what we face? There is also the sensitive concern of whether the NSE as a whole is well served under new circumstances by the traditional separation between its intelligence-gathering, analysis, and knowledge creation component in the Intelligence Community (IC) and deliberations by the planners and decisionmakers (known as the policy community) on the other, with little comprehensive reference between them. If more direct interaction within the NSE is deemed potentially valuable, then how can the connection between the two be brokered without introducing another problem of policy contaminating intelligence—or vice versa?

Three Pathways: The Role That Computation Might Play in Analytical Support to the NSE

Beginning with World War II, computation—or information machines—came to play a role for the military. From the U.S. Navy’s development of combat information centers aboard its ships to the early computers used to crack the Enigma machine and reveal its coded information, this new type of machine became ubiquitous and preponderant. Command, control, communications, and information (C3I) had always been crucial in determining battle outcomes, but it was most conspicuous by the extreme difficulty in gaining anywhere near enough of each, to say nothing of their integration. Incremental gains in advantage were hard won. But now machines rather suddenly became capable of vastly enhancing these capacities.

We are still in the midst of this revolution. As technical means advance, computing moves from just providing information and communications to helping with decisions. The extent to which computing is brought into—or becomes in itself—a decision system deserves some consideration. There are three different but related channels for doing so—prediction, automated and expert systems, and adaptive planning—but they are sufficiently distinct that there is value in recognizing the differences among them. Each has a distinctive approach to dealing with the problem of making decisions in the presence of uncertainty.

Prediction

Military commands and national authorities have always sought to improve prediction, whether of adversary actions, external conditions affecting operations, or of likely outcomes from employing a COA. We have moved from Delphic oracles or auguries reading the entrails of sacrificed beasts to more-sophisticated techniques. Computer models and simulations are powerful tools for rigorously examining systems and outcomes. Such models are extraordinary human artifacts that encapsulate mountains of knowledge and experience gained in many fields. Models keep track of myriad causal relationships and compute complex interactions among and within various systems that influence one another. As much as any other technological advance, they extend the powers of human cognition and perception.

At the same time, model-based prediction also carries limitations and presents risks increasingly likely to be present the more we proceed in a direction that might convince us that we are actually getting somewhere. If so, enhanced awareness extended beyond the narrow purview of such simulation systems themselves might prevent us from falling into potential traps.

Predictive analytics necessarily take a narrow view of what constitutes models and what purpose they serve. The term model usually suggests a representation of reality in an artifact that, although limited, nevertheless seeks as much as possible (given resources and the specific analytical requirements being served) to portray the structure of the underlying true model of the system in question. Thus, the validity of such a model is determined by its predictive power, as in physical science or engineering, or postdictive capacity to explain
variables’ time series as in social science. The model not only becomes the central feature of the analysis, but alternative uses of models for nonpredictive exploratory or explanatory purposes are disparaged or ignored. The analytical enterprise becomes one of seeking to reduce uncertainty and verifying which of the many different sets of assumptions about causal relationships or the values of future model inputs can be shown most likely to prove true. The output from this research path focuses on the likely future states of the systems in question and their component elements; therefore, the path only indirectly touches on those questions raised by policy planners or decisionmakers.

This is not to gainsay the power of predictive analytics or disparage its achievements. But we need to recognize the point beyond which this method is no longer appropriate to the purpose when applied solely on its own. Unfortunately, the breakdown occurs precisely when it is most needed—when alternative choices for short-term action are many, systems are complex, and the uncertainties present are difficult to characterize probabilistically owing to either a deficit of information or fundamental disagreements about what the data we possess might mean.5

All too often, the analytical enterprise of model-based prediction focuses on determining which among a set of assumptions about an unknowable future is the most reliable. This has the potential of introducing a Red Queen’s race and requiring increasingly exacting detail to enhance the fidelity of predictions.6 (If a model generates measures of agricultural output in Ukraine, it is tempting to believe that distinguishing among wheat, rye, and buckwheat while further breaking them into several subclimate zones would increase model validity and forecast accuracy.) Perhaps quantum computing when it arrives can better support this mission creep, but it is unlikely to be resolved in the short or medium term.

Another concern is that the quest for more reliably predictive modeling could create an increasing black box problem. Fewer people become capable of comprehending what the model contains and so more are disenfranchised from supplying meaningful insights, expertise, or critiques. In particular, those assumptions made explicitly at the onset to allow for computational tractability will, over time, become implicit and less apparent even to those inside the group who really understand the model—to say nothing of the policy professionals who constitute the ultimate consumers of the output. Thus, potential points of departure from an unfolding reality may fail to be perceived.

The final concern is one of dependency and a false sense of confidence. The unknown raises anxiety. The greater the extent to which we feel in control over what the future may bring, the better we can anticipate it and the more confidence we feel. Predictive models can inculcate an illusion of control. Like a witch or sorcerer from a fairy tale who can exert
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5 The term deep uncertainty may refer to conditions under which we do not know (or cannot agree on) how best to characterize uncertainty about future values of key variables (parametric uncertainty) or the nature of causal mechanisms (structural uncertainty). Added to this is a normative component in which we do not know or cannot agree on the appropriate criteria, limit values, or priorities for assessing how well outcomes perform in achieving our goals.

6 Derived from Lewis Carroll’s Through the Looking Glass, a Red Queen’s race is one in which “it takes all the running you can do to keep in the same place”—furious activity leads to no real advancement.

dominance by learning the true name of a thing or character, we feel that the more planners can learn the future’s true name—that is, chart out estimates of the likelihoods of different outcomes—the greater the unspoken sense of control planners are likely to feel. We ease our anxiety as individuals and as professional planning teams at the potential cost of amplifying the opening for, and consequences of, surprise—precisely the opposite of the intended benefit from the resources devoted to predictive modeling of deeply uncertain decision spaces.

Automated and Expert Systems

The second path for bringing computing into planning and decisionmaking is a logical extension of trends elsewhere, although the path is perhaps less applicable to the planning problem in the short term. That path is to enhance our reliance on machine learning (ML) and the various approaches to artificial intelligence (AI). The machine becomes the decision system itself rather than supporting a human-moderated process. This path is far less advanced than that of enhanced prediction and remains more of a prospect than a tangible alternative. Expert systems do exist for remote medical diagnostic screenings and robotic surgeries too delicate for a human surgeon to perform reliably or achieve satisfactory outcomes. Expert systems also exist for assessing visual data. Journalism algorithms already generate business reports or sports coverage. But there is also increasing interest in using such autonomous systems in the military; if perfected, such expert systems also could conceivably be useful applications in national security policy planning.

As with predictive modeling, it is possible that future advances in computing will make this an increasingly tractable and accessible alternative. But this is unlikely to be the case in the foreseeable future. Therefore, this path will also have shortcomings that planners will need to be aware of. The first is that AI-based systems have substantial black box aspects. The entire purpose of a recursively trained system is to develop system-generated algorithms permitting it to achieve reliably positive outcomes against an increasingly complex set of challenges or indicators and to do so in a fraction of the time that humans would require. But by their very nature, such algorithms may be difficult for observers to fathom or document. Thus, it will require ceding a measure of human control. Added to this are the well-documented cases of algorithmic bias in which the repetitive reinforcement of algorithmic assessments might incline the system toward inferences and thus solutions based on unintended or even undesirable foundations. Researchers in this field have also found that unintended features in the data sets themselves can reinforce the tendency toward bias. Finally, there is a substantial ethical dimension in relying principally on the AI system’s expertise, depending on the decisions being generated. Adding such automaticity to weapon or decision systems would bring us into a new world with uncertain prospects.

Adaptive Planning

The last of the three paths is the one we explore in the balance of this chapter: a human-in-the-loop approach to computer-based analytical support that creates adaptive planning systems
within which human deliberation is supported by iterative analyses based on and feeding back into those deliberations. The approach represents a division of labor between computers and models doing what they are best at—tracking connections and generating cases based on data inputs, models and assumptions—and people doing what they are best at—discerning patterns, drawing inferences and, above all, posing more and different questions.

Adaptiveness: The Key for Moving Toward Decision Support

Before further considering the technical tools that may help fulfill the needs discussed in the first section of this chapter, it is worthwhile stepping back and looking at a critical juncture within the NSE. By focusing on it, we can motivate an approach toward change across the fullest set of NSE processes.

Making the Intelligence Community More Adaptive

A characteristic recent debate in the NSE has been how to improve the ability of the IC component to provide the policy community with reliable information (and the analyses used to convey information) when confronting the unknown. More generally, we can refer to this as the problem of knowledge-gathering and characterization—a function largely but not exclusively in the IC. This task is considered the IC’s lane in the ideal—that of pure intelligence-gathering and exposition as opposed to the functions of policy planning, deliberation, and implementation. If the lines are blurrier in practice, there is nonetheless a wall intended to exist between intelligence and its knowledge formation activity and the policy deliberation process. The IC’s straying beyond its limits would be viewed as running the risk of corrupting both the intelligence-gathering and policy deliberation processes—that is, politicizing the IC.

This ideal conception of the IC’s role as focused solely on knowledge occasionally places it in the roles of either making forecasts or filling in blanks. At the same time, the prediction game has grown increasingly perilous, as shown by the IC’s lapses in providing early warning of the Soviet Union’s collapse; the Arab Spring; the September 11, 2001, terrorist attacks; and Iran’s Islamic revolution. Perhaps the conception of the IC’s modern role should be a bit different given the acceleration (along with decreased predictability) of change. Perhaps it always should have been so.

The IC must always be looking beyond the horizon. But for what purpose and as measured by what standards of performance? The same IC machinery used to gather information and frame analyses could be put toward endeavors with enhanced potential value within the NSE: providing analytical support to policy decisions. This line of effort would not be providing policy advice, but it would go beyond situation reporting as an end deliverable. This enhanced knowledge project can enhance policy actors’ understanding of available COAs and the potential implications of those COAs across different plausible futures. And in the context of “wicked” problems with a plethora of variables—many hard or impossible to characterize by probabilities—the task would be to provide analytically informed assessments of
which variables should weigh most prominently in the decision process so that short-term actions can closely conform with long-term policy objectives across many plausible futures.

This means a shift from trying to answer the question of “What will happen?” when it is objectively difficult to do so—that is, analysis as means to resolve which among the clashing assumptions will prove true in the future. Instead, the decision support focus would seek to provide input to illuminate questions more recognizably useful to the policy decision process:

- What future possibilities might affect the ability to achieve policy goals?
- How fragile is the current or intended strategy or COA to such changes?
- How could we modify our strategy to reduce exposure to such vulnerabilities?

This shift in posture and purpose for the data collection and analysis functions within the NSE would not require corresponding shifts in personnel, training, or modeling infrastructure, nor would it detract from reporting requirements. Rather, the same machinery can be leveraged to serve an enhanced rationale—one that is consonant with the historic tenets and purposes of IC activities but perhaps more suited to shifting and uncertain times. It would contribute to making the NSE more adaptive in two senses of the word. First, it would be better tuned and potentially responsive to the pace of external changes. Second, it could enable a posture for policy planning and deliberation that would be tuned to the need to strive for and embody robustness within the design of plans.

Moving Away from Optimality Toward Robustness

The term robust carries several denotations. Most relevant for this discussion is to define a plan as robust if it is one that performs well, compared with the alternatives, over a wide variety of plausible futures.7 Robustness in this sense is a comparative quality. It emphasizes the decision support over the neutral knowledge-gathering aspect of the NSE. Robustness focuses on comparative advantages, disadvantages, and trade-offs among alternatives. A robust strategy might not be an optimizing strategy based on a specific set of presumed circumstances. It is more likely to do well enough across many plausible future circumstances than do as well as possible in many of them. But to the extent that it fails altogether in meeting objectives, it is likely to fail more gracefully (i.e., with less dire consequences) than might an optimizing strategy when it finds itself confronting similarly invidious circumstances compared with those it had been designed to operate within.

Performing well suggests a trade-off between meeting policy objectives and performing satisfactorily in many different futures. It also suggests the explicit establishment of criteria for assessing trade-offs. National security decisionmaking rarely has a single bottom line suf-
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efficient to stand in for all interests. For one thing, actions designed to achieve a short-term goal (e.g., disrupt adversary preparations) could be injurious to long-term objectives (e.g., returning adversary behavior to international norms). For another, any action has costs, whether weighed in terms of dollars, administrative attention, or political capital. And any action may well have direct or indirect influence on other interests. For all these reasons and more, the NSE decision process is a multi-attribute valuation problem requiring balance and nuance. In this context, performing well means meeting the several criteria established by policy leadership. This factor alone would mean leaving optimization behind and instead conducting analyses on a basis that comes closer to the satisficing approach that Herbert A. Simon suggested more realistically approximates the behavior of decision leaders within organizations: Their job is to find positions they judge to be well hedged between opportunity and threat.8

Adaptiveness is a characteristic that enhances a plan’s robustness over a variety of plausible futures. Though this seems to be a truism, it too carries within it a subtle transformation in the conception of decisionmaking within the NSE. The professionals who staff these agencies are skilled and committed to excellent performance. They will naturally consider what might be Plan B if the future evolves deleteriously. But the adaptation will be situational, not a built-in characteristic of a truly adaptive plan that may be formally laid down as a series of “if–then” statements. A plan designed to be adaptive from the time of initial implementation will have determined in advance what signals should be observed to gain early warning of conditions as they develop and, based on those developments, adapt by shifting from one policy course to another that will have been previously judged to accord better with the emergent realities. Explicitly building capacity for adaptiveness may entail revising conceptions of what constitutes a plan and the analytical support required to both design it and expose it to policy deliberation.

Robustness and the capacity for adaptation that often is its motive force might be values used to distinguish and select among policy alternatives, but they are not ends in themselves. Robustness is a comparative value; there is need for a comparative yardstick that still centers on the goals set by policy leadership. So rather than measuring in absolute values, it is useful to employ the concept of regret to weigh choices. The regret of a robust strategy under a specific set of conditions is the difference between its performance along one or more attribute scales and that of a strategy that would have been optimized for those conditions. By definition, the latter strategy would have zero regret. The same is true for any two or more candidate robust strategies. By definition, one would have zero regret—among the available choices, that is the one that would do the best. Each of the others, if they did not perform the same according to the selected measure, would have some level of regret. This allows assessment of policy choices across many plausible futures and the several attributes for measurement that will have been selected by the decisionmakers.9

---


9 Note that a zero-regret strategy does not necessarily ensure a good outcome. That is, although the rank order of preference among available alternatives may lead to a preferred candidate relatively, it may be that
The remainder of this chapter will address the mechanisms for putting such decision support machinery in place to support analyses, policies, and decisions within the NSE.

The Technology of Complexity: Tooling for Robust Decision Support

NSE decisionmakers increasingly face growing uncertainties, dynamic links among complex systems, contention over assumptions and perceptions, divergent interests, and need for coordinated action even if consensus on trends and futures is elusive. Deep uncertainty exists when it is not possible to predict—or agree on—the probable values of future factors, competing models of causation cannot be rejected with the available evidence, or normative agreement on how to assess outcomes as successes or failures is contentious.\(^\text{10}\)

There is an emerging field of theory, methods, and tools to provide analytical support for decisionmaking under deep uncertainty (DMDU).\(^\text{11}\) DMDU methods share the general characteristic of shifting focus from optimization to instead seeking solutions that achieve robustness—the ability for a COA to perform well compared with the alternatives across plausible futures.\(^\text{12}\) In particular, DMDU methods systematically explore and define adaptive rules and pathways to achieve robustness.

The hard challenge lies in the nontrivial effort of adapting the methods and conjectures of this nascent field and combining them with others in innovative ways to provide the envisioned capabilities to the NSE. Most renderings of the Heilmeier Catechism\(^\text{13}\) used by the Defense Advanced Research Projects Agency to explore the merits of prospective research programs would ask, among other questions, what are the questions of interest that decisionmakers (for the purposes of this discussion, NSE decisionmakers) need to address, and what are the challenges to current methods for doing so? The prior portions of this chapter addressed these two points. The balance of this chapter is designed to answer the Heilmeier questions: What would a new approach look like, and how could a new program help to improve capabilities?

Although there is no example of a complete structure for robust decision–based analytical support within the existing NSE, we walk through how such a process might be conceived and conducted in the next section. The focus is on the capabilities of a reconceived decision process rather than the details of actual practices within the offices and agencies all such candidates lead to disagreeable results in absolute terms when compared with policy objectives.

\(^{10}\) Decision Making Under Deep Uncertainty Society, “DMDU Society,” webpage, undated.


\(^{12}\) Rosenhead, Elton, and Gupta, 1972.

that play roles within the NSE. Innovation would be required on the human and organizational aspects of implementation and process engineering, at least as much as for the technical aspects, for effective transitioning of this technology. Understanding how to do the least injury to existing working and reporting practices and being tuned to the differing formats of argumentation used within and between different offices (e.g., well-constructed narratives versus graphics or numerical tables) would be important values.

What follows is a high-level sketch of one possible robust decision–based architecture within the NSE. At several points, we will reference examples drawn from different subject areas. These serve solely to illustrate and provide more detail on process. The methods discussed are intended neither to be comprehensive nor exclusive of the possibility of other techniques. Because of this chapter’s focus on entry points for incorporating advanced computing into NSE decisionmaking, we will base the discussion on the Robust Decision Making (RDM) method for creating human-in-the-loop adaptive reasoning systems.14

Deliberation with Robust Decisions Analytical Support

A National Research Council panel concluded that an effective approach to “wicked” problems,15 such as those typified by climate policy but also manifestly present in the NSE, would be a process of “deliberation with analysis” that is an iterative interaction between the deliberating body and the analysts seeking to provide support to them.16

Figure 11.1 presents a concept for such an approach as part of an NSE policy deliberation process. In this conceptualization, the core engine for analysis is based on RDM principles portrayed in the center of the figure.

The model-based RDM method is not intended to produce better predictions but instead uses quantitative models and data to inform better decisions.17 Although traditional analytical practice may focus on trying to derive consensus on assumptions about future states of the world and outcomes, RDM instead seeks to derive consensus on decisions—even when there may be considerable disagreement over assumptions or differing interests (Figure 11.2).18 It does so through successive iterations of proposing different and successively more sophisti-
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Collaborative Framing of Objectives and Strategic Concepts
No serious discussion of strategy can occur without specifying the end objectives for which strategies are just the means. The parties to an NSE deliberation may be prepared to enter the decision structuring step immediately (center top of Figure 11.1). But particularly in an inter-agency process, specifying those goals may be difficult. Therefore, the left of Figure 11.1 also places an opportunity for beginning with a broader initial framing. A focus on robustness and adaptivity could usefully begin here. The effort could provide value in itself even if...
a more formal decision analysis is not feasible. Several nonquantitative DMDU methods can provide support. We will discuss two methods operated in parallel.

Standing in the present and looking forward is difficult, confusing, and contentious. It may prove easier for a mixed group to instead place itself in an explicitly defined future and look back. 3HF is a foresight technique that has been applied as a group tool for defining shared vision. The focus is on establishing in some detail the characteristics of a desirable future (3rd Horizon) through a structured, qualitative process, characterizing the present (1st Horizon) condition in similar terms, contrasting the two, and identifying trends, obstacles, or trade-offs that might prevent the ideal 3rd Horizon condition from being realized. The heart of the exercise is to then identify and contrast alternative pathways for crossing the intervening period (2nd Horizon)—the “zone of conflict” in Curry and Hodgson’s parlance. These different pathways or COAs can be viewed as transition trajectories corresponding to different candidate strategic concepts.

In extending the 3HF output, ABP may be used to examine different alternative COAs—each based on one or more strategic concepts—to effect the transition across the 2nd Horizon. ABP is a narrative technique originally intended as a way to discover important but implicit and potentially vulnerable assumptions within plans. When used at the outset of a policy deliberation, ABP framing can deconflict the more-usual advocacy behaviors found in policy discourse and enhance discussion of alternative choices.

ABP does so by comparing COAs side by side to elucidate for each their explicit and implicit load-bearing assumptions—those assumptions that, were they found to be invalid in the future, would then call into question the value of that COA as a vehicle for bringing about desirable outcomes. During this process, COAs may be modified or hybridized to shore up revealed weaknesses. After the winnowing process, each COA is then assessed for what signals might give early warning of impending vulnerabilities and what ancillary actions may be taken to either shape circumstances to be more conducive to the COA or hedge against its

---


20 Curry and Hodgson, 2008. In the report, this is referred to as the “triangle” of conflict. It is conflictual because not only are the systems necessary to sustain the prospective 3rd Horizon coming into being, but also those of the 1st Horizon are resisting their loss of incumbency while the needs and goals of the 2nd Horizon time period also require contemporary support.


potential failure. Figure 11.3 shows the idealized flow of an ABP process configured within a 3HF framing.

As the world changes, the systems and concepts well suited to current conditions (solid black line) may work increasingly less well in the future unless they also change. If they did so, they would be better suited to achieving objectives in the 2nd Horizon time frame (dashed black line). Because of fundamental uncertainty and despite what we may intend, the systems put in place to sustain the 3rd Horizon state may be more or less well suited to achieve the planning group’s vision (dotted lines). Choice of COA, early warning, and hedging and shaping actions can affect actual outcomes.

Main Steps of RDM Process

Returning now to Figure 11.1, the main steps of an RDM policy analysis are seen in the center of the figure. The first and most crucial is for the parties to the deliberation, whether internal or cross-agency, to determine the decision structure framing the analysis. This effectively places the decisionmakers within the analytical process and so enhances focus on the decisions that require analytical support. This beginning at the “wrong end of the telescope” differs from more traditional approaches that might first seek to detail the system of interest without initial reference to the decision aspect. The latter would provide an objective view

FIGURE 11.3
Combining 3HF with ABP Weighs Both Future Visions and Alternative Strategic Pathways

SOURCE: Ecola et al., 2018, Figure A.3.
that might leave to the planners the task of determining what the results may imply for the
decisions at hand. The former brings the decision question into the heart of the analysis.

The decision structuring step gains its power through reviewing the factors of importance
to a problem and placing them in one of four functional categories that will be explored in an
RDM analysis as shown in the text box.²³

The framing in the text box aids decision analysis in several ways. It provides a design
specification for the model software in the RDM analysis. For example, the assignment of
factors to the category of external uncertainties (X) versus that of policy levers (L) (which
may be assembled as building blocks into a variety of candidate COAs) brings the actual
policy process into the analysis; what is an external uncertainty to one group of policy actors
is precisely the sphere of action of another. This reinforces a means and ends framing for
the analysis versus detailed modeling of an entire system only to later find that only por-
tions of that system are relevant to selecting among COAs (as opposed to predicting future
outcomes.) This makes the modeling component more parsimonious of modeling resources.

Beyond the uncertainty that comes from not knowing values of important future factors,
there is also structural uncertainty when there are alternative beliefs regarding causal rela-
tionships (R). This type of uncertainty means that two trained professionals, such as former
United Nations Ambassadors John Bolton and Samantha Powers, can consider the same body
of evidence and draw different policy conclusions, in part, because of different conceptions
of underlying causal relationships. Finally, it is important to place exploration of measures
of outcomes (M) at the same level of the other categories. Rather than just being the sausage that
emerges from the NSE factory, policy choices will need to be made on the basis of trade-offs
among prospective gains and losses. Thus, determining what set of outcomes will be deemed
successful is also an active process of exploration. Creating the Table 11.1 structure at the
onset provides a useful common vocabulary across disciplines, professions, and backgrounds
to support deliberations and decisions over policy.

<table>
<thead>
<tr>
<th>Categories of Factors to Be Explored in RDM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>X: External Uncertainties (assumptions)</strong></td>
</tr>
<tr>
<td>Uncertain factors beyond control of planners that may affect their ability to reach goals</td>
</tr>
<tr>
<td><strong>R: Relationships (models)</strong></td>
</tr>
<tr>
<td>Alternative specifications of causal relationships among metrics, levers, and uncertainties</td>
</tr>
</tbody>
</table>

The decision structuring process lays out the elements comprising the experimental design for the analytical machinery used to carry out the next RDM step, case generation (Figure 11.1). This supports the exploratory modeling at the heart of the method.24 Instead of focusing on a small set of scenarios, exploratory modeling reasons over large ensembles of cases generated by simulating COA outcomes against several assumptions. Thus, the points of view of all sides are considered in the analysis, precluding the need for prior agreement on assumptions. The result of this step is a set of outcomes from the pairwise simulation of one COA (a defined set of policy levers \([L]\)) played out across a selected test bed of alternative futures defined by different assumptions about the uncertainties \([X]\) for all the COAs under study.

The resulting information is then evaluated in the discover vulnerabilities step. RDM invites an iterative process of discovery, reframing of questions, and COA refinement as indicated by the arrows showing recursive flow in the Figure 11.1 RDM box. The planning team and analysts draw inferences from reasoning over the ensemble of cases and pose new queries. Uncertainties are not characterized by assumed probabilities but are instead characterized by what information they convey about how to decide among alternative COAs. The analysis will not predict actual future outcomes. It rather provides better understanding of available alternative COAs and the potential implications of each and identifies those criteria on which a decision should be based to enhance robustness.

In particular, scenario discovery is a process of determining COA vulnerabilities. Because of the limitations of unaided human perception, such ML-based algorithms as the Patient Rule Induction Method (PRIM)25 or Classification and Regression Tree (CART)26—perhaps combined with a principal component analysis27—are used to search for systematic successes or failures of COAs across many cases representing different assumptions about future states of the world. In discovering what is common across these cases, scenario discovery in effect proposes lower-dimension sets of factors—scenarios—that appear common across a class of outcomes. Meaningful scenarios are thus generated analytically rather than selected \textit{ex ante}. These, in turn, convey important findings to the planning group, allowing them to reevaluate choices and better understand vulnerabilities among candidate COAs.

The implications of this capability for opening the aperture of NSE policy deliberation are potentially profound. Rather than the less tractable and often troubling question of “What will happen?” a new—and more operationally useful—one takes its place: “What would we need to assume or believe will be true to recommend selecting COA 1 instead of COA 2?”

---


This crucially changes the focus from outcome prediction to illumination of choices among alternatives and supports decisionmakers in hedging against risk.

Applying the prior steps (often several times) provides data for trade-off analyses to compare candidate COAs. Because the goal is not to forecast outcomes but to compare the robustness of alternative plans for meeting defined policy objectives across different future states of the world, the key is the concept of regret: How much would we regret (in terms of measurable objective value forgone) having chosen a particular COA compared with the alternative COA that would have been optimal for that set of conditions? When trade-off analysis occurs, it is likely that prior iterations of COA modification will have reduced many potential vulnerabilities within the remaining modified candidate COAs. Therefore, we are not interested (from the perspective of policy decisions) in any remaining uncertainties and vulnerabilities that do not change the preference rankings among alternatives. Rather, we are now able to identify and focus on those variations in possible external circumstances that would change that order of preference ranking.

Figure 11.4 illustrates the comparison of four candidate COAs. Having discovered a stressful scenario in the prior step, the values being tested against are different assumptions.

**FIGURE 11.4**
Trade-Offs in Regret Performance of Four COAs with Variations in Odds of Stressful Scenario

---

28 This figure was adapted from Steven W. Popper, Claude Berrebi, James Griffin, Thomas Light, Endy M. Daehner, and Keith Crane, _Natural Gas and Israel’s Energy Future: Near-Term Decisions from a Strategic Perspective_, Santa Monica, Calif.: RAND Corporation, MG-927-YSNFF, 2009.
of the odds of that scenario occurring. COA 1’s expected outcome regret is higher at almost every point than all the others. COA 2 performs well when the assumed odds for the stressful scenario are low, while COA 4 does better in situations in which stressful conditions might be more expected. COA 3 would probably not be considered in an analysis that was keyed toward optimization or that looked only at two to three scenarios. It also is dominated at most points. However, perhaps it represents a hybrid version of COAs 2 and 4. It shows the characteristic of failing gracefully: Across the unknowns, its regret measure is at most points second best. Its performance appears robust to uncertainty as measured by the ratio shown on the horizontal axis.29

Output to Determine a Robust Strategy

The end process to RDM provides decisionmakers with strategy choices selected for robustness (the right side of Figure 11.1). An output, such as the one shown in Figure 11.4, presents several advantages to a senior decision group. It does not recommend policy but rather illustrates the basis for choice that would enhance the prospects for short-term actions to meet long-term goals across a rugged future landscape. It is an observational instrument rendering visible what was previously hard to perceive, in the same manner as a microscope or telescope. Senior leaders may bring their perspectives to what potential futures they find most worrying or credible or may bring additional external information to bear in selecting among choices. And to the extent there is true uncertainty with little prospect of assigning probabilities to future values of the uncertainties that RDM analysis shows affect preferences, the method discloses a robust candidate strategy (COA 3) that would form a hedged position.

Probabilities have not been brought into the analysis proper prior to the trade-off step, nor has the generation of the set of plausible future values that form the test screen for plan performance been done on a random basis.30 This means that the analysis has a drill-down capacity; senior leadership might ask to see individual cases and outcomes that lead to the curves shown in Figure 11.4. It is possible to understand the cause and effect at play in each such case or set of cases. It is possible to see which changed assumptions might affect plan success or failure. Most importantly, graphics such as Figure 11.4 provide a basis for exchanging views, collectively recognizing which areas in a world of scarce intelligence or analytical

---

29 We could alternatively have placed along the horizontal axis different assumed values for one of the key uncertain factors that vulnerability analysis will have disclosed does change preference rankings among choices—that is, as in Figure 11.4, regret values that cross over rather than maintain a consistent parallel valuation among COAs. (For an example of this approach, see Popper et al., 2009.)

30 The Monte Carlo method generates an experimental design stochastically. Therefore, RDM instead frequently uses a Latin Hypercube experimental design which selects the desired number of test cases (100, 1,000 or 5,000,000) uniformly across all dimensions represented by the uncertain variables. This selection is more reproducible. Three such uncertainties would see points selected from within a cube; N uncertainties would be drawn from an N-dimensional hypercube. See M. D. McKay, R. J. Beckman, and W. J. Conover, “A Comparison of Three Methods for Selecting Values of Input Variables in the Analysis of Output from a Computer Code,” Technometrics, Vol. 21, No. 2, 1979.
RDM in the Absence of Formal Models?

The NSE is broad and encompasses many issues that may be analyzed through formal computer modeling; these issues include the transition toward a modernized nuclear triad architecture while dealing with nuclear-armed adversaries, reduction of the vulnerability of the domestic defense industrial base to different types of shock or disruption, and strategies of assistance for developing countries’ transition to non–fossil fuel energy. But there are also principal preoccupations in geopolitics and diplomacy for which no formal models exist and for which modeling is not part of analysts’ training. To what extent may the RDM process shown in Figure 11.1 be applied in such settings?

The word *model* usually implies a quantitative formalization. This fails to capture the concept’s full potential. In RDM, a model is regarded less as a detailed representation of reality than as a means for generating simulation outcomes consistent with known facts and relationships. This changes the model’s role and cedes its traditional centrality in quantitative analysis to become instead subordinate to the main task of supporting deliberation and decision. What is required in RDM is an explicit, systematic mapping of cause and effect from applied action to the resulting outcomes within a setting described by the values assigned to environmental factors. In this sense, a model may consist of a set of explicit causal statements describing presumed relationships between inputs and outputs.

In this light, the world of foreign policy and diplomacy is rife with sophisticated, complicated models. However, they remain implicit, defined by the knowledge and accumulated experience of individuals, and not codified as formalized statements. A model sufficient to support RDM reasoning may be created through formal elicitation from subject-matter experts (or planners) of causal statements about the system or issue being considered. Differences between individual expressions of these causal constructs may be tested in precisely the same manner as any other exploration of differences within RDM.

Elicited statements of causal relationships would then be compiled into a comprehensive structure. Different individuals might formulate such statements differently, ascribing greater or lesser influence of selected causes on the effects of interest. These differences would then be made explicit and thus testable and capable of serving as a basis for more focused policy reasoning. Within an RDM analytical structure, the potential exists for developing quantitative or ordinal characterization of uncertainties—for example, as

---

1 A senior former State Department official once related to the author that the only times during his career that he attended a briefing for which the room’s lighting was dimmed so that overhead or projected slides could be shown was when he was visiting in the Pentagon.


resources should be the focus for enhanced effort, and cooperatively finding ways of improving and adapting plans and implementation.

Any implementation of a resulting robust strategy itself has a recursive value in the Figure 11.1 schema. The activity of adaptation from which the property of robustness derives carries implicit within it a need for monitoring, evaluation, and course correction during implementation. The process outlined in Figure 11.1 may be seen as a means for fully implementing an Act-Sense-Decide-Adapt (ASDA) cycle for the NSE. The more-familiar Observe-Orient-Decide-Act loop (see John R. Boyd, The Essence of Winning and Losing,” re-created briefing, Project on Government Oversight, August 2010) is based on a move-countermove paradigm that yields concepts of operations framed in this context. The ASDA cycle instead envisions operations within a complex adaptive systems paradigm and so prioritizes enhanced awareness to evolving situations and innovating new concepts of operations in response to them (see Justin Kelly and Mike Brennan, “OODA Versus ASDA: Metaphors at War,” Australian Army Journal, Vol. 6, No. 3, Summer 2009).

A rebuttal to the argument that such models would be ad hoc and, therefore, potentially (or even necessarily) spurious, is the simple statement that such models exist and are already the implicit basis for argument and disagreement in the NSE deliberation process. The only difference with current practice is to elicit these tacit models, make them explicit, and render them in a form for comparison, testing, and leveraging their power for decision support in an innovative application. For an analysis conducted in this manner, the model is part of the analytical machinery but also an important output to be tuned and reevaluated as performance, outcomes, and data are subsequently gathered and assessed.

Using such a Robust Decision approach to NSE deliberations, even if formal models do not exist, would allow a realization of the ASDA vision inherent in Figure 11.1 of a common analytical process amalgamating knowledge-gathering, analysis, planning, and outcome evaluation into a unitary, operationally focused framing.

formal mathematical models, decision trees operated as Bayesian networks, or a rules-based lexicographical mapping without being forced into the predictive role of assigning them probabilities.

31 The more-familiar Observe-Orient-Decide-Act loop (see John R. Boyd, The Essence of Winning and Losing,” re-created briefing, Project on Government Oversight, August 2010) is based on a move-countermove paradigm that yields concepts of operations framed in this context. The ASDA cycle instead envisions operations within a complex adaptive systems paradigm and so prioritizes enhanced awareness to evolving situations and innovating new concepts of operations in response to them (see Justin Kelly and Mike Brennan, “OODA Versus ASDA: Metaphors at War,” Australian Army Journal, Vol. 6, No. 3, Summer 2009).
Concluding Thoughts

Enhancing the capability for analytical decision support in NSE policy processes requires reexamining the role and orientation of the classic posture toward intelligence-gathering, analysis, and dissemination. Embracing the concept of robustness—with its prospect of allowing for more adaptive NSE policy in the uncertain times that lie ahead—suggests the value of similarly reexamining the optimization-based strategic approach that is implicit in traditional policy analyses. More often than we would care to admit, policies are selected with the unstated assumption of maintaining relevance from the time of their implementation until the time for evaluation arrives. Although few policies are truly fire and forget in the NSE policy realm and course correction will be required—particularly when human adversaries are involved—the structure of deliberations is framed in a way that carries little explicit recognition of that fact. Red teaming is an adversarial, post-processing step following plan formation rather than an essential component of its gestation.

The idealized robust decision–based framing of an NSE policy process presented in this chapter takes as one of its postulates that any policy implemented in a sufficiently complex setting, especially one that is adversarial, is in truth a policy experiment. If so, let the policy deliberation process reflect this reality in its fundamental framing. Doing so on a formal basis will be a great challenge. Yet, there is a profound asset buried within today’s NSE that bodes well for eventual success: Many of the dedicated, talented, and creative professionals within that establishment make informal attempts as individuals to perform this reframing as best they can. It remains only to develop the structures that would permit these inclinations to become better supported. In addition to the tooling that already exists to support deductive reasoning within the NSE, there is also a need to institute a similar apparatus to assist in the inductive reasoning process (“What if . . . ?”) that is its natural counterpart; this is a faculty that individuals routinely use but that has fewer means for expression within an agency hierarchy or inter-agency process.

Methods and application experience for each of the steps in the process in Figure 11.1 already exist. That does not make the goal of applying it in the NSE any less aspirational and challenging. The potential rewards for doing so are many. Recent events have shown that those at work in the NSE need “a prosthesis for the imagination.”32 NSE process and structure must better accommodate a more widely embracing phenomenology than it uses. More than ever, the NSE requires support for systematically exploring and formally employing the means for structured inductive and abductive reasoning through troubled times. The policy deliberation process would benefit from becoming more capable of eliciting different classes of knowledge and experience that might be brought to bear on the challenges of the future. There is a need to create an environment that encourages and can accommodate late-stage inferences and divergences of opinion without risking disruption of the larger policy deliberation process. And above all, the NSE as a whole would benefit from having the ability to

incorporate the strategy development, analysis, planning, implementation, and monitoring and evaluation functions within an integrated, continuous process, such as in Figure 11.1. Bringing this aspiration into being within the NSE fully meets the criteria for being considered a worthy—“DARPA-hard”—challenge.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3HF</td>
<td>Three Horizon Foresight</td>
</tr>
<tr>
<td>ABP</td>
<td>assumption-based planning</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ASDA</td>
<td>Act-Sense- Decide-Adapt</td>
</tr>
<tr>
<td>COA</td>
<td>course of action</td>
</tr>
<tr>
<td>DMDU</td>
<td>decisionmaking under deep uncertainty</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>IC</td>
<td>Intelligence Community</td>
</tr>
<tr>
<td>ISC</td>
<td>integrated security construct</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>NSE</td>
<td>National Security Enterprise</td>
</tr>
<tr>
<td>RDM</td>
<td>Robust Decision Making</td>
</tr>
</tbody>
</table>
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Some aspects of great-power competition are straightforward, but other aspects are more shadowy.¹ Some are overt and well recognized, while others are gradual, less alarming, and perhaps more dangerous. Russia seeks to undermine the processes of governance in other states, while China tries to undermine institutions that regulate international cooperation, to reshape norms in ways consistent with its ambitions,² and to undermine legitimacy of the Taiwanese government.³ The following paragraphs discuss Russia and China in the context of undergoverned spaces (UGS) in slightly more detail.

UGS and Great-Power Competition

Russia in UGS

Russia’s interventions in Georgia and Ukraine are well known.⁴ More generally, Russia has pursued subversion programs to fragment target states and create UGS.⁵ This part of Rus-
Russian strategy has intellectual roots going back a century. Such activities extend to attacks on developed states, such as in the 1980s when the Soviet Union spread false information claiming that the United States had engineered the AIDS epidemic. More recently, Russia unleashed information warfare against the United States during its 2016 election as described in the report from Special Counsel Robert S. Mueller III.

Information warfare is a central element of today’s Russian strategy because Russia is too weak to compete effectively militarily and economically. Russia has used information warfare through social media and other modern cyberspace technology against France and the United States and against vulnerable target regions in Georgia, Ukraine, and elsewhere. A core element of Russian strategy is the effort to weaken target countries from within, often by exploiting preexisting social, political, and economic schisms and sowing doubt about leaders and institutions.

It is not the intent here to claim the existence of a new coherent multidimensional Russian doctrine; it is but merely to note the centrality of these matters in modern political warfare, an activity defined decades ago by George Kennan:

Political war is the employment of all the means at a nation’s command, short of war, to achieve its national objectives. Such operations are both overt and covert. They range from such overt actions as political alliances, economic measures (as [European Recovery Plan] ERP—the Marshall Plan) . . . and “white propaganda” to such covert operations as clandestine support of “friendly” foreign elements, “black” psychological warfare and even encouragement of underground resistance in hostile states.

Today, hybrid and political warfare dominate the Russian battlefields with other major powers. Interestingly, Russia claims that it has been the victim rather than instigator—a victim, for example, of the color revolutions, of Western efforts to entice Ukraine and other former Soviet states into the North Atlantic Treaty Organization (NATO) and the European

10 Herbert R. McMaster cites an old Russian joke about a Russian farmer with a single cow. If granted one request by the Russian equivalent of a genie, the farmer’s foremost wish is the death of his neighbor’s second cow. Tearing others down, then, can be an objective in itself (see McMaster, 2020, p. 40).
Union, and of efforts to topple regimes it does not like. In any case, Russia has embraced the warfare methods with enthusiasm and has produced structures that suggest systematic study. One has been touted as the Gerasimov Doctrine with new rules of war, although a more realistic view is that Russian doctrine has merely evolved modestly from previous doctrine. The Russian definition of hybrid war seems to be as follows:

Hybrid war: a strategic-level effort to shape the governance and geostrategic orientation of a target state in which all actions, up to and including the use of conventional forces in regional conflicts, are subordinate to an information campaign.

Other definitions appear in more-extensive reports on hybrid warfare and operations in the gray zone by the Center for Strategic & International Studies and the RAND Corporation.

China in UGS

China’s views of hybrid warfare are as broad as Russia’s but reflect its own history and geographic realities. Ross Babbage has written extensively on Chinese thinking and actions, noting origins as far back as Sun Tzu in 500 BC. Mao Tse-tung’s thinking reflected his study of commanders ranging from George Washington in the American colonies to T.E. Lawrence in the Middle East. And, of course, Mao had ample experiences of his own. Mao’s thinking preceded cyberwarfare as it is seen now, but he would have embraced it.

As discussed in Babbage’s review, China has pursued its strategic ambitions in a long sequence of hybrid warfare operations, which have adhered well to Mao’s principles. These involved annexation of Tibet (1950–1951), support for insurgencies in Vietnam and elsewhere


(1950–1980), war with Vietnam (1977–1987), the Doklam incident with India in 2018, posturing about the Senkaku Islands, and efforts to dominate the South China Sea. Interestingly, Chinese thinking has embraced all the elements and tactics also discussed in writings about Russia’s use of hybrid warfare—for example, such elements as the emphasis of winning the narrative, pursuing intense political warfare, and exploiting political weaknesses in adversary states.

What Is and Is Not Special

Little is new about hybrid and political warfare, and definitions vary. Christopher Paul notes commonality across concepts:

First, there is a range of conflict and competition short of war, and even when we cross into “war” there is still a spectrum of variation in intensity, capabilities used, and attribution. Competition and conflict across these ranges can involve both conventional and unconventional military forces, as well as capabilities from across the elements of power, including (but not limited to) the diplomatic, informational, military, economic, and legal.

Second, adversaries can pursue these competitions in a gradual or incremental way, creeping or nibbling their way to success, and they can be conducted in a delayed or difficult to attribute manner or seek to remain below thresholds for escalation, creating challenges and dilemmas for the other competitor.

Paul goes on to note what is arguably newer and ominous. In modern times, the United States has been competing with adversaries who are practicing hybrid warfare gradually while the United States has seemed unaware that it is in a war. Babbage makes a similar point: China has been engaged in hybrid and political warfare for years, whereas Western decisionmakers still see themselves in a state of peace.

What This Chapter Does

Against this background, this chapter takes first steps toward sketching an analytic architecture to aid development and execution of adaptive strategies for dealing with great-power conflict and competition over UGS, interpreted broadly to refer to hybrid and political warfare and political-economic competition. Achieving an appropriate analytic infrastructure would require a substantial effort because the subject-area knowledge is fragmented, multiple government agencies are involved, and some of the technical-analytic needs pose frontier challenges.

---


20 Babbage, 2019a, p. i.
Given this, the remainder of this chapter suggests an initial analytic architecture to inform U.S. planning for competition over UGS, particularly in the form of hybrid and political warfare. An analytic architecture must deal with conflicting objectives, differing policy-level perspectives, and changing contextual realities. Any notion of optimal strategy is folly, but much can be done nonetheless. Unfortunately, much of what is needed for a sound analytic contribution lies at the frontiers. The shortcomings start with the science: Hybrid and political warfare have been well studied, but much of the social science is about statistical correlations found in historical data or quarrels about one or another overly simplistic theory. It should be about an integrated causal theory to inform decisions for the future. Doing better is a grand challenge for social science.

Therefore, I present some features of an analytic architecture that should help the United States with planning. These features seem valuable and plausible but exceedingly ambitious. They deal with the following:

- strategic planning for adaptiveness
- system thinking
- portfolio analysis methods for conceiving strategies that balance a variety of activities
- qualitative and semi-qualitative methods for integrating fragmented knowledge
- gaming, game-structured simulation, and analysis for discovery, exploration, and insight
- special analytical challenges (e.g., multi-resolution modeling and improved theory-data connections).

There is a logic to this list. Strategic planning should emphasize adaptiveness; it should conceive issues in system frameworks (multiple countries, time spans, dimensions of competition, domains of action); and it should see strategies as portfolios of diverse actions with diverse objectives. Planners should draw on integrated knowledge, much of which will be qualitative and changing. Enhancing that knowledge could be improved with human gaming, game-structured simulation, and exploratory analysis. Although myriad issues exist, some particular challenges merit special attention, notably multi-resolution modeling to connect

---


knowledge across boundaries and the related issue of how to achieve dynamic, efficient, and effective iteration between theory and data.

Strategic Planning for Adaptiveness

Features of Strategic Planning

Ideal strategic planning takes a long view and a system perspective that addresses multiple objectives, recognizing that some are in tension and that some will change. It may address matters on short-, medium-, and long-term timescales. The options considered are composites of multiple building-block options that address one or more of the many challenges. Although strategic options may be characterized by catchy phrases suggesting one or another focus, all respectable options must address all objectives to a greater or lesser extent. It follows that analysis may be conceived and examined by a strategic portfolio analysis, as will be discussed.

Planning for Adaptation

It is perhaps a cliché that planning should be adaptive, but it is less clear how to make that happen. An earlier paper on the subject influenced planning activities in the Office of the Secretary and Office of the Joint Staff. Figure 12.1 shows one of the paper’s simple but important constructs. From left to right across the bottom ovals, it acknowledges the need to (1) think about extrapolative strategy, but it then goes on to emphasize the need to (2) develop contingent strategies where branch points are foreseeable, (3) develop broad capabilities to help adapt to surprise shocks, and (4) take actions to shape the environment to improve the odds of desirable developments. This construct addressed planning for several short-, medium-, and long-term timescales.

Thinking on Different Timescales

To pursue such a strategy for adaptiveness, one needs to study the system and its development, monitor the apparent effectiveness of actions, and adjust as necessary. This involves rethinking operational- and strategic-level objectives and strategies as more is learned and the system changes. Even if tactical- and operational-level actions are successful, they may not bring strategic success, as illustrated by the 20-year U.S. experience in Afghanistan. Perhaps this is from not understanding the system or anticipating the side effects of actions; perhaps the system has changed; or perhaps strategic thinking and objectives have changed. In any case, the portfolio of instruments must be adjusted on different timescales (Figure 12.2).

---

23 In contrast, organizing around priorities can shortchange anything not on the priority list driven by headlines and recent events.

This has long been recognized in principle, but the adaptations have often gotten short shrift. Furthermore, planners often see themselves as thinking, deciding, and then moving on to other matters—rather than attending to long-term processes adaptively. A similar attitude afflicts strategic planners and analysts. An important question is whether learning and adaptation can occur faster and more wisely, so that strategic, operational, and tactical adaptations are better synchronized and more effective over time.

Addressing this issue would probably require changes in organizational structure and doctrine, education of senior leaders, information systems, incentive structures, and analytic architecture. Such matters are far beyond the scope of this chapter but are quite important. It is relevant that some large corporations have relevant mechanisms as part of succession planning. Also, both civilian government agencies and military organizations are familiar with examples in which new commanders consciously build on their predecessor’s work rather than overfocusing on how they can change everything.
Metaphors for Thinking About Adaptations

Some authors describe adaptation challenges in terms of metaphors, such as John Boyd’s Observe, Orient, Decide, Act (OODA) loop\(^\text{25}\) (Figure 12.3) or more recently the Act-Sense-Decide-Adapt (ASDA) cycle, first proposed by the Australian Army. The ASDA cycle (Figure 12.4) is merely a variation of the OODA loop, but it has a bias toward action stemming from the belief that it is often necessary to interact strongly with a complex system to understand it. In some settings, doing so could provide valuable feedback on what works.\(^\text{26}\)

The need to interact applies well to information warfare, as in observing what messages catch on and foster desirable shifts of narrative, perhaps in days rather than months. In

\(^{25}\) Digital copies of Boyd’s famous six-hour briefing “Patterns of Conflict,” circa 1986, can be found online. For a discussion applying this concept to the business world, see Chet Richards, *Certain to Win: The Strategy of John Boyd, Applied to Business*, Bloomington, Ind.: Xlibris US, 2004.

FIGURE 12.3
Boyd’s OODA Loop

FIGURE 12.4
A Version of the ASDA Cycle

other settings, the approach suggests the need for on-the-ground personnel to understand

firsthand local narratives and how they are affected by events and information operations.\footnote{There is need for social science relating to intervention operations that go beyond aloof quantitative analysis of aggregate data and get deeply into the system, as with field work or detailed case studies. For a review pointing toward original literature by Nicholas Sambanis and Stathis Kalyvas, among others, see Paul K. Davis, ed., \textit{Dilemmas of Intervention: Social Science for Stabilization and Reconstruction}, Santa Monica, Calif.: RAND Corporation, MG-1119-OSD, 2011, p. 327.} Again, one might aspire to this occurring within days or weeks, something perhaps possible with insertion of appropriate teams for such sensing, and related technology.

Huba Wass de Czege offers one depiction of the ASDA cycle.\footnote{Wass de Czege, 2009.} Although he had military campaigns in mind, much of his discussion applies more generally. He defines \textit{adaptive campaigning} as “the art of continually making sense of dynamic situations and evolving designs, plans, modes of learning, and actions to keep pace.”\footnote{Wass de Czege, 2009, p. 4.}

One caution about both metaphors is that abbreviated descriptions emphasize the speed with which one can adapt. Clearly, however, the \textit{quality} of the adaptation also matters greatly. An analytic architecture to assist adaptation must strive for \textit{good} and timely adaptations—in part to avoid disruptive small adjustments of little consequence and in part to avoid serious errors.

\section*{System Thinking and Influence Diagrams}

System thinking is crucial in strategic planning, as discussed in numerous books and papers.\footnote{A sampling includes the following: Hugh J. Miser and Edward S. Quade, eds., \textit{Handbook of Systems Analysis}, New York: North Holland Publishing Company, 1988; Russell L. Ackoff, \textit{Ackoff’s Best: His Classic Writings on Management}, New York: John Wiley & Sons, 2008; Peter Checkland, \textit{Systems Thinking, Systems Practice (Includes a 30-Year Retrospective)}, Chichester, England: John Wiley & Sons, 1999; John D. Sterman, \textit{Business Dynamics: Systems Thinking and Modeling for a Complex World}, Boston, Mass.: McGraw-Hill, 2000; and Peter M. Senge, \textit{The Fifth Discipline: The Art & Practice of the Learning Organization}, New York: Penguin Random House, 2006. A recent paper discusses the need for policy studies to reembrace system thinking and modernize it for dealing with complex systems (see Paul K. Davis, Tim McDonald, Ann Pendleton-Jullian, Angela O’Mahony, and Osonde Osoba, “Reforming the Teaching and Conducting of Policy Studies to Deal Better with Complex Systems,” Santa Monica, Calif.: RAND Corporation, EP-68721, 2021. [Reprinted from \textit{Journal on Policy and Complex Systems}, Vol. 7, No. 1, 2021.]} Roughly speaking, it refers to framing problems in a way that recognizes \textit{all} the contributors and processes contributing significantly to what is being addressed, such as critical components of machines, processes, and organizations; important interactions with the external environment; and different aspects of what the system does. System thinking contrasts with focusing on only one part of the system because it is the easiest for the organization to address, because it exhibits the most-evident distress signals, or because it is being stressed in
headlines. It is also in contrast with the common approach of relegating many crucial matters to the set of exogenous factors.

Understanding complex systems is notoriously difficult. Diagrams are powerful ways to make sense of them. These have a variety of forms and names, but the term influence diagram conveys the sense of a diagram that shows how elements of the system relate to each other. Figure 12.5 shows an influence diagram about how to establish trust and cooperation after a civil war. It contains no information beyond that of purely textual material, but it summarizes

---

**FIGURE 12.5**  
An Illustrative Influence Diagram

![Influence Diagram](image-url)  

**Political**
- Cooperative power-sharing, inclusiveness, fair institutions calm tensions
- Inclusive economic growth promotes political stability
- Growth promotes social exchange
- Social capital helps growth
- Security decreases economic risk
- Security decreases risk and improves law enforcement mechanisms
- Social capital and trust reduces need for monitoring and security

**Social**
- Civil society, engaged communities contribute to public discourse
- Inclusion can promote security

**Economic**
- Economic stability decreases competition for resources, violence, and security burdens
- Economic growth promotes political stability
- Inclusion can promote security

**Security**
- Economic stability decreases competition for resources, violence, and security burdens

---

**Related diagrams are referred to as mind maps, causal-loop and stock-and-flow diagrams, relevance diagrams, and system maps. Most are acyclic directed graphs. The term influence diagram is used generically here and in the modeling system Analytica®, but has a more specialized meaning in Bayesian networks.**

relationships in an easily communicated way. Figure 12.5 is a higher-level depiction. Each bubble could be expanded to show a complicated substructure, perhaps at several layers of hierarchy. For example, the elements and relationships constituting the security component are numerous and complicated. Such layering can avoid system diagrams becoming incomprehensible.33

Such hierarchical system maps can summarize a great deal of knowledge about social systems—adding coherence to something that might otherwise seem unboundedly complicated. Doing so, however, is a major undertaking when one goes beyond vague abstractions and generalities. It requires specialized knowledge of the target system, tight reasoning, and a good deal of discussion and debate.

Portfolio Analysis

Portfolio Analysis for Structuring

As mentioned earlier, portfolio analysis is a good mechanism for framing strategic planning in a way that lends itself to periodic review and adaptation.34 Such analysis does not optimize for some notion about the future; rather, it seeks to find strategy that strikes a sound balance across considerations given the tensions, uncertainties, and disagreements among decisionmakers. Some aspects of balance can be informed by historical experience or other empirically based information, but a sound balance also depends on judgments that are difficult to systematize because they involve so many considerations and value issues. No stable utility function exists.

A layered (multi-resolution) portfolio strategy can reflect actual strategy rather than just some one-line bumper sticker or some particularly visible single activity. That is, the initial activities of strategy use a particular mix of military, economic, and political instruments35 in pursuit of multiple short-term operational objectives consistent as a whole with

33 Elisabeth Bumiller, “We Have Met the Enemy and He Is Power Point,” New York Times, April 27, 2010. The article’s depiction of a particular system dynamics diagram is humorous, but its hairball diagram reflected serious work to interpret counterinsurgency doctrine. It was useful to those involved (for more on this diagram, see Brett Pierson, Walter Barge, and Conrad Crane, “The Hairball That Stabilized Iraq: Modeling Fm 3-24,” in A. Woodcock, M. Baranick, and A. Sciaretta, eds., The Human Social Cultural Behavior Modeling Workshop, Washington, D.C.: National Defense University, 2010) but was not suitable for broad communication.

34 Davis, Gompert, and Kugler, 1996. The approach was inspired by financial portfolio analysis, as in Harry M. Markowitz, William F. Sharpe, and Merton H. Miller, The Founders of Modern Finance: Their Prize-Winning Concepts and 1990 Nobel Lectures, Charlottesville, Va.: Research Foundation of the Institute of Chartered Financial Analysts, 1991. That provided language, constructs, and metaphors. However, national security portfolio analysis must be very different from, for example, a pension fund’s investments in stocks, bonds, and real estate. Historical empirical data are not a good basis for national security planning. For more evolved versions of the approach (and earlier references), see Paul K. Davis, Analysis to Inform Defense Planning Despite Austerity, Santa Monica, Calif.: RAND Corporation, RR-482-OSD, 2014.

35 This set should include what others refer to as DIME (diplomatic, informational, military, and economic), DIME-FIL (diplomatic, informational, military, economic, financial, intelligence, and law enforcement),
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long-term strategic objectives. Again, the approach is intended from the outset to support adaptive strategy.\(^{36}\)

In the 2000s, the Under Secretary of Defense for Acquisition, Technology, and Logistics asked RAND to extend its strategic portfolio analysis methods to aid him in conducting capability area reviews. After studying the nature of such reviews and having extensive discussions with the Under Secretary, my team and I identified the items in Table 12.1 as requirements for a portfolio analysis tool. These were general and would apply for a portfolio analysis tool aiding strategy formulation for hybrid and political warfare.

The first requirement is to help decisionmakers orient themselves by seeing the multiple strategic objectives and how options address each of them. This means, for example, comparing options in a multi-criteria scorecard rather than just by some aggregate score. The next requirement is to be able to quickly see the basis for the top-level assessments. That is, the tool should allow drill-down or zooming to see at a glance how the options rate at a next level of detail and how that aggregates to the top-level assessment (Figure 12.6). My team and I sought to make this aggregation logic visually intuitive.\(^{37}\) The next requirement would be the need to confront the ubiquitous deep uncertainties facing strategic decisionmakers.\(^{38}\) This leads to the need to explore option consequences across the entire space of possibilities rather than clinging to the illusion of a meaningful best estimate and then doing token sensitivity analysis around it. This approach to strategic portfolio analysis has been applied in numerous applications.\(^{39}\)

Table 12.2 illustrates a simplified scoreboard summary for notional strategies with different mixes of military, political, and economic actions. Options appear as rows. Second and sub-

PMESII (political, military, economic, social, information, and infrastructure), and PMESII-PT (political, military, economic, social, information, infrastructure, physical environment, and time).


\(^{37}\) This is possible if top-level objectives are critical components, in which case a threshold level of effectiveness must be achieved for each. Stoplight charts can then quickly convey why a given option failed: Any option with even one failed component (shown in red) fails.

\(^{38}\) Deep uncertainty exists “when the parties to a decision do not know or do not agree on the system model(s) relating actions to consequences or the prior probability distributions for the key input parameters to those model(s).” See Robert J. Lempert, Steven W. Popper, and Steven C. Bankes, Shaping the Next One Hundred Years: New Methods for Quantitative Long-Term Policy Analysis, Santa Monica, Calif.: RAND Corporation, MR-1626-RPC, 2003. This definition is now used internationally (see Chapter Eleven in this report [Popper, 2022]); and Vincent A. W. J. Marchau, Warren E. Walker, Pieter J. T. M. Bloemen, and Steven W. Popper, eds., Decision Making Under Deep Uncertainty: From Theory to Practice, Cham, Switzerland: Springer, 2019.

TABLE 12.1
Requirements for Portfolio Analysis Tool for Aiding Strategic Decisionmaking

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summary multi-objective scoreboards</td>
<td>Ranking options by aggregate score</td>
</tr>
<tr>
<td>Drill-down (zooming)</td>
<td>Results without review of reasoning</td>
</tr>
<tr>
<td>Multi-resolution modeling and data entry</td>
<td>Single-level analysis, whether simple or detailed</td>
</tr>
<tr>
<td>Exploratory analysis across uncertainties and strategic perspectives</td>
<td>Sensitivities around best-estimate scenario; burying of strategic disagreements</td>
</tr>
<tr>
<td>Alternative aggregation methods for different purposes (e.g., five-year budgeting versus long-term strategy)</td>
<td>Not applicable</td>
</tr>
</tbody>
</table>


FIGURE 12.6
Overview of Portfolio Analysis Approach

SOURCE: Davis, 2014, p. 44.
sequent columns correspond to different evaluation criteria. The far-right column represents the net attractiveness of each option. Colors and numbers correspond to assessments of very bad (red, 1), bad (orange, 3), marginal (yellow, 5), good (light green, 7) and very good (green, 9). Often, various types of cost are shown in columns to the far right, although not in this case.

In this notional analysis, Option 1 is likely to have moderate success in the short term but has no long-term value. It would have very low risk. Because long-term effectiveness is very low (below a threshold of 3), the strategy is rated very poorly overall.

The second strategy is economics oriented and seems better but not impressive. The third focuses on a covert option (e.g., for regime change) and has the potential for great success but is regarded as quite risky. The last strategy is a combination with all instruments, but with a more deniable and less risky covert-action component; it is thought to be adaptive to events. Overall, it is the most attractive. At some future point in time, review of strategy might conclude that the portfolio should put more emphasis on economic sanctions or a different and covert operation. Or it might back away from covert activities because of unexpected negative consequences. Table 12.2 is a top-level assessment.

Table 12.3 is a drill-down or zoom on the last column of Table 12.2, the assessment of each strategy’s net attractiveness. Table 12.4 is a drill-down to explain the assessments of worst-case outcomes in Table 12.3.

The evaluations in this layered portfolio analysis (i.e., the colors of the table’s cells) might come from wargaming or simulation of test cases. Or they might be entered subjectively by experts familiar with past studies, wargames, and modeling exercises.

**Strategic perspectives.** An important aspect of strategic portfolio analysis is highlighting alternative strategic perspectives. Assessment of strategic-level decisions often depends sensitively on controversial judgments and values. These disagreements can often be highlighted by combining them artfully into two or three alternative perspectives (e.g., optimists versus pessimists, short-term versus long-term emphasis, hawks versus doves, or technology-push
versus demand-pull). Noting disagreements is often of great interest to policymakers who are distrustful of aggregate scores.

**Top-level objectives.** Portfolio-analysis work should begin by identifying top-level objectives, which are often in tension, contradictory, or too sensitive to mention.\(^{40}\) For this chapter, some possible top-level objectives to be considered are

- establishing and enforcing agreed international norms that severely limit interference in internal affairs
- retaining flexibility for covert actions deemed in national interest

\(^{40}\) As an example, all can agree on the benign objective of deterrence, but the United States also has objectives as nurturing friendly governments and weakening unfriendly ones. To a U.S. adversary, those objectives constitute threats.

---

**TABLE 12.3**  
**Zoom to Explain Net Attractiveness**

<table>
<thead>
<tr>
<th>Strategy Options</th>
<th>Most Likely Bad Consequences</th>
<th>Best-Case Bad Consequences</th>
<th>Worst-Case Bad Consequences</th>
<th>Net Absence of Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Shows of force, modest sanctions</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>2. Strong economic sanctions, some shows of force</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3. Major covert action</td>
<td>5</td>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4. Combination: show of force, sanctions, “white” covert action</td>
<td>5</td>
<td>9</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

**TABLE 12.4**  
**Zoom to Explain Worst-Case Bad Consequences**

<table>
<thead>
<tr>
<th>Strategy Options</th>
<th>Operational Consequences, Worst Case</th>
<th>Domestic Blowback, Worst Case</th>
<th>International Blowback, Worst Case</th>
<th>Net Worst-Case Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Shows of force, modest sanctions</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2. Strong economic sanctions, some shows of force</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>3. Major covert action</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4. Combination: show of force, sanctions, “white” covert action</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

**NOTE:** All evaluations allow for adaptations, which will be better in best cases and poorer in worst cases. Some options allow for more adaptiveness than do others. Colors and numbers correspond to assessments of very bad (red, 1), bad (orange, 3), marginal (yellow, 5), good (light green, 7) and very good (green, 9).
• defeating and eradicating violent extremism (including the violent Islamic extremism with which the United States has been at war for two decades)
• reversing trends toward governments hostile to the West
• fostering growth of liberal-democratic governments and reversing trends toward autocracies
• assuring U.S. access to critical resources
• fostering commerce in ways favorable to the United States
• promoting respect for and trust in the United States and its policies.

The tensions among these should be evident.

**Different portfolio structures for different purposes.** Even strategic planning requires taking diverse perspectives. The paradigm of portfolio analysis with drill-down is widely applicable, but different specializations are needed—for example, for planning on five-year or 20-year horizons, or planning for a mix of operations rather than a mix of experimental probes or planning for a mix of new technologies and tactics. Such matters are illustrated elsewhere.41

**The Objective of Strategic Portfolio Analysis: FARness**

The strategic portfolio analysis, as presented here, is intended to assist in finding strategies (options) that address the sometimes inconsistent objectives that are common in strategic planning. As elaborated elsewhere,42 the intent should be to find a strategy that is flexible, adaptive, and robust—that is, one that exhibits the elements of “FARness.” This might seem obvious. Why would one not want such a strategy? In practice, however, this philosophy profoundly affects analysis and decisionmaking. The reality is that the strategy chosen today will affect the ability to deal with events later, but one cannot reliably predict those events or the circumstances in which they will occur. Furthermore, even if consensus exists on the strategy’s objectives and constraints, those factors will often change (e.g., how this occurred in the years after the United States invasion of Iraq). It may also be necessary to respond to unanticipated shocks (either adverse or fortuitous). Therefore, one concern is whether the strategy pursued will be able to deal adequately with all of these issues. Will it be flexible enough to allow changes of strategy, will it provide adaptiveness sufficient to cope with new circumstances, and will it be resistant to or resilient (robust) after adverse shock and able to exploit fortuitous developments?

Planning for FARness can be difficult. Often, the tyranny of the best estimate will manifest itself in numerous ways: “We won’t need ____ because that scenario simply won’t happen; instead, we need to focus on our top priority and put our resources against that!”

---


42 See Davis, 2014, and references therein. This relates closely to Robust Decision Making as discussed in Chapter Eleven of this report (Popper, 2022).

In nonmilitary domains, planning for FARness relates, for example, to governments securing property rights that would allow them to expand the width of rivers far beyond that required to deal with forecast sea levels, or to governments developing contracting relationships that would allow them to buy more vaccines as necessary depending on how the coronavirus disease 2019 (COVID-19) pandemic develops.

Although most people understand the virtues of buying insurance for automobile accidents, home fires, or health disasters, these same people—and politicians, governments, and corporations—often seek to cut costs that are thought of as probably unnecessary. That is seriously wrongheaded. How much insurance is enough, of course, is an important question. An important role for portfolio analysis is illustrating ways in which modest investments can buy a great deal of insurance.

Qualitative Modeling for Integrating Knowledge

Where does the knowledge to construct and evaluate options come from? Quantitative analysis is sometimes possible based on empirical data, but an analytic architecture should also make good use of qualitative methods. Fortunately, there is, within social science, increased appreciation for qualitative knowledge. This has come as an antidote to decades of excessive focus on quantitative methods that were once touted, mistakenly, as more objective and scientific. What follows touches lightly on a few types of qualitative modeling that might be valuable in codifying knowledge about great-power competition in hybrid and political warfare, sometimes over UGS.

Factor Trees

Purely Qualitative Versions

Factor trees are diagrams that have proven suitable for convergent communication, discussion, and classroom instruction. They are similar, in some respects, to system diagrams, but they characterize the primary factors driving an outcome at a snapshot in time. They suppress dynamics, particularly feedback loops, and relatively weak interactions. They provide a broad, top-down summary view. First introduced in counterterrorism research, they have been used in a variety of applications. Figure 12.7 is an example and relates to the issue of the strength of public support for insurgency and terrorism (in a particular country at a particular time) and what it depends on.

The factor tree is a layered (multi-resolution) depiction. At the top level of Figure 12.7, four factors are said to determine public support: the effectiveness of the terrorist organization,

---

FIGURE 12.7
A Factor Tree for Public Support for Insurgency and Terrorism

Public support for insurgency and terrorism

Effectiveness of organization
- Leadership
  - Strategic
  - Charismatic
  - Otherwise effective
- Resource mobilization
- Ideological package and framing
- Presence, tactics, and deeds
  - Identity
    - National/regional
    - Ethnic
    - Religious
- Attractions
  - Ideological, religious concepts
  - Social services
- Motivation for supporting group or cause
  - Duty, honor
    - Fight repression
    - Defend homeland or people
    - Eject occupier
    - Seek revenge
  - Rewards
    - Financial
    - Power
    - Prestige
    - Not being killed or punished
- Perceived legitimacy of violence
  - Religious, ideological, ethical beliefs; intolerance
  - Revenge
  - Necessity, desperation
- Acceptability of costs and risks
  - Counter-vailing social costs, pressures
  - Assessment of likely victor
  - Personal risks and opportunity costs

Impulses, emotions, social psychology
- Shared grievances, aspirations
  - Repression
  - Humiliation
  - Freedom
- Unacceptable group behavior
  - Excessive casualties and other damage
  - Distasteful religious rules

Environmental factors
- International political-military (e.g., state support)
- Economic and social
- Cultural and historical

SOURCE: Davis et al., 2012.
NOTES: Applies at a snapshot in time. Current factor values can affect future values of some or all other factors.
the public’s motivation for supporting the organization’s cause, the degree to which the public perceives the organization’s use of violence as legitimate, and the acceptability to members of the public of the costs and risks associated with support. Each of these factors is determined by one or several layers of more-detailed factors and some global factors (bottom).

Despite being relatively simple and discussable, this factor tree reflects substantial research: a review of relevant scholarly literature, sensitive empirical data from Iraq and Afghanistan, and case studies testing (validating) its initial version.

Substantively, the tree encapsulates a good deal of analytical information. In this case, the factor tree asserts that—to a first approximation—all four major factors must be present for public support to be significant (indicated by an “¬and”). This suggests, consistent with the literature, that public support for terrorism can collapse for any of several reasons. Moving a level deeper, however, the subfactors are connected in most cases by an “or,” which means that they are substitutable: Cutting off one such subfactor might accomplish nothing because other subfactors would be sufficient. The arrows also have valence: Does more of a factor tend to increase or decrease the higher-level effect? Or can the effect be either positive or negative depending on contextual detail?

The factors of a factor tree are intended to be comprehensive, with the tree integrating previously fragmented knowledge and theory. For example, when the report generating Figure 12.7 was written, heated debates existed about the basis for public support (e.g., religious extremism, relative deprivation, oppressive government, or calculations about whether government or insurgency would win). In truth, all such factors and others can contribute. The factors’ relative salience depends on the time and place, but—as stressed by RAND colleague Eric Larson in our past work—the factor tree displays the repertoire of factors that can be exploited by either government or insurgent leaders to suppress or enhance support.

Computational Versions

In some cases, it can be useful to map a qualitative factor tree into a computational model. This enables broad exploratory analysis to understand what alternative combinations of factors would produce good or bad outcomes. The result is still qualitative in the sense of being approximate, rough, and imprecisely defined, but it can be used for systematic exploratory analysis. Such a mapping is nontrivial, because all the factors must be defined and combi-
ing rules specified at the nodes. As a proof of concept, RAND colleague Angela O’Mahony and I developed and documented such a model for the case of Figure 12.7.48 Some highlights of that work appear in our contribution to a special issue of the Journal of Defense Modeling and Simulation that focuses on representing social science in national security simulation.49

Other Qualitative or Semi-Qualitative Methods

Other qualitative methods exist for making sense of social-science phenomena, such as the foundational theory-building methods of Alexander George, which exploit and suggest the structuring of case studies;50 Bart Kosko’s fuzzy cognitive maps;51 Charles Ragin’s Qualitative Comparative Analysis (QCA);52 and narrative analysis.53 These and factor-tree meth-


ods seem potentially well suited to the challenge of planning for adaptiveness in complex adaptive systems (CAS).

**Needed: New Qualitative Methods for Rebalancing the Portfolio**

Earlier applications of strategic portfolio methods to U.S. Department of Defense (DoD) planning focused primarily on military capabilities. For those purposes, it was appropriate to use suitably chosen warfare-scenario sets as test cases when evaluating strategies. However, for adjusting portfolio strategies that address hybrid warfare threats, new analytical methods will be necessary. Some should be akin to what corporations use when adjusting their portfolios. If the past portfolio provided a mix of business-as-usual investment and more experimental investments (e.g., introducing a new product, entering a new market, or research and development to generate new products), then rebalancing the portfolio should involve killing off investments that are not proving fruitful or promising and putting more money into efforts that are doing so. For investment in hybrid and political warfare, the issues might be as follows:

- What is the likely and possible payoff for the United States in engaging in a particular long-term competition’s hybrid and political warfare? What are the risks?
- Which elements of previous strategy are succeeding, not succeeding, or worse? Should some elements be deleted? Should some be better supported and, if so, how? Why would such additional support for existing activities be expected to pay off?
- Are past failures from inadequate coordination across government agencies? If so, what might improve the situation (e.g., more military training of an ally and more economic aid to an ally showing notable economic progress limited by capital)? What are the likely and possible payoffs, risks, and costs?

Such questions are merely sensible and normal. However, the analytic means for answering them are not as well developed, much less systematic; nor is there a norm of routine review followed by significant adjustments.

---

54 This is related to the financial world’s real options theory. See also Chapter Five (Gabrielle Tarini and Kelly Elizabeth Eusebi, “Adaptation, Complexity, and Long-Term Competition in UGS: Perspectives from Policymakers and Technologists,” in Aaron B. Frank and Elizabeth M. Bartels, eds., *Adaptive Engagement for Undergoverned Spaces: Concepts, Challenges, and Prospects for New Approaches*, Santa Monica, Calif.: RAND Corporation, RR-A1275-1, 2022).

Gaming and Game-Structured Simulation for Exploration

Another way to collect ideas and create coherent knowledge involves a combination of gaming, game-structured simulation, and model-based analysis.

Gaming

The virtues of human wargaming have been rediscovered in recent years. Books on the subject exist, as do professional conferences. Another chapter in this report is devoted to gaming. The shortcomings of human wargaming are also well known (Table 12.5). My own view is that wargaming, modeling, and analysis should be pursued in an integrated manner.

**TABLE 12.5 Gaming, Simulation, and Synthesis**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Human Gaming</th>
<th>Normal Modeling and Simulation</th>
<th>Game-Structured Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decisionmaking</td>
<td>Human teams</td>
<td>Algorithms</td>
<td>Interchangeable: humans or AI agents</td>
</tr>
<tr>
<td>Rigorously repeatable</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Quantitative</td>
<td>No</td>
<td>Yes</td>
<td>As appropriate</td>
</tr>
<tr>
<td>Realistic about human actions; for example, creative actions trick</td>
<td>Relatively, yes</td>
<td>No; scripted actions</td>
<td>Potentially yes, through use of human teams and AI</td>
</tr>
</tbody>
</table>


although allowing for and appreciating differences in style and culture across the communities of gamers, modelers, and analysts.

**Game-Structured Simulation**

Game-structured simulation is when the primary decisionmaking is made by model agents that mirror the human teams of a wargame.

The most historically ambitious effort in game-structured simulation started in 1981 after a decision by the Secretary of Defense and a formal competition of concepts. The origin of the effort was concern about an analysis of the strategic nuclear balance with the Soviet Union, but the ideas about analysis carried over. The winning proposal in the competition suggested that automated wargaming could employ AI agents interchangeably with human teams. After a thinking period before actual development, a substantially modified concept was laid out. It was then implemented as the RAND Strategy Assessment System (RSAS), the architecture for which is shown in Figure 12.8.

**FIGURE 12.8**

**RSAS Architecture**

[Diagram showing the architecture of RSAS with labels for Red team or agent (Soviet Union and Warsaw Pact), Blue team or agent (U.S. and NATO), Humans or Green agents (third countries), and Control agent (instructions for simulation).]

---


62 Paul K. Davis and James A. Winnefeld, *The RAND Strategy Assessment Center: An Overview and Interim Conclusions About Utility and Development Options*, Santa Monica, Calif.: RAND Corporation,
The challenges then and now were very different. The military aspects of the RSAS featured a large simulation of kinetic warfare (the Joint Integrated Contingency Model, which is still used today), whereas this chapter relates more to war in the shadows and cyberspace. The higher-level decisions by the Red and Blue agents of the RSAS were about whether to engage in large-scale conventional warfare, limited nuclear warfare, or general nuclear warfare. The game was largely two-sided, between the Soviet Union–Warsaw Pact and the United States–NATO. The RSAS also used a Green agent, an assemblage of simple models representing the many other countries in play, sometimes with important roles (e.g., Soviet teams or models might be deterred by French nuclear weapons; basing permissions were required and might be delayed). Nonetheless, a richer depiction would be necessary for the work of interest in this chapter.

Notably, the RSAS had multi-resolution features, which enhanced comprehensibility and explainability; it also enabled theretofore impossible uncertainty analysis in many dimensions. As examples of multi-resolution features, the RSAS could use a scripted model for strategic mobility or a more-sophisticated model accounting for details of ship movements, port capacities, and the like. A combat model might reflect logistics with a simple days-of-supply and rate-of-resupply method or something more elaborate. Political models could make decisions based on simple situational assessments or more-sophisticated “look ahead” calculations (running the simulation within itself to estimate the consequences of one or another strategy).

The RSAS could represent actions and adaptations on different timescales: tens of minutes for nuclear missile exchanges; hours for commander decisions about where to send fresh troops; days for theater commanders to make decisions about changes of strategy (often with back-and-forth communication with national leaders); and minutes to days or weeks for national leaders deciding on major changes of strategy, including escalation or de-escalation. There was no attempt to simulate, even speculatively, events over a period of months.63

The concept of using game-structured simulation with AI models and teams being interchangeable is apt for the challenge of this chapter. Some admonitions are appropriate, however:

- The AI models needed should be cognitive models—models based on the kind of factors and reasoning attempted by high-level decisionmakers (e.g., about adversary intentions

---


63 DoD was interested in studying protracted nuclear war because the Soviet Union prepared for it, but we failed to find a credible path for doing so with the RSAS. Human gaming would have been more suitable.
and the concrete political, military, and economic risks of various options), not data-driven machine-learning (ML) algorithms.\(^{64}\) They should be able to reason.\(^{65}\)

- Such models should be more thoughtfully cognitive than typical Agent-Based Modeling (ABM). They should behave in ways informed by history, human gaming, and political science. Alternative behaviors would be important to consider. Behaviors might be unscrupulous and low-minded actions in single-minded pursuit of narrow national gain or—to the contrary—might be high-minded, as in honoring international rules of the road and reflecting defensive strategy rather than aggression. This would require alternative models along with variable parameters.\(^{66}\)

- The content of the AI models should be guided by in-depth research rather than by aggregate quantitative political science or superficial elicitations of expert opinion.

Although the 1980s RSAS incorporated a good deal of complexity and its simulations often generated surprising events (i.e., events that might not have been anticipated before the simulation), the RSAS predated many insights that we now associate with the theory of CAS. Furthermore, model-building technology was far more primitive. Moreover, the RSAS was not stochastic, and the rules driving agent behavior were motivated more by top-down theoretical considerations than by bottom-up mechanisms that often produce emergent behaviors in CAS.

A modern version of the RSAS would be better able to generate complex developments, such as realistic emergent behaviors, and to do so with \(n\)-party game-structured simulation.

It is doubtful that such work would be usefully predictive: The behavior of CAS is famously sensitive to initial conditions and random events along the way. Or to be more careful, CAS are sometimes sensitive to such things, depending on where the CAS is in its state space. A frontier issue in social-behavioral modeling is how to recognize when a real-world CAS is in a portion of its state space that permits reasonably predictable and controllable interventions or whether its state is such that interventions will have highly unpredictable consequences, including some that are seriously counterproductive.


\(^{65}\) ML and AI can find algorithms that reproduce complex behaviors exhibited in past data, but that is different from AI that can reason about future possibilities. As Judea Pearl has discussed, AI is still not good at cause-effect relations, but it will be. See Kevin Hartnett, “How a Pioneer of Machine Learning Became One of Its Sharpest Critics,” The Atlantic, May 19, 2018; and Judea Pearl and Dana Mackenzie, The Book of Why: The New Science of Cause and Effect, New York: Basic Books, 2018.

\(^{66}\) The RSAS used alternative Red and Blue agents with different objectives, personalities, and cognitive styles. Each agent made decisions based on context. As a result, “war fighting” models were sometimes eager to de-escalate, while deterrence-emphasizing models were sometimes willing to escalate ruthlessly. See also Paul K. Davis, “Lessons on Decision Aiding for Social-Behavioral Modeling,” in Paul K. Davis, Angela O’Mahony, and Jonathan Pfautz, eds., Social-Behavioral Modeling for Complex Systems, Hoboken, N.J.: John Wiley & Sons, 2019, p. 917.
Recent Work Using Computational Gaming

In recent years, considerable research has sought to exploit human gaming through computational methods. Some examples: (1) online games, including massively multiplayer online games, are used in deterrence-related studies;\(^67\) (2) online gaming and game communities are studied as a source of social and cultural data;\(^68\) and (3) new methods of simulation analytics are under development.\(^69\)

Uncertainty-Sensitive Cognitive Modeling

Colleagues and I have recently used a very low-tech version of the RSAS-related ideas in a study of how to influence peer competitors in crisis or conflict.\(^70\) One DoD approach had been to construct adversary models using a host of expert inputs, attach some Bayesian updating features, and use the model itself to predict adversary behavior. We instead suggested an approach that combines human exercises with analytical thinking. Participants in an exercise develop very simple alternative models of how the adversary is reasoning (i.e., cognitive models), develop possible strategies for influencing that reasoning under uncertainty, and then adjust the strategies to be more adaptive—adaptive enough to be plausibly effective across many adversary models. The intent is to overcome the “tyranny of the best estimate,” avoiding errors at both extremes: villainizing the adversary and assuming war is inevitable or, to the contrary, assuming the best about the adversary and becoming vulnerable to surprises. An analogous approach could be taken when addressing challenges of gray-area conflict and political warfare, including those involving UGS.

Special Challenges for Methods and Tools

Connecting Levels of Analysis

A recurring theme in this chapter has been the need for multi-resolution analysis. Although it is common to imagine that what is needed is a maximally detailed model that can generate

---


lower-resolution implications by aggregation, the reality is that our knowledge depends on the iterative exchange of information across alternative levels of detail and through alternative lenses, as suggested schematically in Figure 12.9. Often, much of the best information is low-resolution in nature; other times, details matter, and high-resolution thinking and modeling are essential.

The simplicity of many diagrams (e.g., Figure 12.9, the factor tree of Figure 12.7, or the system dynamics diagram of Figure 12.5) gloss over some crucial matters: What happens as the result of the arrows? How does information from one level get turned into information at another? How do the factors influencing a node of a factor tree combine? The default assumptions usually are that aggregation is simple averaging and that combining is a linear process. This is profoundly wrong, but there is no well-developed theory on how to think about such matters systematically, nor modeling tools for doing so intelligently and efficiently. Instead, modelers develop ad hoc approaches that are sometimes sensible and sometimes quite misleading. Doing better is a frontier topic for social-behavioral modeling and analysis.

To illustrate issues, consider the problem of anticipating the adversary’s reaction if the United States takes a particular offensive measure. Should one assume the logical and coordinated reaction of all adversary officers, a distribution of responses from imperfect coordination, or what? Or will the reactions follow rigid doctrine, whether or not logical for the circumstances? Such questions are familiar to commanders but not systematically represented in theories and models.

Such issues arise routinely when working across levels of resolution. As a matter of theory, the correct way to aggregate and disaggregate will depend not only on context, but

---

**FIGURE 12.9**
The Two-Way Flow of Information Across Levels
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on how the estimates will be used. It should be possible to lay logical and pragmatic foundations on how to deal with such matters and to build software methods and tools to assist in doing so, but for a variety of intellectual and organizational reasons that challenge has not yet been undertaken.

One explanation of this failure has to do with camps within the analytical world. For example, different camps exist for system dynamics method and for ABM. Connections between the two are few. The reasons are in part historical. ABM as we usually think about it in 2020 has largely evolved from developments in the 1980s and 1990s associated with the Santa Fe Institute. Such work is bottom-up in character, with a paradigm of investing individual-level agents with simple rule sets that generate emergent phenomena similar to important phenomena observed in the real world. A substantial literature illustrates how such ABM can relate to topics as diverse as racial segregation and collapse of societies. A textbook for the NetLogo language has many examples.

System dynamics work has a more top-down character and represents dynamics in terms of macroscopic stocks, flows, and interactions, including feedback loops. The preeminent textbook has many examples, and the System Dynamics literature (i.e., the particular modeling methodology developed at the Massachusetts Institute of Technology [MIT]) is huge. Even the original books by its pioneer, MIT’s Jay Forrester, remain fascinating a half-century later. The famously controversial 1972 book Limits to Growth and its 30-year update remain insightful and, as it turns out, prescient.

As noted, however, with few exceptions, these two streams of modeling have proceeded in parallel with minimal interaction.

This situation is in contrast with physics and chemistry, in which students learn about how microscopic and macroscopic phenomena can be related through quantum and classical statistical physics, in both equilibrium and nonequilibrium systems. It is common for theoretical chemists and physicists to move easily between microscopic and macroscopic: A clash
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of cultures is not necessary. In social-behavioral modeling, however, the cultures are often distinct, although economists study both micro and macro, and political scientists may study phenomena at the levels of cities, nations, and the international system.

From the viewpoint of policy analysis, the reasoning that underlies policy choices will typically be macroscopic, but it needs to be consistent with microscopic realities. How can that be accomplished if there is no crosswalk? As an example, suppose that an intervention is contemplated to assist a target government. It might focus at a high level on improving the rate of growth of the gross domestic product or the quality of governance. However, the strategies adopted might fail because the underlying culture rejects the intervention actions in that they disrupt transactional arrangements among factions that are important in making things work.

From a conceptual perspective, what is needed is (1) use of microscopic game-structured system simulations, which will almost necessarily involve agent-based components that generate the emergent phenomena of interest, (2) recognition of macroscopic regularities, and (3) understanding of higher-level laws. However, these laws will often need to recognize bifurcations and other features of CAS, such as complex phase spaces in which system characteristics are markedly different in different phase-space regions. System dynamic depictions, then, may apply in each of these regions, although they may need to be explicitly stochastic.

### Improving the Theory-Data Relationship

As noted in a recent study for the Defense Advanced Research Projects Agency and a subsequent book reviewing social-behavioral modeling, another frontier challenge is improving the degree to which empirical analysis is informed by good theories and theories are suggested, tested, and improved by data. This is difficult because the empirical data often do not connect well with the parameters of models representing theory. Furthermore, social scientists tend to use data to test hypotheses rather than testing coherent, integrative theories. The study suggested that large research programs consider creating virtual social-behavioral modeling laboratories (SBMLs) to ensure a combination of collaboration and competition among researchers. Figure 12.10 shows the concept schematically. Such a construct might be apt for an ambitious effort to develop analytical methods for, and experience in, strategy-construction for hybrid and political warfare in the gray zone.
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79 An interesting ontological question exists. Physical scientists working at different levels of detail will typically agree on underlying causality, whereas social scientists often disagree about the sequence and directionality of causality. This is because they view different portions and aspects of the overall system. As a familiar example, raising taxes might reduce rather than increase government revenues (superficially puzzling), because it might cause the potential taxpayers to move their financial activities to a different state or country.
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Many advances are being made on better relating theory and data in the modern era of interconnectedness and computation; such advances involve improving inferences about causality, using both theory experiments to study social polarization and influence, and using ABMs and virtual games in connection with laboratory experiments.


Concluding Thoughts

In this chapter, I have discussed some methods that could be brought to bear in improving DoD’s ability to understand and develop adaptive strategies for great-power competition involving gray areas and political warfare, including activities involving UGS. My intent has been to suggest some steps toward an analytic architecture. No such architecture exists. I conclude that a new analytic architecture is needed to aid strategic planning for competing with great powers in UGS—which is broadly construed to address hybrid and political warfare and political-economic competition. Such planning must deal with developments in CAS, so the architecture must be conceived accordingly—a radical departure from the past. Analytical tools should help characterize the nature of the system’s state and the feasibility (given that state) of influencing developments while controlling risk and evaluate the relative merits of alternative composite strategies for doing so while accounting for the behaviors of adversaries. The strategies should be reflected as portfolios of overt and covert political, military, and economic actions in different domains, levels of detail, and timescales. Some actions will prove successful; some actions will be ineffectual; and some actions, counterproductive. Thus, the architecture should anticipate timely but coherent adaptiveness. Adaptations may involve modest adjustments, significant rebalancing of the portfolio, or major changes with revised objectives. One role of analysis will be to aid in planning for FARness—that is, finding strategies that can be flexible, adaptive, and robust in allowing for, respectively, changes of objective and mission, unexpected circumstances, and either adverse or opportunity-creating shocks. This contrasts with planning on the basis of best-estimate assumptions alone. Another role will be aiding actual strategic adaptations along the way.

Constructing such an architecture, populating it with sound but useful methods and tools, and educating users would require a major effort. It should be heavily influenced by the best subject-area minds and would involve competition of paradigms, methods, and styles. That would not be a project for computer scientists merely seeking a new application for their favored methods.

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABM</td>
<td>Agent-Based Modeling</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ASDA</td>
<td>Act-Sense- Decide-Adapt</td>
</tr>
<tr>
<td>CAS</td>
<td>complex adaptive systems</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>NATO</td>
<td>North Atlantic Treaty Organization</td>
</tr>
<tr>
<td>OODA</td>
<td>Observe, Orient, Decide, Act</td>
</tr>
</tbody>
</table>
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The challenges of competition and collaboration in undergoverned spaces (UGS) raise many issues and opportunities for multi-stakeholder research. These run the gamut from understanding the mental models and relationships among multiple stakeholders to adaptive governance processes that involve stakeholders in the decision processes themselves. Recent years have seen expanding interest, understanding, and experience in engaging stakeholders as a key target for collaboration and decisionmaking, across all aspects of complex problem management, including research. Many opportunities exist for research that can improve the capabilities for engaging multiple stakeholders in UGS.

This chapter provides an overview of how multiple stakeholders can be involved in the research process and also considers how these different modalities relate to one another. We focus on approaches that center stakeholders as either the focus of research or as the coproducers of research and on how each can add value for policymakers. Second, we examine each of these modalities, in turn, identifying the general principles of practice, the different approaches and tools in conducting research in these modalities, and the challenges of doing so. We next examine future investments that could catalyze improvements in multi-stakeholder research and make the case for how these investments could drive improved multi-stakeholder governance.

How Multiple Stakeholders Can Be Involved in the Research Process

Multi-stakeholder research is any research process that involves a diverse group of people, businesses, governments, or other entities that have some interest in the process or outcome of the research. In some contexts, this may be an output of a research group representing different interests, while, in other cases, it might represent an engagement with stakehold-
ers who are the subjects of research and collaborators in its production. Different stakeholders might have different questions they want answered by the research; the questions might evolve over time, and stakeholders might have different incentives to share results or engage other parties. Questions, methods, and partnerships will evolve over time as research needs shift in response to changes in the operational and strategic landscape.

Multi-stakeholder research can take many forms, varying in how stakeholders and researchers interact and in the goals of the research, as shown in Table 13.1.

Research focused on stakeholders can help the United States better understand and provide communications that are responsive to existing stakeholder frames. Stakeholders can also participate in research designed to help the U.S. government and other actors communicate with one another, come to common understandings, and jointly manage UGS. In these approaches, research questions and methods may be driven by government agencies or their proxies in a top-down approach to research.

Stakeholders as participants can coproduce knowledge that facilitates common understandings and engagement, and they can provide local or specialized knowledge accessible only through some stakeholders. To facilitate multi-actor and adaptive governance, stakeholders can also participate in research facilitating deliberation designed to develop new mental models and understanding of problems. Adaptive governance refers to flexible and learning-based collaborations and decisionmaking processes involving both state and nonstate actors, often at multiple levels, with the aim of adaptively negotiating and coordinating the management of complex systems. Research with stakeholders as participants addresses questions that are driven from the bottom up by stakeholder needs and interests or through a two-way dialogue between the subjects of research and the relevant stakeholders.

We discuss both of these: stakeholders as the focus of research and stakeholders as participants in research.

**Table 13.1**

<table>
<thead>
<tr>
<th>Goals</th>
<th>Stakeholders as the Focus of Research</th>
<th>Stakeholders as the Participants in Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generate knowledge</td>
<td>Understand</td>
<td>Coproduce</td>
</tr>
<tr>
<td>Offer new frames</td>
<td>Communicate</td>
<td>Deliberate</td>
</tr>
</tbody>
</table>

**Stakeholders as the Focus of Research**

To enhance understanding (see Table 13.1), multi-stakeholder research uses numerous methods—such as interviews, surveys, and such direct observations as lab experiments and games—to identify cognitive biases, mental models, and worldviews. In UGS, examining observed interactions among stakeholders could prove particularly useful. These methods typically focus on observed interactions among stakeholders (e.g., to inform how a post on
social media or an in-person workshop should be structured so people can interact with each other). The focus is on understanding stakeholder beliefs, interests, and interactions to better understand the dynamics of their relationships and to answer related research questions. These activities can be targeted at specific populations of interest in which understanding of these populations is crucial to answering policy-relevant research questions.

To enhance communication, multi-stakeholder research can focus on how various groups can be encouraged to understand and change behavior on the basis of specific research outputs and/or other information. The audiences for such communications might include both the stakeholders who were the focus of research and other audiences of interest to policymakers sponsoring and consuming the research. Sponsoring agencies are often, but not always, the consumers of research. In the cases in which they are not, communications might need to consider both sponsor and consumer needs and different communications targeted to each when possible. Research on effective communication methods encompasses too broad a space to cover in depth within this chapter, but interested researchers can refer to the citations in the footnotes on where to find more information on effective communication with stakeholders\(^1\) and research methods for evaluating stakeholder communications.\(^2\) For instance, multi-stakeholder research might investigate indigenous perspectives on how to allocate economic resources as a core research question, but additional work might be needed to understand the perspectives of the states in which these populations live and to explore how best to communicate results to U.S. federal and state governments, the governments of other nations, nonstate actors, civic organizations, and indigenous populations.

### Stakeholders as Participants in Research

Coproduction of knowledge (see Table 13.1) refers to processes in which multiple stakeholders representing different sources of knowledge—such as research, policy, business, and civil society communities—collaborate to cocreate information relevant to decisionmaking.\(^3\) Coproduction can range from unidisciplinary research through multi- and interdisciplinary research that add increasing levels of depth and subject-matter breadth to transdisciplinary
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**Footnotes**


convergence research that applies the methods of transdisciplinary research to answer pressing social problems. Regardless of how many areas of expertise are involved, coproduction involves stakeholders in multiple stages of research: the problem definition, development of research questions, research design, data collection and analysis, interpretation, testing of results, and the dissemination process.

For instance, the Arctic Council (AC)’s Alaska Native Tribal Health Consortium established the local environmental observer (LEO) network in 2009 to collect concerns about environmental change and pollution in the region. Stakeholders—in this case, subnational private actors residing in the Arctic—are deeply involved in the data collection process of the LEO network, helping to coproduce knowledge about environmental change and arctic contaminants. Such coproduction does not preclude research on stakeholders; rather it widens the aperture to involve more participants in the research, with the goal of increasing the relevance and usability of the resulting information.

A deliberative process (see Table 13.1) can be defined as a method that allows a group of actors to receive and exchange information, critically examine an issue, and come to an agreement that makes or recommends particular decisions. Deliberation can take many forms and engage different groups of stakeholders in structured discussions designed to enrich understanding and shift or develop preferences, with the goal of contributing to decisions to improve the management of a particular problem. Deliberative processes often involve iterative cycles of analysis and decisionmaking, wherein the analytical products and decisionmaking processes jointly inform one another as learning occurs about the problem at hand. These multi-stakeholder decision processes can draw from a variety of theoretical backgrounds (e.g., game theory, negotiation theory, deliberation with analysis), but all involve structured ways of navigating the different preferences, levels of knowledge, institutional roles, and capabilities of different actors to arrive at feasible solutions.

The following two sections look at the two modalities in terms of their core principles, their tools and approaches, and the challenges involved in using the tools and approaches—specifically in terms of long-term competition and UGS.

Approaches to Multi-Stakeholder Research: Stakeholders as a Focus of Research

We first consider approaches to multi-stakeholder research that treat stakeholders as a focus of the research process. This involves both efforts to understand what stakeholders are think-
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ing, feeling, and experiencing and to develop communication approaches that are effective in reaching target populations of interest. The benefits of working to understand these worldviews can be substantial. This process offers researchers and policymakers more insight into the beliefs, motivations, biases, and values of relevant populations. This insight can identify areas of cooperation, complementarity, or competition among different groups; potential areas for misunderstanding and misinterpretation between groups; and solutions to policy problems that might otherwise be overlooked. Furthermore, research focusing on stakeholders allows researchers to determine how to subsequently engage stakeholders in a way that fits with those stakeholders’ worldviews, generating improved understandings of problems and enabling the development of communications that are effective at reaching populations of interest.

An example in which research on the motivations and capabilities of stakeholders has been productively employed is a recent study of the benefits and risks of private-sector attribution of cyberattacks. In this study, the authors clearly lay out the differing motivations of private-sector actors to attribute cyberattacks to nation-states and discuss the benefits and risks of doing so to U.S. government interests. Ultimately, the study argues that the complementary interests and capabilities of the U.S. government and the private sector provide significant opportunities to collaborate in attributing cyberattacks as a form of deterrence in an undergoverned competitive space. Work like this makes clear that multi-stakeholder-focused research on security problems can help identify opportunities for increased collaboration and communication.

Prior to developing communication messaging, or opportunities for collaboration, multi-stakeholder-focused research efforts must first identify the underlying beliefs, values, and perceptions of the populations of interest (referred to as either worldviews or mental models). To determine a worldview, researchers should use several basic principles to (1) understand cognitive biases that might be affecting mental models; (2) deploy methods to obtain those mental models given the cognitive heuristics; and (3) account for special needs for stakeholder engagement in UGS. These steps are iterative, and researchers might find that they need to move between steps 1 and 2 several times to adequately specify a mental model.

Many ways exist to understand a stakeholder’s mental models and associated cognitive biases (e.g., work conducted between the 1960s and 1980s by such authors as Edwards, Einhorn, and Hogarth). Hundreds of biases have been identified, including in online settings. Three biases are worth briefly mentioning because they may particularly affect the
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practice of multi-stakeholder research; we refer the reader to the citations on each bias listed in the next sentence for further reading. They are anchoring (and adjustment),\textsuperscript{9} affect,\textsuperscript{10} and confirmation\textsuperscript{11} biases. These are described extensively in the literature and the focus here is on how those biases may operate in the context of long-term competition and UGS.

**Anchoring and Adjustment Biases**

Anchoring and adjustment biases occur when a person uses a piece of information to help inform later answers. This cognitive bias may especially come into play in an undergoverned space because information may not be as readily available and thus information from a trusted source may be relied on even more heavily than normal. Researchers may need to be particularly aware of this bias when structuring their communications.

**Affect Biases**

Regarding affect, it is important to understand stakeholders’ moods, which would alter how they respond to the research questions and processes. Different stakeholders might respond to events in significantly different ways according to a variety of varying contextual and indi-


Individual factors, including their emotional affect. Particularly in the context of UGS, affect has the potential to alter a respondent’s perceptions about risk. For example, people who are more fearful (or less angry) exhibit increased risk estimates of terrorism. In the context of long-term competition, fading affect bias may result in memories of negative events remaining salient to stakeholders longer than equally strong positive events and continuing to influence decisions over a longer time.

Confirmation Bias

Confirmation bias, in which people are more likely to accept information that aligns with their worldviews, can lead to overconfidence, such as when Turkey’s leadership was overconfident in its Syria policies because the policies agreed with what it thought was true and did not fully take into account how other actors would actually behave. Recognizing confirmation bias is particularly important for U.S. government officials making decisions about how to intervene in poorly understood settings. Decisionmaking frameworks for engaging in UGS, such as the Act-Sense-Decide-Adapt (ASDA) cycle, depend on making decisions, sensing the consequences to learn about the system, and then adapting strategy. However, confirmation bias hinders the ability of decisionmakers to accurately sense consequences and thus to adapt when needed.

Once worldviews are fully understood, research teams can work to design communications that meet the needs of key populations. For interested readers, there is a substantial amount of existing literature on effective science and policy communication tools. The body of work in this space emphasizes the challenges of communicating research effectively in a crowded, contested media environment, the need to use communication tools to build trust between parties, and the need for research on how to communicate research to bridge the divide between science and policy. For example, the Intelligence Community (IC) and its initial briefings to presidential candidates not only help the presidential candidates digest the material but also gather information about the candidates to better inform future engagements between the parties. This effort affords the IC the opportunity to determine what kinds of communications are most likely to be effective. For this chapter, we do not survey the literature in depth—because good summaries are available elsewhere (see earlier discussion about citations); instead, we briefly describe some existing tools and note that research into effective multi-stakeholder communication is crucial for developing trust and partnerships between researchers, policymakers, research subjects, and other relevant parties and should not be neglected relative to other areas of multi-stakeholder research discussed later.

Tools Available for Research with Stakeholders as a Focus

Understanding how cognitive heuristics and biases influence worldviews and decisionmaking requires targeted research efforts to identify and characterize these belief systems. Typically,
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methods seek to identify either stated or revealed preferences. Here we describe two general methods of identifying these preferences: asking people (via interviews, surveys, and focus groups) and observing people. Table 13.2 summarizes some commonly used methods and identifies some of the challenges that could arise when these methods are deployed in undergoverned and long-term competitive contexts. It is not a comprehensive list of such methods; it is designed to provide an overview of what each method offers in a multi-stakeholder context and how they might be challenged in complex environments.

Interviews

Interviews are a commonly used method to gather multi-stakeholder input. Interviews can be open-ended or semistructured, seeking to gather oral histories or specific metrics. Interviews provide the ability to question stakeholders, with a time length that can be tailored in near real time. As a result of their flexibility, interviews have been used to gather data in an undergoverned space, such as interviews following a plane crash in the Ukraine.\textsuperscript{13} Dyadic interviews (where two stakeholders are interviewed together)\textsuperscript{14} have the additional benefit of revealing interactions between people. For example, in a study in Syria, researchers asked parents about health care for Syrian children and explicitly focused on interactions and points of disagreement.\textsuperscript{15}

<table>
<thead>
<tr>
<th>Approach</th>
<th>Concept</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interviews</td>
<td>Individual researcher–stakeholder interaction to elicit worldviews that allow discussion and follow-up</td>
<td>Access may be restricted; follow-up interviews with same subjects may be difficult in UGS</td>
</tr>
<tr>
<td>Surveys or polls</td>
<td>Individual one-way researcher–stakeholder interaction to elicit stakeholder worldviews</td>
<td>Trade-off between open-ended responses and standardized information</td>
</tr>
<tr>
<td>Focus groups</td>
<td>Multidirectional stakeholder interaction moderated by researcher to elicit group views</td>
<td>Difficult to infer individual views without additional methods</td>
</tr>
<tr>
<td>Direct observation</td>
<td>Interaction-free observation of stakeholder by researcher to infer worldviews</td>
<td>Potential gaps in what can be inferred through passive observation; nonrepresentative data</td>
</tr>
</tbody>
</table>


Surveys
Surveys often come after a set of interviews to flesh out the initial mental model. Survey methodology is well studied and can be tailored to nearly any kind of research question. For example, surveys can answer questions about open-ended thoughts, discrete choices, or public perceptions. In an undergoverned space, surveys were used to, for example, determine multi-stakeholder input on the health and environmental situation in Aleppo households in war-torn Syria. Note, questions must sometimes be carefully constructed to decrease unnecessary risk to the participant. For example, wartime surveys in Afghanistan might be structured to compare groups of people rather than individual responses.

Focus Groups
A focus group is a small number of diverse stakeholders brought together to consider a topic with the goal of gaining representation from different groups (demographic and otherwise) that might affect the result. Its primary value is that it can gather a variety of views on a specific topic in a relatively short time and, in conjunction with other methods, can allow researchers to understand how individual views may shift or be expressed differently in group settings. However, on its own, a focus group can make it difficult to extract individual under-
standings from the group’s discussion, because the social dynamics and moderator behavior can influence how people respond.\textsuperscript{21}

**Direct Observation**

Another method to obtain multi-stakeholder input is through direct observation.\textsuperscript{22} In certain UGS or remote spaces where one cannot interact with people and there is no advanced technology, direct observation might be one of the only methods to obtain data on stakeholders’ mental models. For example, in a study on a tribe in central Amazonia, researchers used direct observation techniques to gather improved understanding on subsistence hunting.\textsuperscript{23} Direct observation can be targeted to in-person or online actions and behavior. For example, browsing history, transactional data tracking, meeting notes and attendance records, and interactions on social media would all be considered forms of direct observation. All these data collection efforts help identify stakeholders’ actions, preferences, and possibly mental models. These types of methods are quite commonly used in cyberspace.\textsuperscript{24} For example, social media data could be used to monitor the needs for emergency first responders as has been recommended for the U.S. Coast Guard.\textsuperscript{25} For example, one could use these types of methods to understand longitudinal tweets in Syria,\textsuperscript{26} to determine stakeholders’ inputs on social movements in Africa,\textsuperscript{27} or to understand the behavior of citizens in cyberspace.\textsuperscript{28} Of
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importance is the need to interrogate assumptions about the credibility of sources and information from social media.29

Challenges in Using Multiple Stakeholders as a Focus of the Research

For research to be impactful, it must be useful and relevant to stakeholders. There are multiple ways to achieve this goal, and there are significant benefits to be gained by considering multiple stakeholders in the research process. Most significantly, focusing on stakeholders in research provides an opportunity for researchers to develop a deeper understanding of the beliefs driving stakeholder actions and insight into which issues and messages are most important to particular individuals and groups. This understanding can translate into improved messaging and communication with different groups, but it can also help identify opportunities for more engaged coproduction or deliberation processes.

The decision to involve multiple stakeholders in research can also carry costs and risks that researchers should consider in their planning. These could be higher costs to engage with many heterogeneous stakeholders and to reach particularly isolated or difficult-to-access groups. The increased time required to conduct engagements can also be a source of tension in situations in which an adaptive management process needs to quickly respond to changing conditions on the ground. Many of these challenges can additionally translate into larger transportation, food, or lodging expenses. Other challenges to accessing these stakeholders might be low internet availability and usage and slower data collection if using asynchronous online data collection methods. Populations of interest may also be distrustful of researcher intentions, thus requiring engagement over longer periods—or the use of different research partners—to develop trust and rapport that enables good research.

Physical risks to researchers and stakeholders are also a consideration, because it may be dangerous to physically reach some groups. In many settings where there may be some need to smooth tensions in person, it is standard practice to use a trained moderator.30 A corollary exists in the online space; when a communication tool to engage stakeholders is online, it can quickly become a target for bad actors or provide information to adversaries about researcher intentions and resources.31 Depending on the topic and context, it may be that increased security or privacy measures are needed, for example, to prevent cyberhacking into an event. Effective communication is crucial and made more difficult when multiple stakeholders may
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come from different places or communities of practice (where jargon can be meaningfully different). For example, a very difficult survey problem might be producing maps that let U.S. soldiers interact with locals, but locals did not use the same place names as the official maps; also, place names could vary by group. Privacy risk can be a major concern in these contexts, where professional, reputational, and even physical safety can be affected by a privacy failure.

In the context of long-term competition, the impacts of these failures can have enduring consequences. To the extent that researchers are (or are believed to be) representatives of the U.S. government, then actions that breach social trust in populations can make it harder to conduct research with the same groups in future. Approaches to ameliorating this risk—such as sampling enough participants to be able to aggregate and anonymize the results without fear that any person will be identified—can increase costs. In settings where people interact, implementing ground rules, such as the Chatham House rules (i.e., participants are welcome to use what they learned but not to attribute it to someone), could be one way to lower this risk. This extends to people after they have left UGS; consider, for example, a study of Afghan refugees in the United States that highlights findings on how to ask the questions while preserving privacy (and reducing other risks, such as emotional risk).

Finally, work in UGS can carry substantial emotional risk to participants. Proper review by groups, such as Institutional Review Boards, will help identify sources of, and reduce risks to, participants (although, in some cases, this may mean that the research is not allowable). This may also lead the researcher to use remote technologies (such as virtual reality [VR] or augmented reality [AR]) or increase cyber protections for the participants. Another concept of importance is working to provide positive experiences and feedback opportunities. It helps to define workshop roles and responsibilities in advance, such as by providing a biography sheet to the participants in advance of the workshop. Obviously, a large part of this aspect is creating a research environment where stakeholders feel welcomed to participate and provide input and that their interactions moderated in a positive, constructive manner. For more on political psychology, see works by Jervis and Larson.

While stakeholder-focused research in the context of long-term competition and UGS can carry substantial risks and impose higher costs on the research team, these risks can often be mitigated and may be outweighed by the substantial benefits that can accrue.
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Approaches to Multi-Stakeholder Research: Stakeholders as Participants in Research

Stakeholder research that treats stakeholders as partners in the coproduction of knowledge or in deliberation requires thinking about the nature of the problem being analyzed and designing ways to bring stakeholders into the research process itself. This type of multi-stakeholder research can use or rely on the approaches to stakeholder focus described earlier, but it can also open the door to deeper collaboration in which diverse groups actively participate in the framing and formulation of problems to be studied and decisions about what to do with the resulting knowledge. Although not appropriate in all contexts, this focus of multi-stakeholder research can have significant benefits, particularly in efforts to address complex problems and design adaptive policy. One of the primary benefits of this type of research is that it can help identify previously unexplored problem framings and solutions by allowing stakeholders to discuss and synthesize imperfect, partial understandings of a problem. Moreover, bringing stakeholders into research processes at the question formulation, data collection, or analysis phases could help create opportunities to develop shared language and understandings of problems over the research effort that might help minimize conflict over results at the end of the process.

Several frameworks for dealing with complex problem environments exist. We focus here on one that emphasizes both competitive and collaborative strategies for addressing a complex stakeholder environment. Following the work of Nancy Roberts, we can conceive of the multi-stakeholder landscape for research partnership according to the following three questions, the answers to which shape the space for research strategies:

- What is the source of conflict over the problem?
- How dispersed is the power to address the problem?
- To what degree is that power contested by different stakeholders?

The first question is used to assess the degree of dispute over the nature of the problem and potential solutions; the second, to assess where power to address the problem is centered; and the third, to identify the degree to which that authority is contested by other actors, as represented in Figure 13.1. Both adaptive governance and multi-stakeholder research are most useful for wicked problems, in which there is conflict over both problem definition and solutions. But the other two questions can help inform what approaches can be deployed. If the power to address a problem is concentrated with just a few stakeholders, it may be possible for research to be developed and driven by a small core group or parties using authoritative approaches. However, when power is dispersed among groups, actors interested in multi-
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stakeholder research must analyze the landscape to determine the degree to which that power is contested. If power is highly contested, actors may compete for dominance to influence who has the authority to implement their preferred solution. Collaborative strategies by contrast are feasible when the level of power contestation is lower or when the perceived benefit of collaboration outweighs the benefit of competition. Importantly, the choice of a collaborative solution can still occur when actors have different beliefs, values, and goals.

Researchers could also consider how stakeholders interact with one another in choosing strategic approaches to research with multiple stakeholders as participants. Such approaches can consider not only relative power imbalances but also the degree to which interests differ and knowledge is fragmented across actors.38

In more tractable cases, knowledge is complete, interests are aligned, and power imbalances are low, creating conditions for cooperative solutions. In less tractable situations, knowledge is fragmented, interests compete, and power is dispersed and contested. Almost by definition, long-term competition in UGS is likely to be of the latter kind. However, such underlying con-
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ditions are not fixed over time. Actors can try to change the level of knowledge fragmentation, power dispersion, and competition to advance their interests and to speed or slow progress in addressing specific topics. In some cases, research with multiple stakeholders as participants can involve frame reflection processes in which actors seek to understand how their own and others’ worldviews shape how a problem is viewed, to see the problem through others’ eyes, and to identify and create new problem framings that could bridge interests and generate previously unimagined cooperative solutions. A good example of this has occurred in climate change, where strong environmental regulation and economic growth were initially seen as in conflict but are now increasingly framed as complementary, with high-value taxpayers seeking out cities with clean air, water, green space, and environmental regulation.39

In assessing research problems in this manner, program designers should keep in mind that specific facets of a problem might have different degrees of conflict associated with them. As an example, while addressing the overall challenge of climate change may be a collaborative problem where nation-state authority to set internal policies to achieve the Paris goals is uncontested and the outcome is considered a win-win, the question of how to develop and supply the renewable and decarbonization technologies needed to achieve that win-win goal might be highly contested both by companies and states and demonstrate competitive features. Indian efforts to prevent the import of Chinese solar panels to protect and grow India’s own nascent domestic research and development and manufacturing processes is an example of this kind of competition.

These considerations affect coproduction and deliberative processes in distinct ways. Collaborative deliberative processes in highly contested spaces may be much more difficult to coordinate and manage than coproduction processes, largely because deliberative and decisionmaking processes can shape the outcomes of contested questions. The research portfolio of the AC (discussed earlier) was initiated in a period of relatively low geostrategic conflict (the 1990s) and explicitly excludes military concerns. Since that time, the geopolitical landscape has become much more contested, and the structure and the provisions of the council may no longer be well designed to address deliberation needs in such a more hotly contested environment, even though the knowledge coproduction tools may still be valuable to address less-sensitive questions.40

**Tools Available for Research with Stakeholders as Participants in the Research**

Many already existing tools can be used to do research with stakeholders both as the focus of the research and as coproducers in the research process. It is often possible to use these
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methods for multiple purposes, and differing methods can be used to achieve similar goals. Researchers may also need to consider how the choice of method may influence the relationship between researcher and stakeholders and how the research is perceived. The choice to incorporate or exclude specific groups from a research coalition or the choice of how engagement is structured can have substantial impacts on the perceived legitimacy of a research effort. Note that although we structure this section to consider specific tools for stakeholder engagement, these tools are rarely used in isolation. Participatory research methods can serve the dual purpose of helping the researchers and stakeholders learn more about each other and setting up a trust basis for future interaction.

Table 13.3 summarizes selected methods to engage multiple stakeholders as participants in coproducing, consuming, interpreting, or acting on information from a research product. Note that while most forms of research might also use some of these methods to create the research product, here we focus on using these as tools to engage stakeholders.

We have ordered these approaches roughly according to the structure of the research process. At one end of the spectrum, scenario processes provide researchers relatively more control over the process and what insights emerge, while at the other end of the spectrum lie such techniques as deliberative processes, in which stakeholder interests and concerns weigh most heavily in shaping the outcomes of the process. Most of these tools may serve multiple purposes, although some are easier to use than others to inform modalities of multi-stakeholder work: knowledge, communication, coproduction, and deliberation. In practice, most research with stakeholders as participants will also use stakeholder-as-focus methods, such as interviewing and focus groups. Many of these techniques can also be applied as teaching techniques and analytic tools. It is incumbent on the researchers to be clear about the purposes they intend any multi-stakeholder work to serve, because that should inform the design
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**TABLE 13.3**

<table>
<thead>
<tr>
<th>Approach</th>
<th>Concept</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenarios</td>
<td>Generation of future potential conditions and challenges</td>
<td>Ad hoc contents; a small number of cases may not span space of possibilities; lack of critical interrogation of assumptions</td>
</tr>
<tr>
<td>Participatory modeling</td>
<td>Group processes for designing models of complex systems</td>
<td>Mental models informing system may be incomplete or incorrect</td>
</tr>
<tr>
<td>Gaming, wargaming, and tabletop exercises</td>
<td>Group processes for understanding implications of actions in complex problems</td>
<td>Mental models may be incomplete or incorrect; payoffs may be misidentified or may change over time</td>
</tr>
<tr>
<td>Deliberation methods</td>
<td>Structured methods that help stakeholders to identify and select possible courses of action</td>
<td>May not be possible to get all relevant stakeholders engaged; time-consuming, unpredictable results</td>
</tr>
</tbody>
</table>

---

and content of the procedure chosen. Newer research has begun to provide design principles to aid in structuring these engagements.41

Scenarios

Scenario development, exploration, and analysis methods can help engage stakeholders in concepts that they did not know ahead of time (e.g., unknown unknowns). There are many examples of scenario exploration used in UGS, such as a scenarios workshop on future directions for European Union–Chinese relations42 and efforts to understand the future of Arctic exploration by various stakeholders.43 They have been widely used in U.S. military planning historically, and recent research has identified ways to improve the process to meet the challenges of an increasingly complex threat environment.44 Successful use of scenarios requires developing buy-in from stakeholders on the parameters considered; otherwise, stakeholders may “fight the scenario.”

Participatory Modeling

Participatory modeling directly engages stakeholders alongside researchers in creating formalized and shared representations of reality instantiated in various modeling formalisms, such as influence diagrams, causal loop diagrams, and Agent-Based Modeling.45 These representations aim to capture the implicit and explicit knowledge of the stakeholders—in particular, mental models of relevant systems and the dynamics under various conditions. Emerging work in this space has included work to apply fuzzy cognitive mapping in participatory contexts.46 These representations can also be used as boundary objects to facilitate under-

46 Steven A. Gray, Stefan Gray, Jean Luc De Kok, Ariella E. R. Helfgott, Barry O’Dwyer, Rebecca Jordan, and Angela Nyaki, "Using Fuzzy Cognitive Mapping as a Participatory Approach to Analyze Change, Preferred
standing and communication among groups and to generate simulation models that can be used in analyses that help to identify and compare the impacts of alternative solutions and their ability to achieve various goals. The process of coproducing models with stakeholders and researchers helps engage both expert and local knowledge and can also enhance the salience, legitimacy, and credibility of the analyses for all involved. Although commonly used in environmental studies, participatory modeling has also been applied to some UGS, such as implementing fiscal policy in Ukraine.47

Gaming, Wargaming, and Tabletop Exercises

Chapter Nineteen in this report, by Elizabeth M. Bartels, Aaron B. Frank, Yuna Huh Wong, Jasmin Léveillé, and Timothy Marler, provides a longer description of the use of gaming, wargaming, and other tabletop exercises for multi-stakeholder efforts48 broadly used in military planning for the Navy, Secretary of Defense, between different commands, and in the cyber domain.49 A recent example is a study in the Baltics, where the use of wargaming led to the realization that the eastern flank of the North Atlantic Treaty Organization was vulnerable in the event of military invasion by Russia regardless of strategy employed.50

Deliberation

Deliberative methods encompass a wide variety of means to involve multiple stakeholders in structured group discussions. As with other forms of public engagement, deliberation can be used in various types of venues distinguished by the amount of inclusiveness among those invited to participate and the extent to which the participants are empowered to make decisions. Inclusiveness can range from working with a small, select group of carefully chosen stakeholders to being open to everyone. Empowerment can range from the deliberating group only providing information to those making the decision to having full decision-making authority. Although there are different models (e.g., Fishkin, Cohen, and Gutmann and Thompson), deliberation typically proceeds with a specific process that involves both discussion or consensus-building and voting. Here, we describe three illustrative methods.

Group Consensus Methods

Delphi and other group consensus methods provide a way for research teams to recruit individuals for repeated activities centered on rating and evaluating information. The focus could range from estimating uncertain parameter values to evaluating potential actions. One of the benefits of Delphi approaches is that they can be run and facilitated remotely and anonymously. Although such methods were originally developed to facilitate the assessment of quantitative information, more-recent innovations can be employed to allow researchers to also use it in qualitative contexts.
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Deliberative Polling and Citizen Juries

With this method, a small group of randomly sampled individuals, representative of the demographics from a particular community, comes together for a few hours to a few days to discuss and reach a collective decision or recommendation on some policy questions. These discussions are informed by carefully balanced briefing materials, often skilled facilitation, and sometimes direct testimony and interaction with experts.\footnote{Fishkin and Luskin, 2005.} Citizen juries have been used to make recommendations on constitutional reform, climate policy, and ballot initiatives.\footnote{Graham Smith and Corinne Wales, “Citizens’ Juries and Deliberative Democracy,” Political Studies, Vol. 48, No. 1, 2000.} Deliberative polling bookends such deliberations with opinion polling to measure the effect of the deliberations on views of representative citizens.

Deliberation with Analysis

Deliberation with analysis represents an iterative process in which stakeholders deliberate on their objectives, options, and problem framings; researchers (analysts) generate decision-relevant information; and stakeholders revisit their objectives, options, and problem framings in response to interactions with each other and with researchers’ information.\footnote{George E. Apostolakis and Susan E. Pickett, “Deliberation: Integrating Analytical Results into Environmental Decisions Involving Multiple Stakeholders,” Risk Analysis, Vol. 18, No. 5, 1998; National Research Council, Public Participation in Environmental Assessment and Decision Making, Washington, D.C.: National Academy of Sciences Press, 2008.} The process is intended for situations in which the problem framings and stakeholders’ understandings evolve through these interactions. Such frame reflection is often valuable when boundaries between research and policy may be shifting or fluid.\footnote{Donald Schoen and Martin Rein, Frame Reflection: Toward the Resolution of Intractable Policy Controversies, New York: Basic Books, 1995.} Deliberation with analysis often relies on computer simulations, and a typical case would involve the deliberative body deciding assumptions to use and policies to test and then making initial recommendations and requesting analysis of additional policy options after viewing the results of the initial simulation runs.

Challenges in Engaging Multiple Stakeholders as Participants of the Research

Expanding beyond thinking of stakeholders as the focus of research to coproducers can enrich adaptive decisionmaking, but doing so also carries costs. First, it creates opportunities for new structures for research and decisionmaking. Previously excluded actors may become involved, thus enriching the understanding of a problem, particularly in cases in which certain types of information may only be accessible or interpretable to some groups or individuals. Coproduction, deliberation, and multi-actor decisionmaking processes can create spaces
in which iterative cycles of analysis and decisionmaking can occur, thus helping to develop cycles of adaptation that are essential in responding effectively to complex problems.

However, such processes may not be appropriate in all cases because they present challenges and risks while requiring nontrivial adjustments to the traditional process of public management and research for management. As noted by Head and Alford,

The conventional structures and systems of the public sector are not scoped to address the tasks of conceptualizing, mapping, and responding to wicked problems. Project management for tackling wicked problems through long-term targeted interventions would require a substantial and unaccustomed degree of flexibility in the structures and systems of public governance.63

Some of these challenges are familiar and similar to costs discussed already when thinking about stakeholders as participants: increased time and costs to doing research and increased potential for information to leak to hostile parties or bad actors. Others are more specific to the challenges of making decisions in highly complex spaces. These are discussed in reference to Robert’s framework.

In cases in which authority is concentrated and uncontested (large power differential but considered legitimate), Roberts makes the case that an authoritative body can simply decide and act to solve the complex problem.64 However, determining when legitimate authority exists and is truly uncontested is not a trivial matter, and there is significant potential to mis-categorize a problem as meeting conditions for authoritative solutions, when that is not the case.65 When that occurs, problems may be inappropriately simplified, thus missing opportunities for better solutions. Even though authoritative approaches offer benefits to policymakers (e.g., rapid implementation and organizational simplicity), these benefits can undermine desired outcomes in complex problems. This is because strategies devised using authoritative approaches can ignore key features of complex problems because those strategies are “usually beyond the cognitive capacity of any one mind to diagnose or comprehend.”66

In cases in which authority is dispersed and contested, Roberts advises a competitive approach to problem-solving. While these approaches can spur fast rates of innovation, structuring research activities in this fashion is challenging within the traditional framework of public management and can be costly; it could increase conflict or consume resources (e.g., litigation, defensive investments, deterrence) that could otherwise be devoted to solving
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complex problems. Furthermore, competitive approaches can create incentives to withhold knowledge, block opportunities for those closest to the problem to provide feedback up the chain, drive turf wars, increase emphasis on outputs rather than outcomes, and reify existing silos. Also, the idea of leveraging competition as a tool to foster new knowledge and identify clumsy solutions to complex problems may be unfamiliar to the organizational culture and mission of agencies within UGS. This may make it difficult to identify and structure opportunities to leverage competition as a problem-solving tool in cases where applicable.

Finally, collaborative approaches to coproduction can also be costly. They require adjustments to the traditional understanding of the roles of decisionmaking and analysis to bring researchers and policymakers into dialogue. These adjustments may require using communication and negotiation principles to navigate the boundary between science and policy. Agreement on new principles for guaranteeing the quality and unbiasedness of information may be required to effectively connect knowledge and action. Existing criteria are salience, credibility, and legitimacy, but actors may have different definitions and interpretations of what these components mean in practice, leading to disagreements over the quality and appropriate use of different research outputs.

Emerging models in the physical sciences suggest ways to address these challenges. Convergence research draws on insights on the function of scientific teams to identify conditions and processes that can inform how diverse teams can work together most efficiently. The Natural Hazards Engineering Research Infrastructure Facility represents one way to build systems of interdisciplinary and transdisciplinary research that enable collaboration across diverse organizations and disciplines to answer applied science questions. However, even with an explicit commitment to this type of work, deep interdisciplinary research is difficult to conduct in the context of institutional structures, incentives, and training processes. Addressing these difficulties requires restructuring management systems, which will be addressed in more detail by Steven W. Popper in Chapter Eleven. However, alongside these
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broad changes to the way that public systems are governed, a more narrow set of tools exists that can be used to develop cooperation and collaboration, reframe thinking about variables, links and options, and design multi-stakeholder research practices tailored to the needs of long-term competition in UGS or alternatively governed spaces. In the next section, we focus on investments that could be used to improve this narrower set of tools to facilitate research in multi-stakeholder settings.

Key Investments to Catalyze Multi-Stakeholder Research

This section discusses some examples of places where investments could catalyze improvements to the practice of multi-stakeholder research in undergoverned and long-term competitive contexts. This is not intended to be a comprehensive survey; rather, it is intended to provide a few examples of potentially productive avenues for research. We begin with several areas in which investments could generate returns across a variety of multi-stakeholder research activities. Then, returning to the original taxonomy proposed in Table 13.1, we discuss investments according to whether they are intended to improve understanding, communication, coproduction, or deliberation. However, we caution against interpreting these as hard categories. Scientific developments in one of these areas may also enhance practice across others.

Recent years have witnessed significant advances in the analytic tools, practices, and institutional context for multi-stakeholder engagement that enhance capabilities for understanding, communication, coproduction, and deliberation in complex decisionmaking contexts. Innovations in this space are the result of both changes in technology and advances in social science that both improve the use of these tools and inform the spaces in which they are used. Many of these advances have occurred in the field of environmental management, which is a more governed space and generally perceived as more collaborative than others discussed in this report. Similarities are the long-term nature of the complex problems and the importance of initial conditions and path dependence in shaping the future option space. As a result, many of these advances have relevance to contested, less-governed spaces of national security and defense. Some can be translated relatively directly from collaborative environmental contexts and used to improve adaptive planning and governance, while others would require more fundamental restructuring.

Overarching Issues

Multi-stakeholder research is particularly valuable for problems involving complexity, uncertainty, and ambiguity. In these cases, multiple values, goals, and understandings of a problem
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can inhibit effective decisionmaking to address policy problems. Multi-stakeholder research provides a way for researchers to engage these different worldviews, characterize and develop new and different problem framings, and identify opportunities for compromise, or winning coalitions of interests, and pockets of potential strategic advantage. Social science provides tools to develop and understand these worldviews, and decision support enables searching the policy space for responses that meet success criteria. Representing these decision spaces in complex environments has been a core focus of environmental policy that could be adapted for the defense space.

Like decision support, investments in tools to facilitate engagement also hold value for multi-stakeholder research. The past 25 years have seen an explosion of different engagement methods for increasing the salience, relevance, and credibility of decisionmaking processes for addressing complex policy problems. Some of these methods might be applicable in the defense space, but it is also possible to identify places where new types of engagements might be necessary to serve needs in competitive spaces. These methods can be structured along axes defining their levels of empowerment and inclusiveness. In collaborative environmental management problems, more-empowered structures of decisionmaking have been the focus, with varying degrees of openness. Work to identify which of these processes might apply to interagency decisionmaking or even international defense and security decisions could help create test cases for different approaches to engagement.

Successfully applying research in these focal areas to UGS requires three specific kinds of research investments—those aimed at (1) understanding how competition influences the design of tools for decisionmaking, (2) improving structures to facilitate deeper engagement across disciplines and stakeholders and sustaining that engagement over a research program, and (3) employing regular, rigorous evaluation.

Some basic features of competitive spaces differentiate them from collaborative research and affect which approaches to multi-stakeholder research may prove most appropriate. It may be hard to identify and engage a research coalition in a highly competitive context. It may be difficult to align the timescale of decisionmaking with the speed of multi-stakeholder research processes. Even something as simple as the questions being asked can reveal privileged information to competitors and place research subjects and strategic aims at risk. This chapter has necessarily focused on collaborative spaces that account for the significant bulk of existing research. Future research might examine how best to deploy these techniques in competitive spaces.

How best to develop and sustain multi-stakeholder research coalitions is an unsolved question in the environmental space and one likely to bedevil national security applications. Institutional missions, performance metrics, siloed information, time pressure, inertia, and


many other factors drive many interdisciplinary research coalitions to fracture along institutional or disciplinary lines, thus preventing knowledge synthesis and effective coproduction, which are crucial in complex decision environments. Research that tests new structures and approaches for stakeholder research in competitive contexts, such as ad hoc committees or the type of partnerships used in the convergence research already discussed, could help improve understanding and avoid some of the pitfalls that have frustrated the application of these methods in environmental spaces.

Finally, evaluation is a core part of design for complicated engineered systems. In governing complex problems, decision support tools and engagement processes are the core technologies that enable adaptive governance. They should be evaluated with the same rigor as we would the components of a physical system.

Investments to Improve Understanding
Generating knowledge from or with stakeholders in undergoverned or competitive contexts can require creative approaches to data collection and analysis, because in-person processes may not be possible or because stakeholders in the research may be unwilling to fully participate. Remote engagements facilitated by technology can help provide researchers with valuable information about target populations when in-person access is not possible, but these same remote and virtual engagements through traditional technologies may miss highly valuable elements of nonverbal or contextual information.

One newer technology that can facilitate interaction methods is virtual, augmented, and mixed reality (VAMR). VAMR couples three different but closely related immersive technologies. VR presents computer-generated or prerecorded images through a VR headset that conceals the wearer’s eyes and isolates the wearer from the real world. Users view images and sometimes receive other haptics (e.g., sound, joystick movement) that convey presence in a virtual environment. AR combines VR computer graphics with real-world scenes and interactions. It overlays fully virtual worlds with contacts, interactions, and navigation with the real world. For example, AR can be understood as a graphics technology where the layer of the virtual world is placed on top of the real world without allowing the two to interact.
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Mixed reality is an advanced version of AR, where the physical and digital world are allowed to interact.\textsuperscript{80}

Not only can VAMR reduce transportation costs, but it can also reduce physical risk; consider, for instance, U.S. Air Force efforts on live, virtual, and constructed training environments, where pilots can test certain moves in the safety of a constructed environment. Testing the potential use of VAMR in developing knowledge coproduction and deliberation processes could also help improve the viability of remote multi-stakeholder research using these techniques. VAMR might enhance engagement and trust as well as serve as a platform for true collaborative modeling or other methods of coproduction.

Data collection at scale is another area for development, given that it improves the capacity of researchers to gain valuable knowledge about stakeholders when direct engagement (even remote) is not feasible. Extracting information from remote sensing, Internet of Things (IoT), social media, and other secondary sources can provide important information about population beliefs and behavior, but it can be challenging because of the potential for bias in the data and the difficulty of quality checking the findings from existing tools to exploit large data sets.

Finally, research to address the privacy implications of some of these remote and passive data collection activities would be valuable. For example, in the context of VAMR, research suggests that machine-learning (ML) algorithms can learn to identify individuals with high accuracy using their physical movements while interacting with these systems.\textsuperscript{81} Similarly, the extension of IoT capabilities to the internet of bodies presents both powerful new research opportunities and significant new privacy risks. Understanding these privacy risks, learning how they could affect research participants, and developing tools to mitigate against them are crucial for rendering these technologies acceptable to participants, particularly in contexts where subjects might be at heightened risk of harm if their information were to be exposed.

Investments to Improve Communication

Regardless of whether knowledge is generated through unidirectional or bidirectional processes, communication is key to multi-stakeholder research, and improved technical approaches for rapid, accurate, interpretable, and trustworthy communication channels and improved understanding of how to design communication for multi-stakeholder purposes are needed.

Developing culturally appropriate instantaneous translations can significantly improve the ability to communicate research findings or develop coproduction processes with differ-


ent groups. This aspect needs to go beyond efforts to translate words and involve finding ways to visually and narratively present research findings that are acceptable and interpretable to different groups. For language and related communication issues, there is the possibility to improve such tools as Google Translate. This improvement could enhance the ability of people who speak different languages to interact without the need for a person as a translator.

Trusted communication channels are crucial for ensuring that messages are heard and responses are appropriate. Researchers attempting to build a base for future multi-stakeholder coproduction or deliberation processes will find that developing ways to ensure the trust in, and the credibility of, information channels is a crucial precondition for deeper engagement efforts. Research efforts to reduce privacy risks while still communicating crucial information, defang misinformation efforts, and improve cybersecurity are all essential to this process. Questions about how to improve access to information while simultaneously ensuring the quality of the information accessed is an important secondary issue. For instance, research into fifth-generation (5G) technology is beyond the scope of this chapter, but it is relevant to some of the topics discussed here.

As multi-stakeholder research engages with new methods and procedures for communication, it also raises several questions related to privacy and emotional risk. For instance, research on how to obscure the purpose or intent of research questions from some actors may also be necessary in highly contested spaces, both to protect U.S. strategic interests and to protect individuals or populations involved in multi-stakeholder research.

Research on multi-stakeholder communications increasingly recognizes that humans preferentially receive and process information according to consistency with group identity and comfort with the communications networks through which it arrives. To address these challenges, one research frontier uses social network analysis to understand how information flows within communities and then applies influence maximization algorithms on the network to understand how to best disseminate messages. These algorithms can be designed to help pursue different constellations of goals—for example, ensuring equitable distribution of messages to all the members of a community irrespective of the density of their networking and the particular groups to which they belong. To date, this work has largely been focused on uncontested messages involving good health practices and warnings of natural disasters. But future research might usefully extend these concepts and methods to more contested information—for instance, by seeking to understand and manage the flows of information to individuals that they might find consistent and inconsistent with their values and identity.
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Investments to Improve Coproduction

Research needs and opportunities exist related to both the process of coproduction and tools that might enhance it. Although there is widespread agreement and much anecdotal evidence that coproduction processes yield significant benefits, coproduction practitioners report many challenges—for example, power imbalances among participants, such as those between researchers who may have increased access to funding, specialized knowledge, and prestige relative to many stakeholders. Power imbalances also exist among the stakeholders, and cultural differences may make it easier for some to participate relative to others. Addressing such barriers is an important area of research in environmental areas and may be at least as salient when using such methods in less governed spaces.

Coproduction processes aim to enhance learning. For instance, participatory modeling has been shown to help participants understand multiple perspectives, promote systems thinking, and improve relationships among participants. But understanding of such learning processes remains limited, with little understanding of how long any new understandings persist among participants after the exercise, whether and how new understandings diffuse among those who did not participate, and how new understanding affects action. Some studies have used surveys, interviews, discourse analysis, and mental model elicitation to track such effects, but future research could greatly improve the ability to derive benefits for coproduction processes. Future research could also explore the use of new technologies for data collection in the context of coproduction. An example would be the use of VAMR (discussed earlier) as a tool to facilitate collective model-building. Ideally, coproduction could enhance the learning and response cycles inherent in such processes as ASDA cycles. But such learning processes present significant challenges from misaligned incentives and inadequate mental models. Work in political and economic forecasting suggests that different types of accountability systems affect decision processes and outcomes. Future research could examine how changing incentives on participants in the kinds of problems typically encountered by the Defense Advanced Research Projects Agency, the U.S. Department of
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Defense (DoD), and the interagency process could similarly improve adaptive learning and decisionmaking in multi-stakeholder research contexts.

Improving coproduction is hampered by a lack of conceptual clarity about what is occurring in multi-stakeholder processes.\(^9\) Consolidating research across fields on the dynamics of group decisionmaking could help address this challenge by improving measures of participation and expanding evaluation of stakeholder engagement processes. Highly detailed, large data sets on how different groups interact across engagements and how multi-stakeholder processes evolve would be highly valuable in driving the field forward and enhancing understanding of the actual processes that are occurring. This requires moving beyond simplistic understandings of how information and knowledge are exchanged across stakeholder groups. Knowledge exchange between stakeholders, including comanagement processes, is highly shaped by research field, and work to translate lessons across fields would be a valuable step.\(^9\)

In addition to improving understanding of the coproduction process, there may also be important opportunities to improve the available tools. For instance, the VAMR tools could greatly enhance engagement and help stakeholders obtain a more visceral understanding of the dynamics of systems. ML and other statistical tools might help elicit explicit representations of causal relationships contained in the mental models of many participants. Research has only begun to explore potential possibilities in such areas.

### Investments to Improve Deliberation

Much literature and practice suggest that facilitating deliberation among diverse stakeholders requires an ability and propensity to respect and consider multiple points of view, particularly for situations in which important aspects of the challenge are contested. The traditional quantitative tools of risk and policy analysis are organized around single, best-estimate probability distributions to describe uncertainty about the state of the world and often aggregate preferences into a single utility function to rank alternative outcomes. These methods and tools are poorly designed to bring quantitative information into debates with contested problem framings. One promising research area aims to develop analytic, multi-scenario, multi-objective decision support tools that better reflect such multiple points of view. Such approaches are often gathered under the label Decision Making Under Deep Uncertainty (DMDU).
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For instance, scenarios are commonly used to facilitate deliberations among diverse stakeholders. Traditionally, scenarios are developed and chosen by human judgment. Although often effective as communication devices, such scenarios can appear biased, contain important inconsistencies, fail to appropriately sample the space of most policy-relevant futures, or prove ineffectual at distinguishing among alternative policy choices.92 In recent years, quantitative methods, such as scenario discovery,93 scenario diversity,94 and cross-impact balance approaches95 have been developed to help choose more decision-relevant sets of scenarios. For instance, scenario discovery applies classification algorithms to large databases of simulation model runs to identify the small number of key factors that best distinguish futures in which a strategy meets and misses its goals. One recent application identified important but not previously considered scenarios generated by the integrated assessment used in climate policy research, although these models had been used by hundreds of researchers.96 Future research could improve the classification and other algorithms used by such methods and improve the ability to communicate their results to diverse audiences.

Other DMDU work explicitly facilitates deliberations among multiple stakeholders in the context of polycentric governance. For instance, recent work using multi-objective Robust Decision Making (MORDM) methods helped four neighboring cities in North Carolina jointly link and then manage their water systems in the presence of differing objectives and under conditions of deep uncertainty about future demand and climate.97 In the context of ASDA, the resulting strategies were dynamic—that is, they evolved over time in response to financial and environmental triggers, and they covered multiple timescales, such as short-

term operational decisions (e.g., reservoir management rules) and long-term infrastructure investments. The analysis linked timescales by shifting the operational decisions from rule-based procedures to dynamic risk-of-failure triggers and by shifting the infrastructure investments from static to adaptive policy pathways. The analytics were then organized in visualization packages and decision support processes that facilitated deliberations among representatives from the four cities to help them develop independent but coordinated strategies that satisfied multiple objectives in many plausible scenarios.

Recent work links such multi-scenario, multi-objective decision support approaches to social science approaches that recognize that stakeholders go beyond having differing objectives and expectations, actually clustering into distinct worldviews.98 Such worldviews consist of correlated sets of values, beliefs, and policy preferences that shape how individuals understand, judge, and act in the world. Mixed qualitative and quantitative approaches, such as fuzzy cognitive mapping, can provide insights into the multilayered understandings of complex problems held by different stakeholders.99 With these new approaches, social scientists use many of the methods described in the discussion earlier in this report to identify the worldviews in a community (see the “Approaches to Multi-Stakeholder Research: Stakeholders as a Focus of Research” section). Analysts then work separately with stakeholders from each worldview to coproduce a quantitative policy analysis. The solutions from each worldview are then viewed from the vantage of the others. In general, the solutions are each dynamic, as already described. These information products can then facilitate deliberations seeking to improve understanding among the parties, potential reframing of each of the worldviews, and potential compromise solutions. Such work is in its initial stages, and future research might improve each of its understanding, coproduction, and deliberation elements.

Finally, as with coproduction, deliberation processes would also benefit substantially from efforts to develop consistent evaluation metrics and protocols to understand which processes are most effective in driving salient, credible, and legitimate multi-stakeholder decisions, specifically, differing degrees of power dispersion and contestation. Trust in processes is crucial to developing trusted research outputs, and in contested spaces, the basis of trust may vary from traditional scientific rationalities. Bureaucratic imperatives, social relationships, existing sources of authority and legitimacy, and cross-cutting issues all influence what research processes are considered salient, legitimate, and credible. Once lost, credibility and legitimacy can be difficult to restore in the short term, so additional research should particularly focus on how to maintain trust among multi-stakeholder research partners, raise


the costs of defection in cases in which partners might be ambivalent, but input is essential, and incentivize commitment to multi-stakeholder engagement as an approach to knowledge generation and decisionmaking.

Concluding Thoughts

Multi-stakeholder research can significantly improve the ability of the U.S. government to pursue its interests in competitive UGS. The research investments suggested here could enhance the practice of multi-stakeholder research. First, such research could expand the types of stakeholders engaged in the research process and the ways in which they are drawn into the process (as consumers, creators, or subjects) and could help research teams identify and address practical problems more effectively. Therefore, broadening the number of groups engaged in research could increase the types and levels of expertise engaged in solving a problem and prevent the capture of the research process by any one stakeholder interest.

Second, this research could also speed the ability of research teams to derive and adjust problem framings and mental models. An enhanced understanding of how participation and decisionmaking function in multi-stakeholder spaces would improve both conceptual thinking about these methods and the ability of practitioners to deploy them in a wide variety of contexts, particularly in cases in which they are not considered part of standard practice (such as AI research, or research conducted with strategic competitors). It could also enhance the ability of research teams to build trust among disparate actors by choosing processes that are most likely to achieve the goals of salience, credibility, and legitimacy.

Third, rigorous testing and evaluating of these approaches could help dramatically improve and consolidate practices in this space, driving an improvement in quality across a variety of fields. Coupled with investments in tool-building to speed the ability of multi-stakeholder teams to create shared languages and visions and identify spaces for compromise, this could enhance the nimbleness of multi-stakeholder research and enable more fluid engagements to respond to changing conditions and compositions of stakeholder groups. Most important, research investments would be required to design or adapt tools to enable multi-stakeholder research in competitive contexts.

Finally, there is much research on the governance of complex problems, but the practice of adaptive governance is significantly hampered by the lack of practical tools that can be deployed, either to change the practice of public management or work within its confines to enhance nimbleness in changing and uncertain contexts and adapt them to the specific needs of DoD stakeholders. The review presented here has described some core principles and tools that already exist for multi-stakeholder engagement and tried to identify some areas where investment in the tools of research would help improve the quality of insight derived from these complex multi-stakeholder research processes in research on long-term competition and UGS.
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Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Arctic Council</td>
</tr>
<tr>
<td>AR</td>
<td>augmented reality</td>
</tr>
<tr>
<td>ASDA</td>
<td>Act-Sense-Decide-Adapt</td>
</tr>
<tr>
<td>DMDU</td>
<td>Decision Making Under Deep Uncertainty</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>IC</td>
<td>Intelligence Community</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>LEO</td>
<td>local environmental observer</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>UGS</td>
<td>undergoverned spaces</td>
</tr>
<tr>
<td>VAMR</td>
<td>virtual, augmented, and mixed reality</td>
</tr>
<tr>
<td>VR</td>
<td>virtual reality</td>
</tr>
</tbody>
</table>
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PART FOUR

Centering Decisions in Analysis for Adaptation and Competition
CHAPTER FOURTEEN

Using Technology to Improve the Agility of Force Generation Processes

Zev Winkelmann, RAND Corporation

When the U.S. Army discovered the danger that improvised explosive devices (IEDs)—along with rocket-propelled grenades, explosively formed penetrators, underbody mines, and small arms fire threats—posed to the light tactical vehicle that it was using in Iraq as part of the force, it needed to respond quickly and agilely to determine how to address the problem. As a result, the Joint Improvised Explosive Device Defeat Organization was formed in 2006 to explore and identify ways to defeat this kind of threat to light tactical vehicles with the goal of speeding up the strategic process of getting a solution into the field fast. The result of that process was Mine-Resistant Ambush Protection (MRAP), which was fielded as a solution to the problem. This was an example of the rapid development of a new weapon that went through the force generation and operating processes to get to the field. However, even in this rapid example, although the time line to sense a problem, identify a solution, and then acquire and field the solution was shorter than normal, it was years long. To be more competitive, the U.S. Department of Defense (DoD) must be able to adapt not just its strategy but the warfighting capabilities that are available. That, in turn, requires making many more DoD processes agile.

Although some advances in agility can come from people and processes alone, technology does frequently play a significant role, in both short-term tactical exchanges and long-term strategic competition. The promise of using technology to achieve greater agility is often alluring. However, there are important trade-offs to consider when doing so involves considerable changes to existing combinations of people, processes, and technologies. The associated increase in the reliance on machines that suggest or even take action can leave humans who are accustomed to being “in the loop” feeling left out, thus jeopardizing both the transparency and the interpretability of decisionmaking. Maintaining an Army that is ready to fight now while also modernizing for the future fight requires agility, but not just for agility's

1 Technology-driven initiatives that ignore various sources of organizational norms, for example, do so at their own peril. But when these factors are adequately addressed, these initiatives can lead to advantageous shifts in culture that otherwise never would have come to pass.
sake—it must be focused on “winning.” Nevertheless, winning requires a balance of speed and rigor that competes favorably with the status quo military decisionmaking process. Anything that can improve either or both aspects without diminishing others is assumed to be a source of competitive advantage. If the U.S. Army can find ways to decide faster than—and better than or at least as well as—before, it should.

Technology that automates even a limited aspect of strategic decisionmaking often promises to accelerate decisionmaking, but assessing the quality of the resulting decisions against those derived without such aids can prove difficult. The presence of lethal adversaries further complicates DoD-specific choices of whether to take these technical leaps from similar choices found elsewhere. For example, the race toward autonomous commercial vehicles is driven primarily by market forces, but the balance of safety is one of our own making. In contrast, when U.S. adversaries develop automated weapons, successful defensive measures might require more automation than DoD might otherwise be comfortable with. An examination of how far to the left of “bang” this dynamic should or could extend—how alert, prepared, and able to respond DoD should be before the problem manifests (e.g., the need for MRAP before IEDs emerged)—goes all the way back to the force generation process.

One key part of the force generation process is Planning, Programming, Budgeting, and Execution (PPBE), which is one of three processes that support the Defense Acquisition System. The PPBE process focuses on financial management and resource allocation for current and future weapon systems. PPBE decisionmaking within DoD is exceedingly complex, and it is further examined in the remainder of this chapter through an Army-oriented lens associated with the inputs to and outputs from the Total Army Analysis (TAA) process. Today’s technology might not be up to the task of improving the associated decisionmaking, and difficult obstacles might impede its use toward this end. In addition, there is a risk that using technology for this purpose might lead to constantly chasing micro-optimizations in ways that drive up costs, lower trust, and have other detrimental consequences. “Moving slow to move fast” is a valuable strategic insight and an understandable strategic plan if chosen deliberately. But “moving slow” for other reasons could prove fatal, particularly in the face of an adversary who has successfully mastered a different approach. These dynamics are what make this a wicked problem with an extremely hard yet potentially viable way forward.

2 When then–Vice Chief of Staff GEN James McConville emphasized this point, he used the following language: “Winning matters. . . . When we send the United States Army somewhere, we don’t go to participate, we don’t go to try hard. We go to win. That is extremely important because there’s no second place or honorable mention in combat” (Sean Kimmons, “New Chief of Staff: Taking Care of People Key to Winning the Fight,” U.S. Army, October 8, 2019).
This chapter examines the feasibility of using technological advances to improve this force generation process. The chapter first discusses the force generating and operating process and the idea of the PPBE process as an undergoverned space. Then, the chapter discusses how technology is currently able to improve the process, how the associated capabilities could evolve to offer even greater utility, and the paths that this evolution might take.

**Force Generating and Operating Processes**

Table 14.1 shows the force generating and operating processes and the relevant timescales and levels of warfighting. The key point is that mission success largely depends on these different processes and different decisions that are executed in different places all coming together concurrently and in a synchronized manner. Figure 14.1 shows the time frame of programming years in the PPBE process, and Figure 14.2 illustrates how different phases of the PPBE process are performed simultaneously to meet the needs of different years.

**TABLE 14.1**

<table>
<thead>
<tr>
<th>Generating</th>
<th>Operating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning</td>
<td>Strategic</td>
</tr>
<tr>
<td>Programming</td>
<td>Operational</td>
</tr>
<tr>
<td>Budgeting</td>
<td>Tactical</td>
</tr>
<tr>
<td>Execution</td>
<td></td>
</tr>
</tbody>
</table>

20 years or more 2–7 years from now Next year This year Operational Tactical

NOTES: In any given year, all four parts of the generating process are happening concurrently across multiple organizations. The parts of the operating process happen concurrently in multiple theaters, and the timescale is not fixed. The parts of DoD that are responsible for generating forces (the individual services) and operating the joint force (the Secretary of Defense and the Combatant Commands) are organized around different planning principles.

**FIGURE 14.1**

Time Frame of Programming Years in the PPBE Process

5-year program “FYDP”


NOTE: FY = fiscal year; FYDP = Future Years Defense Program.
Fortunately, this process has been mostly successful. For the most part, one can tell a logical and rational story that connects the dots of national defense strategy, the PPBE process, and the battlefield in a forward direction. Debating whether and where the process has or has not broken down is not the focus of this analysis. Instead, this chapter examines how it could be augmented or improved with greater use of technology and discusses the desirability of these potential improvements. Thus, instead of discussing the demise of the Future Combat Systems Program, this chapter presents different questions:

- How many decisions went into this year’s TAA process?
- Is it possible to reproduce the information inputs that went into those decisions and the business rules or other logic that went into their adjudication?
- How would those decisions change if an important aspect of the operational environment were to change? How long would it take to rerun the entire analysis if necessary?
- How many permutations of alternative futures were considered?

Increasing the bandwidth and lowering the latency in the information exchanges between generating and operating force processes is not enough. Without agile decisionmaking processes on both sides, more information at greater speeds might overwhelm, not inform.
The PPBE Process as an Undergoverned Space

Strategic direction and resource allocation that are the focus of PPBE are ultimately controlled by elected officials, but, in the PPBE process, the machinery that actually churns through all of the intermediate analytical and procedural steps is a massive assembly of hierarchical administration that performs a similar function year after year. Although on the surface this might seem to suggest that PPBE is an overgoverned space, this chapter differentiates between bureaucracy and governance; the latter focuses specifically on the processes used for direction and control. To be clear, the PPBE process has large amounts of bureaucracy and governance—it has so much that the scale itself might lead one to label it an undergoverned space. Each silo may make sense by itself, and the reasoning behind the decisionmaking within may be known to all of its internal participants. Furthermore, the hierarchical thread is often visible from the top down. Even though cross-functional teams do emerge,6 and other crosscutting mechanisms do exist to respond to extraordinary events, full synchronization at the enterprise level is usually done only infrequently (e.g., on an annual basis) and at a very high level. As a result, silo-spanning opportunities for strategic adjustments at lower levels of detail and shorter time frames can get lost in the shuffle. The primary shortcoming that this chapter focuses on is not the comprehensiveness of the governance regime but rather the governance regime’s ability to quickly sense changes that, despite seeming relatively minor in the short and medium terms, alter the calculus associated with previous decisions and important future outcomes; detecting and capitalizing on such opportunities requires making course corrections more quickly than they otherwise would be made.

The pros and cons of greater agility can be considered first through this internal enterprise perspective, largely from the generating force; the presence of external competitors and adversaries is not considered from this perspective. But when the scope is expanded to include the operating force, this exemption ceases, because the enemy gets a vote. The handoff from generating to operating—whether of trained and ready troops or of materiel solutions, concepts, capabilities, and organizational structures—is another area of the undergoverned spaces label. Again, to be clear, there is a thread that can be connected between the capabilities and readiness levels of the force that the Army has on the battlefield today and the choices that were made as part of the preceding years of the PPBE process, but it is not always as clear and deliberate a line as it could be, and improving the strength of this connection is the target of significant and ongoing attention.7


7 The creation of Army Futures Command is an example; however, even within the U.S. Army, there are multiple commands that are relevant stakeholders.
How Can Technology Currently Be Used to Improve Agility?

The further left one moves toward force generation in Table 14.1, the less one finds that formal analytical techniques have been brought to bear. For example, modeling and simulation work required to define the parameters of how Headquarters, Department of the Army accomplishes its Title 10 mission (e.g., organize, train, equip) in a way that would allow for automated course-of-action generation or analysis to be carried out has not yet been performed. Then again, there are countless models used to generate scenarios and forecast resource requirements. In addition, end-to-end business processes are documented in enterprise knowledge repositories and mapped to the associated information technology (IT) systems, and the data are contained within those systems to give an architectural blueprint of nearly all of the activities the U.S. Army’s generating force performs en route to providing those trained-and-ready forces to combatant commanders. Furthermore, techniques such as business process intelligence (BPI) and process mining are providing even deeper insights into the variations that any particular transaction takes within those business processes in support of finding sources of inefficiencies and other targets for process improvement and business process reengineering.

This level of transactional activity might be too granular even for the data-driven approaches that are considered in this analysis, and one might have to squint to see how the more efficient routing of case-processing workflows or resolutions of unmatched transactions end up moving the needle in strategic competition. The benefits do accrue, and in aggregate—including second- and third-order effects, such as reduced needs for repetitive labor and training or other automation by other means of robotic processes; the savings and efficiencies are substantial at the scale of the U.S. Army. But they are essentially optimizations within a given design and not the process of creating a new design—a task that continues to be carried out primarily by humans (and for good reason, given the limitations of technology). Opportunities exist both in operating within a given construct and in better mapping the aggregate benefit of lower-level optimizations to higher-order objectives, as well as in facilitating the higher-level decisionmaking that leads to the fundamental design changes to the operating environment.

A separate but related area of progress on the force generating side is the steady evolution beyond massive data calls to feed information requirements for the various deliberations that occur regularly within DoD. Although some cross-service obstacles do remain, both DoD as a whole and the U.S. Army specifically have made real progress in standing up data platforms that are capable of ingesting authoritative data in nearly real time and generating dashboard equivalents of the Microsoft PowerPoint presentations that used to take rooms

---

8 On the operational side, similar limitations can be seen moving up from somewhat constrained tactical scenarios toward operational and strategic concerns, such as larger-scale operations or decisions with greater political degrees of freedom. Both the generating and operating examples highlight the inherent challenges of modeling problems with fewer and fewer constraints, but the application of these techniques on the generating side is a much greener field to tackle.
full of people days, weeks, and sometimes months to assemble. Not only does this make the descriptive process more efficient, but it also allows decisionmakers to ask diagnostic questions about how a particular data point can be broken down and further analyzed and forms the basis from which more-advanced predictive and prescriptive analytics can subsequently be performed.

Despite this progress, the gap that remains, which is the motivating problem for this analysis, can best be summarized with a humorous criticism occasionally leveled at such efforts: Any investment in creating these dashboards for senior leaders should also set aside money for a human being to interpret that dashboard and explain it to those senior leaders. It is true that data literacy might increase direct senior leader engagement with these tools, but, for the time being, the actual decisionmaking largely occurs outside the confines of the computer screen. It is informed by the data and connected to the daily transactional processes, but it is a predominantly human endeavor. Artificial intelligence (AI) still has a ways to go before it gets a seat at the table next to best military judgment.

However, there are several developments on the horizon that might bring this vision one step closer to reality. The race toward successful convergence of better data management, descriptive and diagnostic dashboards, best military judgment, the Military Decisionmaking Process (MDMP), and AI will yield significant benefits to those who win. The next two sections discuss what lies ahead for using technology to improve the agility of force generation and lay out possible emerging pathways toward achieving that goal.

Moving Toward Digital Twins—Achieving Greater Technological Agility

This section highlights two key semi-automated, data-driven approaches to achieving greater agility. The first is the ability to compress the time it takes to turn the crank, so to speak, and update complex decisionmaking given new information. The second, which is more of a stretch goal, would be to leverage the same foundation for use in the vast number of what-if experiments that modeling and simulation and AI algorithms require to train on and produce novel insights and competitive advantage.

The first approach must solve the following problems: (1) accurately encapsulate the inputs to decisions and the logic by which they are governing; (2) sense changes to those inputs and trigger updates; and (3) propagate the outputs and their effects as inputs to other relevant decision points. With these problems solved, it is possible to achieve the turn-the-crank-faster goal by keeping the state of the “virtual” model up to date with the “physical” organization and using its output as a human decision support tool. The second (or stretch) goal can be met by feeding a model artificially generated inputs as one-off explorations or at scale to elicit emergent behaviors. In other words, the objective is to have a digital twin of a
very complex organization;\textsuperscript{9} the evolution from a digital model to a digital shadow to a full
digital twin provides a framework for this analysis.\textsuperscript{10} Table 14.2 summarizes the distinctions
between digital model, digital shadow, and digital twin, but, essentially, in all three cases,
there is a physical object and a digital object, and what separates them is the level of integra-
tion in terms of whether data flows are manual or automated between them. A digital model
that encapsulated decision points and logic but required manual feeding of each input would
not achieve the desired level of agility. A digital shadow would have significant utility up
until the point that a requirement emerged to make its decisions real, at which point it would
rely on a human for the last mile of connectivity back to an actual decisionmaking process.
A full-on digital twin would provide the option of closing the loop and automating actions
if that level of speed were required—something that might be difficult to envision today, but
not entirely inconceivable in the future.

The idea of digital twins has its roots more in manufacturing and complex equipment
than in organizational management. Recently, the digital twin concept has been extended
to modeling an organization’s well-defined business processes at the operational level—for
example, optimizing supply chains by stress-testing disruptions or new ideas; testing new
products or marketing campaigns on digital models of customers and business partners;
updating a bank’s business model to adapt to changes in customer behavior, regulations, fin-
tech technology, and society in general; and managing large complex systems, such as cities
in planning and disaster response scenarios that must balance such factors as costs and effi-
ciency of transportation and other core functions.\textsuperscript{11} The leap that is being explored in this

\begin{table}[h]
\centering
\caption{The Evolution to a Digital Twin}
\begin{tabular}{|l|l|l|}
\hline
Model Type & Data Flow: Physical to Digital & Data Flow: Digital to Physical \\
\hline
Digital model & Manual & Manual \\
Digital shadow & Automatic & Manual \\
Digital twin & Automatic & Automatic \\
\hline
\end{tabular}
\end{table}

\textsuperscript{9} A digital twin of an organization is “a dynamic software model of any organization that integrates opera-
tional and contextual data to understand how an organization operationalizes its business model, connects
with its current state, responds to changes, deploys resources and delivers customer value” (Gartner, “Quick

\textsuperscript{10} Werner Kritzinger, Matthias Karner, Georg Traar, Jan Henjes, and Wilfried Sihn, “Digital Twin in Man-
ufacturing: A Categorical Literature Review and Classification,” 16th IFAC Symposium on Information Con-

\textsuperscript{11} Enterprise Architecture Research Team, Three Use Cases of Digital Twins, Stamford, Conn.: Gartner,
March 31, 2020; and Marc Kerremans and Joanne Kopcho, Create a Digital Twin of Your Organization to
analysis is what would be possible if the same concept could fully be leveraged to aid strategic long-term decisionmaking in complex organizations.

**Recent Technological Improvements in Agility**

Given the evolution shown in Table 14.2, what have been the results of recent improvements? Enterprise architecture, such as the capture of digital artifacts in enterprise knowledge repositories, has been around for some time. Models at this level have tended toward a layer of abstraction that is somewhat above the actual implementations and transactions that are found in the underlying business systems and processes, as the term *architecture* might imply. Using the model-shadow-twin framework, one might think of them more as digital models of an organization. Humans create the architectural artifacts, and humans manually analyze those same artifacts to make decisions about transformation from the “as-is,” current state to the “to-be,” future state.

Recently, however, BPI tools have reached a level of maturity at which they are able to analyze transactional-level data from workflow-based systems to automate some of the data flow between the architecture and the physical process. If the transactional data are thought of as the physical process and the architecture is thought of as the digital model, process mining can provide an automated data flow of what the process looks like in practice, including the variants that are most common, and pinpoint the steps that are causing the greatest inefficiencies (e.g., identifying that an upstream data error is causing manual processing downstream that requires significant attention and causes major delays). This might cross the threshold for consideration as a digital shadow.

Moving in the other direction, from model to physical process, the same tools are capable of generating predictive models that can indicate that a particular transaction is headed toward a particular variant of the process and flag the transaction for intervention, either automatic or manual, to set it on the right path. One might think of this link as qualifying as a digital twin with automated data flows in both directions, although this is a bit of a stretch. However, the decisions involved are fairly constrained to the given environment and can hardly be considered strategic, and they do not rise to the level of designing new processes. That is not to say that BPI and process mining insights cannot inform strategic decisions, but, at this point, they are limited, for the most part, to informing the humans who are making them.

A related technological advancement that has yielded benefits is robotic process automation (RPA) and the evolution of RPA to intelligent process automation (IPA). These tools are not necessarily tied to enterprise architecture or process mining, although they can be. When robotic process automation is used to perform so-called swivel chair tasks—in which workers *swivel* between using applications or computers to manually extract information from one application and then validating that information and pasting it into another

---

application—it is not as easy to conceive of in the context of a digital twin, although this basic extract, transform, and load functionality could help automate digital shadow or digital twin data flows. However, when more-complex data gathering, analysis, and decisionmaking is delegated to these automations, as is the case with IPA, the link to automated data flows from digital to physical is clear. One example of a decision that has been automated in private industry with these tools is the granting of credit. Another example is the processing of insurance claims. Whereas companies previously might have used a human or multiple humans to elicit the required information from an applicant, to look up additional information according to their responses, and then to apply actuarial tables, predictive models, or other business rules to make a decision, all of these steps can be and have been automated with IPA. This software makes decisions on behalf of the organization and executes them directly in the physical, real-world process. Although these types of decision automations are a step up in significance from routing workflow-based transactions, they still do not quite rise to the level of strategic decisionmaking that this chapter is concerned with and could have similar limitations in their degrees of freedom.

Another significant advance, farther up the ladder of decisionmaking complexity, is the creation of enterprise data lakes within both the U.S. Army and DoD. Partially in response to National Defense Authorization Act (NDAA) and Evidence Act requirements and partially because of senior leader demand to break through information siloes to provide more-timely inputs for resource-informed decisionmaking, such data lakes have been massive undertakings that build on the foundations of formal data strategy and data governance bodies to ensure that the gathered information is authoritative and up to date. As previously mentioned, one of the principal advantages of this work is that, once the data flows, transformations, and visualizations have been created, subsequent measurement and assessment that previously required time- and resource-intensive data calls can now be performed in real time and can further allow consumers to perform drill-down diagnostics that can unpack nearly all data points. As a point of reference, equivalence has already been reached in replacing important PowerPoint briefings that took months to generate with dashboards showing the exact same metrics based on the most-recent and most-authoritative data. Further decision-support tools that leverage advanced predictive or prescriptive algorithms are also making their way into these platforms, but, for most important decisions, the humans are still fully in charge—and with good reason.

13 Automation does not address any of the potential pitfalls that are inherent in further delegating decisions to algorithms, such as bias in the training data or flaws in the model; it can amplify the negative consequences if they are otherwise ignored.

14 Foreshadowing this chapter’s discussion of pathways, these tools have also been drivers of methods to formalize and document decisionmaking rules and information inputs in the interest of transparency and fairness required by good sense and various regulatory regimes.
Impediments That Have Slowed Down the Technological Advances Toward Increased Agility

Despite all of these advances, organizations as complex as DoD or the Department of the Army are not yet on a trajectory toward achieving the benefits of full digital twins. Several key impediments remain. As previously mentioned, the most important limitation is that there is still a significant number of decisions that are not documented, let alone automated. To some degree, it is the most important strategic decisions that fall into this category. Potential solutions to this challenge are described and reviewed in the discussion of pathways ahead.

A second significant impediment is the scale of the apparatus that is involved with the PPBE process, let alone its intersections with the operating force (e.g., Combatant Command Integrated Priority Lists). With the exception of the discretionary latitude given to DoD, the U.S. Army, and the other services to make execution adjustments within a given year, the rest of the machinery involves the preparation and submission of the President’s Budget request to Congress, Congress itself, and the many other arms of government (e.g., the Treasury) that are all now operating on the PPBE time frames (see Figures 14.3 and 14.4). It is of limited use for DoD or the U.S. Army to make PPBE decisions with greater agility if their ability to act on those decisions is constrained by other legitimate stakeholders in the process who are not able to match a new cadence. Although much of the focus of this chapter is on potential technical enablers of greater agility, some existing processes and mechanisms will also need to be improved or completely reengineered for the benefits associated with technological advances to be fully realized. These technological enablers will be addressed toward the end of this chapter, after all of the key technical concepts have been introduced.

Other process changes, with little or no connection to technical enablers, are primarily policy-oriented solutions. These are important, but they are not the focus of this analysis. For example, existing lines of effort aimed at addressing limitations associated with budget appropriation categories (“color of money”) that inhibit agile IT acquisition practices might alleviate some of these concerns. As previously mentioned, such approaches as these do foster greater agility, primarily through changes to the ways in which people and processes work, and they are the kinds of strategic, design-related approaches that change the fundamental rules of the game. But they are massive undertakings themselves, requiring focused campaigns that span years to achieve. In this sense, they themselves are not agile mechanisms.

The TAA process serves as a good example of how the status quo presents opportunities for greater agility that might be within reach given current technical enablers (see Figure 14.5). At roughly ten months of mostly manual processing, the TAA does employ many models and decision aids, particularly during Capability Demand Analysis (Phase I), but the actual prioritization of competing demands and iterative adjudication of the associated decisionmaking during Resourcing and Approval (Phase II) is more of an art than a science.

15 For an example of process, the recently revised DoDD 5000.01 calls for “deliver[ing] performance at the speed of relevance” (DoDD 5000.01, The Defense Acquisition System, Washington, D.C.: U.S. Department of Defense, September 9, 2020, p. 4).
Although TAA is an important step in the prioritization process that aligns resources to strategy (and one that actually does rely on modeling and simulation and historical data), most and perhaps even all of the adjacent steps—whether development of national strategy or congressional review of justifications for spending—exemplify the type of strategic decision-making that has yet to fully benefit from advances in technology in the same way that process mining and IPA have moved the needle elsewhere.

The argument here is not that there is a one-size-fits-all, technology-driven solution for performing the analysis required to support any of these steps—the variation in approaches that are now used probably reflects the best-fit solutions available. Instead, the hypothesis is that there might be a one-size-fits-all solution for encapsulating the logic, inputs, and outputs at each step and the relationships between them such that evaluation in response to changing conditions is nearly continuous instead of periodic or episodic.
The straw man counterargument is that some strategic analysis does not have inputs, outputs, or logic that can be encapsulated, which should give pause for other reasons. In between is the argument that encapsulating the logic, inputs, and outputs is possible but has heretofore been too difficult an undertaking to pursue. Even if there is a middle space of steps that are “difficult but not impossible” to encapsulate, such as strategic tabletop exercises with non–zero-sum trade spaces, such steps are likely the exception and not the rule. They either may remain as manual steps that must be performed, no matter how much automation has been introduced into the rest of the process, or will successfully be encapsulated at some possibly lower level of resolution that provides a reasonable trade-off between fidelity and automation.
Table 14.3 lists a subset of the various decisionmaking arenas, stakeholders, and issues that continue to rely on primarily human adjudication, with little to no formal structure of information inputs, decision rules, or machine-readable capture of decisions made and reasons why.16

Clearly, the level of complexity in the decisionmaking shown in the table is beyond what one would think of today as something that can or should be further delegated to computers, even partially. Furthermore, it should come as no surprise that the PPBE process, which has its roots in the Planning, Programming, and Budgeting System developed by Secretary of Defense Robert McNamara in 1962, is not designed for machine and data-driven automation. Finally, the complexity of the operational environment that provides the context for these decisions clearly exceeds that of comparatively simple games, such as chess and Go, and may defy efforts to provide the structure required for technology-driven solutions to succeed indefinitely. Despite these residual obstacles, discussed more thoroughly by Justin Grana in Chapter Seventeen, the aim in

16 Decisions are documented in various memoranda (e.g., Army Structure, Army Planning Guidance Memorandum), but they are not machine-readable and do not always explicitly identify decision inputs and rules.
<table>
<thead>
<tr>
<th>Input</th>
<th>Source</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSS</td>
<td>Executive Branch</td>
<td>Outlines the major objectives for the nation, addresses how the United States plans to deal with other nations, and provides top-level guidance related to the capabilities required to implement the NSS</td>
</tr>
<tr>
<td>NDS</td>
<td>OSD</td>
<td>Provides specific guidance for how the military will prepare to accomplish the NSS</td>
</tr>
<tr>
<td>NMS</td>
<td>CJCS</td>
<td>Provides some detail on force employment and force design and development to support the NDS</td>
</tr>
<tr>
<td>Joint Strategic Planning System Guidance</td>
<td>CJCS</td>
<td>Provides strategic direction to the armed forces and defense policy, programs, and budgets</td>
</tr>
<tr>
<td>Integrated Priority List</td>
<td>Combatant commands</td>
<td>Highlights capability shortfalls and provides priorities and requirements</td>
</tr>
<tr>
<td>Defense Planning Guidance</td>
<td>OSD</td>
<td>Gives specific guidance to components to support their POM development; prioritizes resource allocation and capability development and describes risk tolerance; contains more specifics than the NDS and is updated annually</td>
</tr>
<tr>
<td>AV</td>
<td>Secretary of the Army, Combat Support Agency</td>
<td>Articulates the desired end state of the SA and CSA over a ten-year time horizon (minimally every four years)</td>
</tr>
<tr>
<td>ASP</td>
<td>Deputy Chief of Staff, G-3/5/7</td>
<td>Articulates a strategy that directs how the Army will fulfill its Title 10 responsibilities and additional statutory requirements over a ten-year time horizon (no later than 120 days after NDS release and reviewed every two years)</td>
</tr>
<tr>
<td>APG</td>
<td>DCS, G-3/5/7</td>
<td>Initiates the Army’s annual PPBE process by identifying and providing guidance for key planning issues that require resolution or additional guidance before the POM build is complete (annually)</td>
</tr>
<tr>
<td>APGM</td>
<td>Director, Program Analysis and Evaluation (DCS, G-8)</td>
<td>Codifies decisions made throughout the planning process to resolve each of the issues identified in the APG (annually)</td>
</tr>
<tr>
<td>ACP</td>
<td>DCS, G-3/5/7</td>
<td>Establishes and monitors annual priorities and initiatives from the SA and CSA that require measurable end states or decision in the year of execution (reviewed quarterly, updated annually)</td>
</tr>
<tr>
<td>POM development</td>
<td>Program Evaluation Groups (equipping, installations, manning, sustaining, training), Planning Programming Budget Committee, Senior Review Group, and SA/CSA</td>
<td>Documents the program decisions of the SA as influenced by the CSA’s recommendations, presents the Army’s proposal for a balanced and integrated allocation of its resources within specified OSD fiscal and manpower constraints (annually)</td>
</tr>
</tbody>
</table>
this chapter is to spell out the case for what might be possible to achieve should these technical methods successfully find their way further into the strategic competition fight.17

What Technological Advancements to Improve Agility Are Possible?

The digital model, shadow, and twin framework previously introduced can be further expanded by incorporating the notion that there are degrees of autonomy that such an evolution may adopt. In the context of this analysis, autonomy factors primarily into the automation of data flows from the digital twin back into the organization. When the model or twin suggests a new decision based on some update to the inputs or the decision logic, does that decision flow directly back into the organization in a fully automatic fashion with little to no supervision? Is there a human monitor in the loop? Or is the decision provided as a suggestion in an alert to a human in the loop who must subsequently take action? To summarize

the degrees of autonomy trade-offs, it is helpful to consider examples provided by others in similar analyses of weapon systems.18

These examples are the Soviet doomsday nuclear counterstrike system known as the Dead Hand; the Israel Aerospace Industries Harpy drone, a “fire and forget” counter–air defense loitering munition; the Raytheon Patriot missile, which has a human in the loop, but only until the weapon is engaged; and the Lockheed Martin Aegis Combat System, which incorporates multiple levels of environmental fine-tuning and multiple levels of autonomy, ranging from almost none to almost complete autonomy.

From these examples alone, the following can be surmised: (1) automation has been incorporated at the most-strategic levels of decisionmaking (at least by some); (2) applications range from strategic to tactical, with a degree of great peril, ethical dilemmas, and, arguably, necessity; (3) finding the right balance of human involvement in automated processes can be difficult, and there can be negative consequences, such as lethal friendly fire; and (4) a well-engineered system can incorporate robust safeguards while still providing the advantages of automation when necessary and can deliver the desired benefits in a manner that remains competitive in the presence of potentially fully automated adversaries.

Returning to the previous juxtaposition of the generating and operating force, the thinking at the pointy edge of the spear in the latter is pushing the bound of the autonomy spectrum and branching out into long-term planning horizons and consideration of sequences of competition below armed conflict, armed conflict, and return to competition. Figure 14.6 depicts the notion of convergence in the context of multidomain battle in the 21st century, which has many overlaps with the Defense Advanced Research Projects Agency’s (DARPA’s) existing research on Mosaic Warfare and has been described as multidomain battle, only “faster.”19

Possibilities with the Model, Shadow, and Twin Framework

Digital Model

With manual data flow in both directions (see Table 14.2), a digital model is at the low end of the capabilities envisioned in this framework. Nevertheless, what could be done if all of the PPBE-related decisions made by humans were manually documented in machine-readable formats? For starters, it would be easier to maintain the continuity of intent, from national strategy development all the way to the execution of funds. Usually, there is a clear thread connecting the major outcomes from each step together, but each decision is also analyzed at greater levels of detail at lower echelons within the apparatus. Councils of Colonels and even two- and three-star governance bodies act as filters and gatekeepers for senior leaders who are presented with a subset of the facts, assumptions, constraints, and other inputs into the MDMP. There is no “audit” for PPBE in the same way that audit compliance is required for financial systems and data, but this is essentially the capability that would be created. Similarly, there is no baseline, data-driven metric that measures how consistent subsequent decisionmaking is with previous steps, but narrowing any gaps between strategic intent and actual execution would be advantageous if the wisdom of the strategic inputs is to be believed. An example of where and how this might be done would be trying to document the decision logic employed in the adjudication of how divergent thinking presented by different services
at the Deputy’s Management Action Group aligns with the Secretary of Defense’s priorities and the planning and programming schedule.

**Digital Shadow**

Moving up a step to a digital shadow with some automation—in which the inputs, business rules, and decision outputs could be captured as part of a regular workflow—strategists concerned with long-term competition would be able to see where the U.S. Army is in the process at any given time, early enough to manually intervene when strategy and execution fall out of alignment either because of externalities in the operational environment or because of misinterpretation of guidance in previous steps of the process. Monitoring whether policy changes around adaptive acquisition are encouraging the desired patterns of behavior and quickly diagnosing problems where they exist are examples of additional utility that a digital shadow provides over a digital model. This same foundation, coupled with the right set of metrics, could also open the door to countless optimization exercises, what-if scenarios, and forecasting excursions by feeding new inputs to existing decision points and business rules.

As important, and perhaps even more so, would be the ability to perform the same exploratory exercises by adjusting the business rules themselves instead of or in addition to the use of new data. The benefits that such an advance would provide, in terms of understanding both the direct impacts of a decision and the second- and third-order downstream impacts and remaining consistent with upstream guidance, could also have operational and tactical utility.

For example, revealing how the decision to extend the period of basic training might affect those managing stationing given limited housing, barracks, ranges, and other constraints would better allow decisionmakers in one area to understand a fuller picture of the enterprise impacts and trade-offs from their decisions. To some degree, this already happens in practice, such as when a program that was previously resourced according to assumptions that were valid at the time is subsequently given more funding or has funding taken away because of shifts in priorities or the ability to execute. However, these adjustments are done manually and on an ad hoc basis: There is no model that is constantly running in the background, examining how previous decisions should be revisited as the inputs to those decisions change in real time. When model interpretability and transparency are accounted for as requirements, these solutions need not feel like intractable black boxes, and the signals they reveal, on reflection by humans, often find grounding in intuitive explanations that can

---

20 The objectives for optimization can vary in granularity from a binary indicator of whether the inputs provided resulted in a win or a loss to detailed measurements of underlying observables of interest. For the former, winning is meant to encapsulate some definition of the term at the most strategic level that approximates the practical definition used for tabletop exercises and board games, such as RAND’s recently released board game Hedgemony. (See Michael E. Linick, John Yurchak, Michael Spirtas, Stephen Dalzell, Yuna Huh Wong, and Yvonne K. Crane, *Hedgemony: A Game of Strategic Choices*, Santa Monica, Calif.: RAND Corporation, TL-301-OSD, 2020.) For the latter, any metric or set of metrics that are outputs of the model, such as budgets, readiness levels, and case processing backlogs, could be the objective for optimization.
be further validated and explored in greater detail and become the basis of an iterative cycle of improvement.

Digital Twin

Up until this point, this chapter has not discussed closing the loop, so to speak, by connecting the outputs of the digital twin back to the physical organization in an automated fashion, and it seems unlikely that the levels of capability and comfort required to reach that stage will be reached anytime soon. When the operations tempo on the operational force goes into high gear, the impact on the generating force is felt, and, if the generating force’s ability to support operations is impeded, the consequences can be significant. Occasionally allowing backlogs to accumulate or deferring nonessential tasks is a prudent response, but it is not one that can last indefinitely, because this mode eventually breaks down if the time and space to catch up using both manual and automated means are not also provided. As is the case with a deferred maintenance strategy in facilities management, there is a threshold beyond which the accumulation of risk is too great and the future costs become too high. Therefore, in the periods of greatest stress over long periods of time, it is not inconceivable that the U.S. Army might wish to delegate more and more decisionmaking to machine-speed mechanisms with increasing levels of autonomy—up to and including human-in-the-loop, human-on-the-loop, and fully automatic modes of operation.21

One of the most compelling motivations for a full digital twin’s ability to assist with long-term competition is also the one that requires the biggest leap of faith in terms of the scale and scope of the problem that must be solved: creating a twin not only of the U.S. defense-related decisionmaking apparatus but also of that of one or more U.S. adversaries and competitors in a similar level of detail. Doing so would provide nearly all of the ingredients necessary to use the same tools that are used to master previously human-dominated games of strategy, such as chess and Go, by employing reinforcement learning, neural networks, and Monte Carlo tree searches. These twins could then be pitted against each other to see what emergent behaviors prove to be the most successful in terms of the development and execution of strategic goals and objectives.22 This would become a path for fulfilling the formalization of, or at least computing, the idea of competitive strategies that undergirded Andrew Marshall’s vision for net assessment based on organizational competition.23

---


22 Such a model—including an early iteration at a higher level of abstraction—could augment Hedgemony, which, much like the actual PPBE process, is intended for human players only.

Understanding the Counterargument to the Digital Twin Approach

Having laid out a progression of potential benefits of the digital twin approach, this chapter now turns back to the counterargument that it is sometimes best to move slow to go fast for strategic issues. An exemplary quote, often attributed to Abraham Lincoln, that illustrates this point is, “Give me six hours to chop down a tree, and I will spend the first four sharpening the axe.” More-contemporary luminaries put forth variations of the same theme, “slow down to speed up” and “Need Speed? Slow Down.” These highlight the advantages of engaging in deeper dialogue so as to better understand the challenges that decisionmakers in complex organizations face.

It is quite possible that the PPBE process—with its timescales and human deliberative subprocesses—continues to be the best way ahead for strategic competition. But what caused suboptimal outcomes for some of the examples in the preceding paragraph is the confusion of operational speed (moving quickly) with strategic speed (reducing the time it takes to deliver value). Given that distinction, there are variants of the digital twin approach that could succumb to the same mistake. However, there are clearly others that would aim directly at the goal of delivering value faster by exploring the solution space in even greater depth than is possible with human cognition alone. If a digital twin were used to constantly chase relatively meaningless or low-impact micro-optimizations, the juice would not be worth the squeeze. However, if it is to be used to gain strategic overmatch in the truest sense of the term, a digital twin would be an asset that would be too valuable not to pursue.

Even with a gaze that looks significantly into the future, the vision for concrete benefits remains fuzzy. The incremental gains that can be seen today from applying the digital twin approach to games that are less abstract and more concretely defined can help spur the imagination. Many strategic thinkers in the Army and elsewhere are avid chess players, but the implications of competition, either armed with or lacking approaches that allow for winning strategies to be learned by complex digital twins trained not only with rules and history but through extensive competition against each other, might be better highlighted by advances in AI’s ability to compete in a different game: Go.

In 2016, at a pivotal moment in game 2 of the matchup between the human Go champion at the time and AlphaGo, the AI developed by Google DeepMind, the machine played a
move—move 37—on a portion of the board that was extremely uncommon for that stage of the game. Many thought it was a mistake. But as the game unfolded, the decisive action subsequently occurred in the region of the board that the machine had chosen for its unorthodox earlier move. In part, the success was the ability of the DeepMind algorithm to search the possible space of moves for strategies that were predicted to be successful and, specifically, for strategies that the human opponent may have overlooked or otherwise discounted the long-term benefits of because of their negative appearance in the short or medium terms.

Despite this highlight for the DeepMind team, and AlphaGo’s ultimate 4–1 victory in the series of matches, an equally important part of this story is that the human player, Lee Sedol, was able to recover in a subsequent game, appearing to exploit a weakness that he detected in AlphaGo’s approach. That weakness was in AlphaGo’s ability to comprehend the magnitude of extreme all-or-nothing choices. Lee Sedol’s 78th move in game 4, known as the “divine move”—one possible implication of which is that humans are still in a shaping and creation role, even for computers as advanced as AlphaGo—involves both an underestimation by AlphaGo that a human would make such a move and an underestimation of the durability of the advantages gained in the short term over the remainder of the game.28

This episode has further supported the argument that human-machine teaming—the so-called centaur strategy—is superior to either one operating alone; this is a valid and important takeaway. So, too, as humans come to delegate more and more decisionmaking to machines, is the observation that, once human opponents understand the machine, they can find ways to defeat it. Preserving the option for the human decisionmaker to be at the very least on the loop and perhaps even in it is a critical design requirement. In the Go example, this happened in at least two ways. First, as soon as AlphaGo selected a move, the network of humans observing it immediately began to dissect and interpret the move to understand it for what it was. Second, in the case of move 37, one of Google’s human team members walked into the control room and asked the operators to have AlphaGo show its homework—something that it was able to do only because that was a design requirement. However, on the battlefield of strategic competition, room for this type of deep dive might not always be possible; one should not lose sight of the fact that, in the battles between man and machine, the machines are winning. Furthermore, in terms of many of the outcomes of importance, it does not always matter whether one can subsequently understand why a certain outcome occurred and what one should do next time. Not all strategic competitions are played in a best-of-five manner.

As with Deep Blue’s earlier triumph in chess and Watson’s subsequent victory in Jeopardy, so too for AlphaGo did the combination of a game or model with defined rules and emerging computing power (in AlphaGo’s case, next-generation AI techniques, such as deep learning)

make the difference between winning and losing at increasing levels of sophistication—and, for the Army and DoD, “winning matters.”

Pathways to Get to a Digital Twin

Having made a case for the desirability of a digital twin strategy for agility in DoD strategic planning, this chapter now returns to the nontrivial problem of how this evolution might unfold. Several of the pillars of a technical foundation already exist, but there are also many wicked problems that must be overcome—problems that DARPA and the service labs are uniquely suited to tackle.

This chapter has already discussed the role of enterprise architecture, business process modeling and process mining, robotic process automation and IPA, and enterprise data lakes with dashboards and more-advanced analytics as reference points for the status quo. Two additional advances tie all of these together and tie the entire set of capabilities to its potential application to the PPBE process: (1) the evolution of decision platforms that leverage business rules management systems and business rules engines to provide the scaffolding for organizations to manage these components throughout their life cycles and (2) decision modeling notation (DMN) as a formal mechanism to model and link data to operational decisions and to make decisions more discoverable, thus enhancing situational awareness.

Decision Platforms

Figure 14.7 depicts an example of how decision platforms are constructed. Notably, they solve a variety of problems, from simplifying administrative challenges, such as decision authoring and cataloging; to integrating with other applications; to providing a machine-readable database of decision execution history. They have also come to incorporate applications of machine-learning models trained on data generated by the applications using the decision engine as an additional input into the rule engine itself. Although these platforms do not yet handle the more strategic decisions in the PPBE process, it is conceivable that they could, if the structure and data feeds were available, alleviate a vast amount of the associated administrative burden of managing the scale and complexity of such an activity.

---

29 Kimmons, 2019.


31 Some decision rules or heuristics might not be politically palatable to put on paper for the world to see. However, there are potential workarounds to this problem. For example, such techniques as fully homomorphic encryption (FHE) allow encrypted data to be used in computation without decryption. FHE might not be the perfect fit, but it suggests that there might be ways (blockchains also come to mind) to provide those wishing to participate with a level of confidentiality that would allow greater transparency.
Decision Modeling Notation

DMN provides a way of attacking the problem from a higher level of abstraction.32 A relatively new standard, DMN was designed to decouple the modeling of decisions from the modeling of the business process so that one can better isolate, manage, and integrate the two. Therefore, DMN has the advantage of integration with Business Process Modeling Notation that is already baked into many enterprise architecture practices and tool suites within DoD. Table 14.4 and Figure 14.8 depict the constituent elements of a DMN model or decision requirements diagram. One envisioned workflow is that DMN tools would allow nontechnical users to author decisions using a graphical user interface and then have those decisions automatically rendered into operational code using a part of the standard called the Friendly Enough Expression Language.33

A fail-fast test for the viability of capturing a sufficiently representative portion of all of the decisions involved in the PPBE process is whether and how such a process could be accel-
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TABLE 14.4
Decision Modeling Notation Components

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision</td>
<td>The act of determining an output from a number of inputs, using decision logic, which may reference one or more business knowledge models</td>
</tr>
<tr>
<td>Business knowledge model</td>
<td>A function encapsulating business knowledge, e.g., as business rules, a decision table, or an analytic model</td>
</tr>
<tr>
<td>Input data</td>
<td>Information used as an input by one or more decisions; when enclosed within a knowledge model, it denotes the parameters to the knowledge model</td>
</tr>
<tr>
<td>Knowledge source</td>
<td>An authority for a business knowledge model or decision</td>
</tr>
</tbody>
</table>


FIGURE 14.8
Decision Modeling Notation

SOURCE: Adapted from Object Management Group, 2021, Figure 5.9.
NOTE: U = unique.

erated by technology. The most labor-intensive process of manually collecting these inputs seems intractable for many reasons, so other solutions will need to fill the void or at least augment whatever limited human attention could be dedicated to such an endeavor.34

Fortunately, if the various human-readable sources of documentation that the process already emits—such as memoranda, Army Regulations, DoD Instructions, and justification books submitted to Congress throughout the years—are included in the search for decision

34 Similar challenges exist for such use cases as predictive maintenance that arguably have a much larger base of structured data to build from, in addition to vast troves of unstructured data. The level of effort required for all of the translation, curation, structuring, and training dedicated to such efforts is a useful point of departure for the organizational digital twin approach discussed here.
artifacts, then it might be the case that much of the information required might already be contained within these corpora even if they are somewhat opaque to computers in their current form. For the sake of argument, assume that these vast troves of information could be made machine-readable in some semiautomated fashion, with 70–80-percent coverage of the entire process and 80–90-percent accuracy of the translation. Would that be a sufficient start? If it would not, what would the threshold be, and how quickly could additional technological innovations help close the gap? If data-mining unstructured text is the first, bootstrapping step, using a mix of human and machine interaction to make the model accurate enough for use would be the second. Some of the ground of using machine learning–based approaches for this subsequent calibration of a digital twin to real world data is already being covered through the use of reinforcement learning to help improve the performance of digital twins in manufacturing.35

Even if the bootstrapping and subsequent fine-tuning of a digital twin by the means suggested were somewhat successful, it would still be vulnerable to several criticisms. First and foremost, in a single meeting of senior leaders, decisions can be made that completely upend the entire preceding operational environment. Games and operational decisions based on relatively stable business processes, such as manufacturing, are not quite as dynamic.

Second, the documentation that is available for the bootstrapping step suffers from at least two deficiencies: It generally lags reality and is not kept up to date in real time, and the processes, inputs, and decision logic that are documented do not always reflect the entirety of the factors used to reach a decision.

Third, the reality on the ground at lower echelons in DoD does not always reflect complete alignment with strategy at the national level. The United States has been described as a difficult opponent in part because of what is perceived to be a gap between the two.36 As for the stretch goal of repeating the process for the construction of a twin of U.S. competitors and adversaries, the bootstrapping material that is not otherwise publicly available will be much harder to come by, as will the expert input required to close the gap and calibrate the initial output to reality. But even this leap is not beyond the realm of the possible, and a low-fidelity twin might be sufficient to understand the types of insights that could be generated by observing the interaction between the U.S. twin and the competitor or adversary twin because other technical and computational techniques might allow the remaining unknowns to be filled in.


36 If making strategic decisionmaking machine-readable and -auditable narrows or eliminates that gap, great care would need to be given to securing the entire apparatus because it could very easily be turned against the United States. U.S. adversaries and competitors are no doubt considering building twins of the United States, and it does not want to inadvertently help them do so should there be some unintended or unauthorized access gained (e.g., the Office of Personnel Management data breach).
Process and Mechanism Changes

As previously mentioned, the greater agility that might result from the use of a digital twin is of little value if actions are otherwise constrained by policies, processes, mechanisms, or dependencies on partners who cannot respond with the same level of agility. Reengineering all of the business processes associated with the PPBE process to account for the existence of a digital twin capability is well beyond the scope of the discussion in this chapter and is particularly difficult to do given the uncertainty of exactly what this capability might look like. Nevertheless, high-level discussion of basic dynamics can be illustrative.

In some ways, the evolution in personnel management of Continuous Evaluation (CE) might provide relevant insights. The subject of CE (i.e., of an individual’s suitability for a sensitive job) might not rise to the level of a strategic disruption, but the fundamental shift from a paradigm of periodic checks to a mechanism that continuously evaluates an automated flow of data against a set of business rules suggests that many parts of the PPBE process could be affected. The implications might stretch all the way to triggering an update to the National Security Strategy in light of a major technology surprise (e.g., an unexpected addition to the list of states with nuclear weapons; an advance in capabilities, such as hypersonics), to shifting investment priorities in response to changes detected by the interaction of digital twins of second- or third-order effects from the actions of an adversary or competitor, or to resolving a digital twin–generated warning that an impending action that had already been subjected to significant human deliberation has nevertheless become inconsistent with current conditions and strategy.

Existing processes might allow a timely reaction to one such occurrence in a given year or the use of emergency procedures to overcome bureaucratic hurdles that prevail during the status quo. But if volatility, uncertainty, complexity, and ambiguity all accelerate, process changes that accept the outputs of a digital twin as at least a prompt to give existing actors greater flexibility to respond will probably produce a more resilient system than one that relies on frameworks that were created primarily to deal with exceptional circumstances. If the digital twin says that it is critical to move more money around in the year of execution than is allowed by legislation, regulation, or policy, or if it says that U.S. national security priorities should be reordered, maybe its suggestion should be reviewed and potentially accepted.

The potential variation in pace suggests that, like the Aegis system—which can run in different modes that put humans in, on, or out of the loop—the mechanisms and processes associated with a digital twin might need to accommodate different levels of autonomy. Table 14.5 contrasts the different operating modes and corresponding mechanisms of the

---


<table>
<thead>
<tr>
<th>Mode</th>
<th>Mechanism (human in, on, or out of the loop)</th>
<th>Aegis</th>
<th>Digital Twin</th>
<th>Digital Twin Process Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semiautomatic</td>
<td>In: Humans work with the system . . .</td>
<td>. . . to judge when and at what to shoot.</td>
<td>. . . to judge which PPBE-related decisions the twin should analyze and what to do according to the results.</td>
<td>• Decision selection</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Human adjudication of results</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Human execution of decisions</td>
</tr>
<tr>
<td>Automatic special</td>
<td>In/on: Human controllers set the priorities, but the computer decides how to achieve the objective . . .</td>
<td>. . . such as telling the system to destroy bombers before fighter jets.</td>
<td>. . . such as defining and ranking national security priorities.</td>
<td>• Human review or challenge of incremental steps in the process</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Human execution of decisions</td>
</tr>
<tr>
<td>Automatic</td>
<td>On: Data go to human operators in command . .</td>
<td>. . . but the system works without them.</td>
<td>. . . but the PPBE occurs without them.</td>
<td>• Ability for humans to audit or explain outputs, including automatically generated national security priorities</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Human execution of decisions</td>
</tr>
<tr>
<td>Casualty</td>
<td>Out of: The system does what it calculates is best . . .</td>
<td>. . . to keep the ship from being hit.</td>
<td>[Not applicable; this level of automation is unlikely to be reached:] . . . to allocate resources to meet strategic objectives.</td>
<td>• Limited explainability for humans of how the system's calculations work</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Automated execution of decisions</td>
</tr>
</tbody>
</table>
Aegis system with notional ideas of related process implications for a digital twin. In all cases, the digital twin spins in the background, capable of processing new information and generating new recommendations, but decision selection, human oversight, and execution all vary, as do the requirements for action-constraining policy restrictions to loosen and downstream process tempos to increase.

Concluding Thoughts

Constructing digital twins of the organizations involved in long-term competition (including U.S. organizations and, to the extent possible, those of U.S. competitors and adversaries), structuring the environment as a game in which these twins could interact and reveal emergent behaviors, and exploring how other, related technological advances have been used successfully elsewhere might or might not be strategically fruitful.

The uncertainty around the viability of a digital twin approach to enabling DoD agility means that such an approach will not be undertaken (at least not in the scope envisioned here) without a stakeholder with the following qualities: (1) a sufficiently high risk tolerance for low-probability, high-impact investment; (2) access to the technical expertise required to overcome the many obstacles described in this chapter; and (3) the trust of the various organizational entities whose participation will also be required for success. For DoD, DARPA and the service labs are entities that could play that role. Success in overcoming these challenges could usher in a new era of continuous evaluation of decision making that responds in nearly real time to changing conditions and that better links the dynamics of today’s strategic calculus with the sought-after outcomes far into the future. If DoD wants to create a viable digital twin and measure its contribution to agility, the time to start planning and developing is now.
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40 Competition is increasing for early shaping of military events, with or without a digital twin. For example, see Kristin Huang, “As China’s Military Confidence Grows, It’s Now Looking to ‘Design’ How War Is Fought,” South China Morning Post, November 13, 2020.
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In current military operational models, the human aspect is still often represented in a mechanistic way, bearing little resemblance to observations, as if all humans always act the same way in a situation much as a machine would. In reality, human behavior is not deterministic. Without proper representation of behavior, and the reasons behind the behavior, the validity of the model may be seriously flawed, making its performance and predictions questionable.

—North Atlantic Treaty Organization (NATO) ¹

As the epigraph indicates, authentically describing and forecasting human behavior for policy analysis in military operational models—or effectively understanding the disposition to act—has proven challenging to do. Doing so requires at least four things: (1) an agreed-on model of the inputs to and components of human decisionmaking; (2) an empirically justified and organized data-selection and -collection plan that incorporates many aspects of human behavior, culture, and environmental influences on behavior; (3) a scientifically derived method for representing forecasted behavior in narrative and, better yet, in constructive simulation; and (4) a transparent forecasting method centered on the agreed-on model of human decisionmaking.

In his article “Rethinking Competition,” Philip J. Root posed challenges to authentically incorporating human behavior into modeling. Those challenges centered on Justin Kelly’s

and Mike Brennan’s Act-Sense- Decide-Adapt (ASDA)\textsuperscript{2} concept for rapidly forecasting human behavior in complex and undergoverned spaces (UGS) and are as follows:

- How can we understand, describe, and, to a reasonable extent, forecast human behavior in UGS?
- How can we do this using limited and often uncertain data with sufficient accuracy and transparency to earn the trust of leaders, thereby helping them improve policy for the inherently murky challenges posed by strategic competition?\textsuperscript{3}

These are fundamental questions that are centered on understanding how and why people select behaviors. Human disposition to act is an essential yet elusive variable in policy analysis. Experience with modeling and simulation (M&S) in support of operations in Afghanistan and Iraq has proven that these challenges do not have immediate and satisfactory solutions. There might be no dramatic leap forward from our unreliable understanding and forecasting of human behavior to an authentic, accurate, and dependable model and process. Advances toward the ambitious objectives laid out by Root, Kelly, and Brennan require a shift in scientific approach and a plan for incrementally improving prototype models.

This chapter offers a long-term, phased solution to the challenges posed by Root. Recommendations are based on the RAND Corporation’s “will-to-fight” research portfolio. This is an ongoing, five-year series of projects designed to improve understanding of human behavior in conflict.\textsuperscript{4} Although this chapter centers on the RAND will-to-fight work, it does so only as an example of prospective approaches. The RAND work builds from hundreds of existing studies, and it is not by any means intended to be a complete solution to the many challenges extant in human behavior forecasting. Other theories, models, and methods should be closely examined.

The proposed approach in the RAND will-to-fight research portfolio is to understand and forecast human behavior and then represent that behavior in a model and simulation that will support policy analysis. Doing so is a shift from general practice in large-scale constructive simulation. Although the approach is different from existing approaches and perhaps more challenging to implement, if successful, it would help policymakers meet objectives for rapid and accurate behavioral forecasting. It would also help broader scientific efforts to

\textsuperscript{2} Justin Kelly and Mike Brennan, “OODA Versus ASDA: Metaphors at War,” \textit{Australian Army Journal}, Vol. 6, No. 3, Summer 2009.


model human behavior progress in the future. In turn, this approach would support advances in human-machine teaming, human performance, and influence activities.

I argue that the best way to realize the ambitious objectives of increasing the flexibility and adaptability for competing in UGS—as envisioned by ASDA and supported by new research and development programs, such as the Defense Advanced Research Projects Agency’s (DARPA’s) Habitus program—is to create a reasonably authentic biopsychosocial, system-of-systems model of human beings; to use that model to focus collection and analysis of data with scientific rigor; to build human agents from this solid baseline; and then to evolve the model, data, and simulation to achieve increasing (but probably always imperfect) authenticity and speed of accurate and adaptive analysis and forecasting over time.

The remainder of this chapter first discusses the difference between realistic M&S and the pursuit of authenticity. It also discusses previous efforts to incorporate human behavior into M&S programs. Then, it examines some of the reasons that attempts to incorporate authentic human behavior have failed. This examination is followed by a discussion of the approach used in RAND’s will-to-fight research and of efforts to move toward creating a reasonably authentic biopsychosocial, system-of-systems model of human beings.

### Realistic Modeling and Simulation Versus the Pursuit of Authenticity: Previous Efforts

Achieving at least a practical modicum of authenticity would be a significant advance in human behavioral modeling beyond efforts to portray realism, or realistic behavior. RAND’s will-to-fight research team has argued that there is a fundamental difference between realistic human behavior and authentically modeled human behavior. Realistic simulated human agents used for training or forecasting can be made to mimic agentic choices and a variety of human behaviors. Some elements of realism are predicated on scientific models of components of both simple and complex human behavior. For example, some simulations portray mostly independent components of human physiology (such as the gaze heuristic that describes how agents track and catch a moving object) or the effects of fatigue, while others portray unitary group reactions to such stimuli as changes in state-level policies or, at the local level, changes in traffic or gunfire. Agents can be tailored to support or reject policies, to emote, to hesitant, to flee, or to charge forward aggressively in emergent situations.

Existing simulations have shown that realism can be programmed and made sufficiently complex to help some consumers accept various replications of human behavior. Designers can—and have—convinced military leaders and policymakers that the outcomes of designer...

---

5 Connable et al., 2018.

simulations are reasonable and thus believable. But realistic simulation can never achieve the genuine (as opposed to fabricated) accuracy that is needed for the kind of forecasting required to support a useful, working articulation of ASDA because it is ultimately inauthentic. Realistic simulation is generally predicated on modelers’ interpretations of human behavior rather than empirical scientific research. In some cases, realistic behavior is derived from narrow unitary theories or a variety of dissociated and incomplete theories and subordinate models of human cognition, physiology, and cultural influence translated into equally dissociated algorithms and binary discriminators.

Realism abdicates the pursuit of scientific holism and authenticity in the name of practicality. In doing so, it trades any hope of achieving accuracy for a kind of visual complexity—arguably, a form of visual trickery—that can only ever mimic accuracy. Mimicked accuracy in commercial gaming is a perfectly worthy goal. Accuracy is unnecessary if the user can be comfortably tricked into suspending disbelief. However, mimicked accuracy in professional simulations that inform military actions or public policy is the equivalent of generating precision without accuracy in scientific practice: It is potentially dangerous and ultimately unhelpful.

The failure to integrate authentic or even realistic human behavior into professional military simulations—and particularly into the large-scale constructive and training simulations, or big sims, used by the U.S. Department of Defense (DoD)—is longstanding, dating back at least the introduction of the Carmonette tactical simulation in the early 1950s. Will-to-fight work has involved conducting a review of 75 commercial and military tabletop games and constructive simulations, including such historic simulations as Carmonette and more-

---

7 Kelly and Brennan specifically state that ASDA does not propose a solution to the challenges identified in the introduction—the four elements necessary to forecast human behavior with sufficient accuracy to be useful. See Kelly and Brennan, 2009, p. 40. Root does not center his argument on forecasting. However, Root’s incorporation of ASDA into a proposed plan for understanding complex human behavior in UGS is inherently a call for forecasting: Only historically informed but forward-looking ex ante forecasting analysis effectively supports policy decisionmaking, particularly when the policy challenge is designed around a rapidly shifting (as opposed to primarily historically informed) series of competition problems.

8 This chapter cites a few cases (e.g., Performance Moderated Functions Server [PMFServ]) in which modelers attempted to create an authentic human model and simulation. None of these has been incorporated into constructive or training simulations in large-scale use by the U.S. military or Western allies. Considerable other work was done on human behavioral modeling for both military and nonmilitary uses in primarily the 1990s and 2000s. Some modeling pursued authenticity, but most of the efforts pursued realism. Such models as the Adaptive Control of Thought-Rational (ACT-R) model and the Strengths, Opportunities, Aspirations, and Results (SOAR) model are cited. For other examples, see Richard W. Pew and Anne S. Mavor, eds., *Modeling Human and Organizational Behavior: Application to Military Simulations*, Washington, D.C.: National Academies Press, 1998; and, more recently, Simon Farrell and Stephen Lewandowsky, *Computational Modeling of Cognition and Behavior*, New York: Cambridge University Press, 2018.


contemporary programs that are still in use by the U.S. military.\textsuperscript{11} There was little evidence of authenticity or even convincingly realistic human behavior in even the most advanced military simulations.\textsuperscript{12} None of the professional military simulations reviewed—including those that are currently in use by the U.S. military services and the joint force—attempted to replicate anything but the most rudimentary human behavioral representation.\textsuperscript{13}

Instead of presenting authenticity or realism, nearly all of the military simulations observed gave each agent superhuman or perhaps robotic characteristics. Colleagues at the Army Research Laboratory dubbed these agents \textit{supersoldiers}: They always follow orders, never exhibit the effects of fear, have no individualized reactions to unit casualties, and are unfailingly aggressive and impervious to fatigue. The use of supersoldiers helps reduce the number of variables in a simulation by explicitly eliminating authenticity, thereby facilitating smooth simulation runs that are inherently inauthentic and therefore inaccurate. Attempts to dodge human complexity in military simulation are ultimately self-defeating.

\textbf{Human-Centric Experimentation Alongside Supersoldiers}

As these premier military simulations evolved with a near total lack of human behavior representation, several small teams experimented with human-centric models and simulations with the aspiration of integrating human behavior into the premier simulations.\textsuperscript{14} These

\begin{itemize}
\item \textsuperscript{11} Connable et al., 2018, pp. 113–157.
\item \textsuperscript{12} For another review and similar perspective, see NATO, 2009.
\item \textsuperscript{13} In our will-to-fight work, we applied a 24-factor coding analysis to 62 of the 75 games and simulations reviewed for our research. This analysis revealed the degree to which each simulation pursued some form of human behavior representation. Was will to fight included in the game or simulation? Did agents or groups make semi-independent decisions as unique actors, or did they simply follow predetermined branch-and-sequel pathways for action? Did the simulation address aspects of human behavior (such as cohesion, leadership, fatigue, or surprise), casualties, or terrain that might affect decision outcomes? Was the human element central to the adjudication of the simulation? Each simulation received an aggregate code of zero to five, with zero representing no human behavior representation and five representing a simulation centered on human behavior. Of the 18 military computer simulations coded, none scored higher than one out of five possible points. Eleven simulations received a composite score of zero, and seven received a composite score of one. For example, we found that the Joint Conflict and Tactical Simulation (JCATS) effectively has no represented human decisionmaking beyond a binary casualty breakpoint threshold, and a student-designed simulation called SPARTAN II contained a rudimentary suppression model but no agent differentiation or individualized decisionmaking. See Connable et al., 2018, Chapter 3.
\item \textsuperscript{14} There is considerable literature on human behavior in agent-based simulation and group behavior simulation. In addition to reviewing simulation technical reports and associated articles, interviewing developers, and experimenting in some of the simulations (one of which RAND developed: the Joint Integrated Contingency Model [JICM]), we reviewed the broader literature. In addition to the other works cited in this chapter and in Chapter 3 of Connable et al., 2018, the following were particularly informative: Sabeur Elkosantini, “Toward a New Generic Behavior Model for Human Centered System Simulation,” \textit{Simulation Modelling Practice and Theory}, Vol. 52, March 2015; Vidar Engmo, \textit{Representation of Human Behavior in Military Simulations}, master’s thesis, Trondheim, Norway: Norwegian University of Science and Technology, 2008; Victor Middleton, “Simulating Small Unit Military Operations with Agent-Based Models

435
efforts suggest ways in which the M&S community can move closer to a holistic, scientifically grounded, and authentic representation of human behavior.

Barry Silverman at the University of Pennsylvania designed PMFServ, a standout effort to represent holistic, realistic, and, to some extent, authentic agents.\textsuperscript{15} A New Zealand research team designed the Map Aware Non-Uniform Automata (MANA) agent-based distillation model to show how such factors as morale and cohesion might influence decisionmaking in combat.\textsuperscript{16} Cognitive models for simulation proliferated.\textsuperscript{17} Some research teams and contractors attempted to build holistic behavioral models integrating many different aspects of human behavior.\textsuperscript{18} For example, the U.S. Marine Corps’ Irreducible Semi-Autonomous Adaptive Combat (ISAAC) model and simulation was intended to move away...
from linear behavioral models and toward a model of decentralized self-organization in which agents and groups would display complex and emergent behavior. Each of these efforts had some success, but none was folded into such premier simulations as JCATS or One Semi-Automated Forces (OneSAF).

Group Behavior Modeling for Undergoverned Spaces

Some human behavioral M&S was directly relevant to efforts to understand human behavior in UGS. For example, the UK Defence and Science Technology Laboratory built the Peace Support Operations Model (PSOM). This model sought to show the likely reactions of a civilian population to policy actions taken during what are now commonly referred to as stabilization operations. Developers applied a theory-driven approach based on “economic theories of utility and marginal utility” to represent group decisionmaking. At approximately the same time (in the late 2000s), developers at the Jet Propulsion Laboratory built the Athena Software Development Model (SDM) to answer similar questions: How would populations react to military decisions and actions in stabilization operations? Like PSOM, the Athena SDM relied on rational choice heuristics to portray decisionmaking.

Social science understanding of human behavior has advanced since these models were published. Experimental simulations of both individual and group behavior are too numerous to track or analyze here. It is enough to say that, despite these advances, very little of this group-level work has made its way into the models and simulations that are most often used to inform U.S. military leaders and policymakers.

One reason these models have not previously been adopted into advanced simulation is that they lack authenticity; despite their often convincing visualizations and findings, they fail to achieve a suspension of policymaker disbelief or to win over potential advocates.

---


Problems That Have Impaired Past and Current Human Behavior Research

Several problems have hindered—and continue to hinder—human behavior research.

Reverse Design, Narrow Theory, and Data Pull

The lack of authenticity in human behavior research stems from three closely related and, in some cases, overlapping central problems in the approaches that modelers and simulation designers have taken to represent human behavior. Each of these problems is reflected in a different type of approach. In the first case—here called the reverse design approach—individual and small group behavior is replicated as a series of decisions and actions, with little or at least less focus on the theory or theories that might explain the behavior. In the second case—here called the narrow theory approach—larger group behavior (according to our cited analyses, generally more than about 30 people) is adjudicated through the application of a single or dominant theory of human behavior that might or might not lead to a suspension of disbelief and might or might not be sufficiently enduring to justify the expense of its development. In the third case—here called the data-pull approach—the availability of data drives the design of the model and then the design of the simulation. Each approach is discussed in detail.

Reverse Design: Putting the Cart Well Before the Horse

Large simulations funded by the U.S. military or allied militaries are typically built by teams of programmers working on deadlines, not by researchers pursuing gradual advances in scientific knowledge. Military program managers continually push simulation companies to show results. In some cases, hundreds of millions of dollars might be on the line. Design teams have every incentive to start their simulation design by focusing on outputs:

- What behaviors will we show?

---

23 These approaches are not mutually exclusive. They are categorized here to help describe the types of efforts observed over the past 17 years, both as seen in uniform and as seen while at RAND.

24 We have engaged with one non-U.S. organization that is taking a go-slow approach to large-scale constructive simulation, but that case is the exception. See Connable et al., 2018, Chapter 3, and specifically p. 134, for reflections from interviews with simulation team designers referring to this process. In addition to conducting these interviews, our research team has engaged with multiple contract design teams over the past five years. Each of these teams has told us of their restraints and contractual constraints. In some cases, we have observed these issues firsthand as design consultants.


26 In many cases, design teams are pressured to deliver a technology demonstrator showing basic behaviors within the first year of development. This forces the team to make a series of rapid and generally irrevers-
• How can we integrate these behaviors into the simulation?
• What is the fastest and most economical way to create realistic agents to help suspend user disbelief?

Design teams also must contend with computing limitations that restrict the number and complexity of calculations that their software can be asked to perform. They do not want to design a simulation that will crash the military system that it is designed to work on. In addition, design teams are limited by their contracts. In all cases that our team has observed or been informed of in the past five years, large simulation contract stipulations discourage or simply do not encourage the incorporation of human behavior. Behavioral complexity is often viewed as a programmatic risk. Finally, designers told us that most military consumers of simulations do not want to see authentic or even realistic human behavior because uncertain behavior causes unwanted variations in simulation outcomes.

Given these incentives and restraints, big sim designers generally start their efforts to represent human behavior by negotiating compromises in theory and design rather than by designing theory-driven human behavior and then making end-state compromises to account for the cost and limitations of computing. Big sim design sometimes allows for a modicum of agent realism—but nothing approaching authenticity—in a handful of tightly scripted behaviors. Basic actions involve seeking cover from enemy fire or changing movement direction according to observed changes in the environment. In most cases, designers create supersoldiers by eschewing even the most basic human motivations and behaviors. In all of the cases observed, no transparent or defensible theory of human behavior backed the work.

Narrow Theory: Betting Big on a Big Idea

While combat simulations tend to be designed in reverse, from outcome to theory, models and simulations of civilian population behavior tend to be driven by theories of threshold behaviors, message receptivity, and influence dynamics to make them responsive to actions taken by military forces in games and simulations. The modeling of populations assumes

27 Connable et al., 2018, p. 134. Another troubling barrier is verification, validation, and accreditation (VVA). Government-funded simulation efforts are often required to undergo VVA before they can be certified for use, but human behavior representation is extraordinarily hard to verify or validate using the same kinds of technical approaches used for the VVA of, for example, a model and simulation of a tank engine.

28 Examples of big sims are JCATS, JWARS, OneSAF, COMBAT XXI, WARSIM, STORM, and JICM.


rules-based behavior of some kind. These models tend to either represent populations with no agency—simply responding to stimuli—or employ variations of rational choice or cost-benefit heuristics familiar to economists.\textsuperscript{31}

When attempting to simulate decisions across a large village or city, it makes practical sense to elevate the level of analysis and computation from the individual to the large group. Centering on a single or small set of behavioral theories and reducing variables keeps the computational demands manageable. It also saves an enormous amount of time and labor considering the alternative: modeling every individual and their interactions with the group and then managing at least two layers of interwoven behavioral outputs.

Starting with a theory and working toward an outcome is more logical than moving in the other direction. However, this approach places big bets on a theory and provides little opportunity to fully explore alternative explanations for behavior. A top-down (or, really, top-only) approach assumes away complexity, marginalizes the potentially acute impacts of emergent and divergent behavior, and precludes detailed examination of causality. Models and simulations designed around a single theory are particularly difficult to modify or improve on over time. Rapid obsolescence is a built-in risk because favored theories come and go and new advances in computing power allow ever greater fidelity at the agent level.

Top-down, theory-driven models of group behavior run two more-serious and more-immediate risks. Consumers of the model and simulation have to believe the central theory to benefit from its outputs. It takes only a bit of skepticism to render these models null for policy decision support. Then again, senior consumers can become so enamored of a single approach that they fail to apply the healthy skepticism that they might apply to a more complex model. Such caveats as \textit{a model is always just a model} fall away as simulations give the appearance of solving complex sociocultural problems on the fly. This occurred in Afghanistan in the early 2010s, when senior leadership attempted to apply PSOM to real-world data to support real-time combat decisionmaking.\textsuperscript{32}

More-recent sociological modeling pursues the complex middle ground between top-down theory and agent-based models that represent individual choice and emergent behavior.\textsuperscript{33} There


\textsuperscript{32} This occurred when the commander of the International Security Assistance Force Joint Command LTG David M. Rodriguez instructed his staff to apply PSOM to operational design in the Afghanistan campaign to defeat the Taliban. For reference, see Ben Connable, Walter L. Perry, Abby Doll, Natasha Lander, and Dan Madden, \textit{Modeling, Simulation, and Operations Analysis in Afghanistan and Iraq: Operational Vignettes, Lessons Learned, and a Survey of Selected Efforts}, Santa Monica, Calif.: RAND Corporation, RR-382-OSD, 2014, pp. 121–135.

\textsuperscript{33} See, for example, Steven N. Durlauf and H. Peyton Young, eds., \textit{Social Dynamics}, Washington, D.C.: Brookings Institution and MIT Press, 2001; Aaron B. Frank, “Toward Computational Net Assessment,”
is a broader recognition of theoretical challenges in both individual and social-behavioral modeling.34 We have pursued this integrated approach in our work, and it is the approach that we suggest, whether one is building on the RAND model, one of the other models described here or in the main body or appendixes of Will to Fight, or a prospective model.

Data Pull: “It's the Data, Stupid”

Data-driven design is one of the most common approaches to simulation design in support of contingency operations in Afghanistan and Iraq. Rather than start with desired outputs or a narrow theory about human behavior, modelers and simulation developers start this process by identifying and collecting available data and then trying to assemble a working simulation to press the data together to make causal inferences.

The data-pull approach was most common in the 2000s and early 2010s, at the height of the popularity of multivariate regression analyses for military applications. “Just give me the data” was commonly heard in assessment and design symposiums.35 Or, as George Akst at the Marine Corps Combat Development Command more bluntly suggested in a 2007 operations research article, “It's the data, stupid.”36 Because of the complexity of the wars in Afghanistan and Iraq, starting with available data seemed practicable to many analysts.

Examples of this approach are the NATO Consultation, Command, and Control Agency’s real-time Afghanistan assessment tool and the U.S. Army Training and Doctrine Command’s Irregular Warfare Tactical Wargame. The NATO effort identified and used all available data from military, civil, and private-sector sources across Afghanistan, translated these data into relational variables, and then generated a continually shifting color code in shades of green, yellow, and red that represented the overall status of Afghanistan at a given moment.

The tactical wargame (really, an analytic tool to understand societal-level conditions) was also an effort to identify all sources of available individual-, group-, and national-level data

34 DARPA has previously sponsored work in this area, and our RAND colleagues have provided insight through DARPA-funded and other government-sponsored research. See, for example, Paul K. Davis, Angela O’Mahony, Timothy R. Gulden, Osonde A. Osoba, and Katharine Sieck, Priority Challenges for Social and Behavioral Research and Its Modeling, Santa Monica, Calif.: RAND Corporation, RR-2208-DARPA, 2018; and Paul K. Davis, Angela O'Mahony, and Jonathan Pfautz, eds., Social-Behavioral Modeling for Complex Systems, Hoboken, N.J.: John Wiley & Sons, 2019.

35 Having participated in tens of conferences, working groups, and symposiums on irregular warfare and conflict area analysis and simulation, I heard some version of this phrase from several people in a significant majority of these events held from 2010 through 2019.

on Afghanistan, from the price of wheat, to the number of violent attacks per day, to the number of internally displaced persons; to categorize all of these as relatable ontologies; and to then process them to identify relational values. Figure 15.1 shows an image of the more than 400 interrelated ontologies in the Army’s tactical wargame model.

Ultimately, both of these efforts failed, although they had been earnestly applied in the pursuit of accurate population behavior forecasting. The Army model was so complex that it reportedly could not be made to run. The NATO model never succeeded in earning the trust of policymakers or battlefield commanders. Between 2010 and 2020, the many failures and the few minor but generally low-impact successes of the data-pull approach effectively ended the era of multivariate regression fever. Big data and machine learning are driving a similar data-pull approach to solve the problems of modeling and simulating human complexity.

Causal Inference: An Insurmountable Hurdle?
Causal inference represented a seemingly insurmountable hurdle to the data-pull M&S teams. Hundreds of types of data were available, and all seemed to be relevant to understanding the socio-cultural-economic environment. But working backward to infer (let alone prove) causation between two variables (and hundreds of interdependent variables) was neither efficient nor, arguably, possible. Since 2010, RAND researchers participated in and reviewed several research efforts to produce an authentic holistic environment and earn consumers’ trust in a way that might support more-effective policy decisionmaking—none succeeded.

Other Problems: Community Warnings, Avoidance of Complexity, and Lack of Championing
As thousands of researchers, modelers, and simulation designers struggled to build a working, holistic representation of human behavior, they were accompanied by a cacophony of warning sirens indicating dangerous gaps in capability and a lack of meaningful forward progress. From at least 2005 through the late 2010s, Western military leaders, DoD staffs, and
FIGURE 15.1
The U.S. Army Training and Doctrine Command’s Irregular Warfare Tactical Wargame

analytic organizations, and formal science boards clearly identified and lamented the inability to understand, model, simulate, and forecast human behavior. These laments were not followed by the kind of innovation and championing needed to make real strides in science and policy analysis. DoD’s failure to mobilize and address the lack of authentic human behavior representation remains a barrier to the national security community’s research and development agencies.

Formal Gap Identification and Calls for Improvement

In 2008, an analytic consortium tasked with assessing U.S. defense capabilities to analyze irregular warfare identified nine “extremely high risk” gaps in analytic and modeling capabilities for decision support. These extremely high-risk gaps included understanding civilian populations, understanding civil-military operations, and, more broadly, understanding interaction between actors. In 2009, the Defense Science Board Task Force on Understanding Human Dynamics wrote, “Unfortunately, the current ease of programming is turning adequate programmers into poor modelers capable of turning out tools with impressive interfaces, but little theoretical power under the hood.” Also in 2009, a team of NATO scientists examining human behavior representation in simulation warned, “[T]he scientific knowledge in this field is still fragmented and has not reached a useful level of modeling.”

A standout argument was made by then-Vice Chairman of the Joint Chiefs of Staff Gen Paul Selva. In the 2016 Joint Concept for Human Aspects of Military Operations (JC-HAMO), Selva and his staff stated that the U.S. military did not understand human dynamics and had few tools available to rectify this gap. Selva recognized conflict—both competition and high-order war—as a primarily human endeavor. He singled out the need to understand the will of humans to forecast their decisionmaking. He proposed an operational framework that closely mirrors the ASDA framework. Figure 15.2 depicts this approach to integrating the assessment of human motivation and behavior into an operational process and the ASDA framework. The two frameworks appear to be complementary.

Despite these clear and well-articulated warnings and demands for improvement, there has been little progress toward integrating practical human behavioral modeling into constructive simulations. These gaps were identified in the previous sections of this chapter. In working on human behavior assessment, modeling, and simulation, I have identified two trends in defense leadership that have inhibited progress.

---

40 Irregular Warfare Methods, Models and Analysis Working Group, Final Report, Ft. Leavenworth, Kan.: TRADOC Analysis Center, August 18, 2008, Not available to the general public, p. 27.
43 Joint Chiefs of Staff, Joint Concept for Human Aspects of Military Operations, Washington, D.C., October 19, 2016.
FIGURE 15.2
The JC-HAMO Operational Framework and the DARPA ASDA Framework

Develop a foundational understanding of the elements shaping human behavior

**Operational Framework**

- **IDENTIFY**
  - Identify relevant actors and their networks
  - Monitor the Environment:
    - Conduct all-source intelligence operations
    - Engage with partners to improve understanding

- **INFLUENCE**
  - Direct operations and activities to create desired effects:
    - Build support for friendly forces
    - Deny support and weaken adversaries
  - Influence the will and decisions of relevant actors

- **ANTICIPATE**
  - Anticipate relevant actor behavior decisions

**EVALUATE**

- Assess the impact of operations and activities:
  - Analyze the elements that shape human behavior

**Desired Effects**

- Prevent, mitigate, contain, and win—conflict—and consolidate gains
- Degradation/Destruction
- Weaken/Divide
- Deter
- Marginalize
- Reconcile
- Protect
- Bolster/Assure

**Methods of Influence**

- Lethal Force
- Cyber/EW
- Dynamic Narrative
- Assistance
- Deception
- Coercion
- Persuasion
- Cooperation
- Avoidance

**Ends**

- Social
- Informational
- Cultural
- Psychological
- Physical
- Temporal

**SOURCES:** Joint Chiefs of Staff, 2016, p. 14; Root, 2020, p. 7.

**NOTE:** EW = electronic warfare.
“It Can’t Be Done”

The idea of investing resources in developing a holistic model and simulation of human behavior is simply unpalatable to many senior science leaders, military leaders, and policymakers. Although many leaders with whom we spoke were enthusiastic about the idea of holistic and authentic behavioral modeling, all but a few rejected out of hand the possibility of making progress. Common refrains were, “It’s too difficult,” “It would take too long,” and “It can’t be done.” Such conclusions build on a false dichotomy: Perfect authenticity is too hard or impossible, so nothing should be done. But I argue for increasingly improving authenticity over a very long time, with the sober understanding that models are always just models and that true authenticity—a 100-percent faithful, scientifically accurate representation of human behavior—is probably never going to be possible. The argument in this chapter is for improving authenticity, not for trying to attain perfection.

Lack of Advocacy

Skepticism, and in some cases outright cynicism, about the prospects of human behavior modeling and representation fed into the second observed leadership dynamic—lack of championing. Selva’s 2016 report stood out as one of the only senior calls for improvement. The JC-HAMO is no longer available on the website of the Joint Chiefs of Staff, and our project team did not identify any other four-star flag rank advocates for human behavioral M&S. Lack of additional top-level advocacy represents at least some failure of leadership and a collective failure on the part of the scientific community—including our own team—to provide a clear and convincing argument and pathway toward addressing the gaps that DoD has already identified.

The Will-to-Fight Model: An Empirically Derived Organizing Framework

Despite this collective lack of progress in the field, most of the pieces are in place to methodically develop and, over time, implement an authentically (but not necessarily fully authen-

---

44 Supporters tended to hold the rank of O-6 (colonel or naval captain equivalent) or, in a handful of cases, O-8 (two-star flag equivalent).

45 The Vice Chief of the Joint Chiefs of Staff is generally not empowered to drive joint force policy or force design or to have significant influence over service policy or force design. I believe that Selva and his staff are to be commended. The JC-HAMO stands out as one of the most forthright joint concept papers in the era after the September 11, 2001, terrorist attacks.

46 A November 2020 internet search for the title of the report (with and without quotes) returned no matches. There does not appear to be an explanation for the removal of this document from the official website. Other, older joint concept documents can still be found at .mil websites. The Joint Concept for Operating in the Information Environment cites the JC-HAMO and identifies it as a living companion document (Joint Chiefs of Staff, Joint Concept for Operating in the Information Environment (JCOIE), Washington, D.C., July 25, 2018, p. 4, footnote 17).
tic) modeled human with basic functionality and a reasonable practical design. Once fully built, this individual agent model can be used to generate a more authentic and holistic social behavioral model. As noted earlier in this chapter, other models (such as MANA and ISAAC) exist, and new holistic models may be in the offing. The Will-to-Fight Model is used here as an example. I discuss its origins and progress to date.

Inductive Development of the Will-to-Fight Model
Beginning in late 2015, RAND undertook an effort to model and simulate humans’ *will to fight* in conflict situations, defining *will to fight* as “the disposition and decision to fight, to act, or to persevere when needed.” Initial efforts for the U.S. Army were informed by the existing efforts cited throughout this chapter and through several collaborations with scientists, modelers, and simulation designers in both the public and private sectors. The 2015–2017 effort led to the creation of a structured analytic model and tool for assessing the individual, group, organizational, state, and societal influences on human will and decisionmaking.

Figure 15.3 depicts the RAND Will-to-Fight Model as an organized set of 29 factors and 61 subfactors that influence human motivation and decisionmaking in conflict. We distilled these factors using an inductive analysis of the literature from several diverse yet related fields: psychology, sociology, history, anthropology, political science, international relations, performance analysis, education, training, modeling, and simulation. These factors organize and cue data collection. They can be used to help structure analysis as a baseline for more-complex, and certainly more-gradual, efforts to identify causality between factors.

Analysis and simulation have been central to the ongoing research. Building from the finding that constructive computer simulations of human behavior tended to ignore most learning patterns and drivers of human behavior, such as cognitive schemas, emergent adaptation, psychological explanations of personality, cultural influences on behavior, individual physiology, fatigue, and fear, we implemented a complex model of human behavior into a NetLogo prototype and then into the Infantry Warrior Simulation (IWARS).

Modeling Forward, Simulating Backward
While we derived our model of influences on human behavior inductively from the various literatures, we pursued what might be called *holistic realism* in our initial simulation experiments and, later, in our simulation development work for the Army Modeling and Simulation Office (AMSO). We applied and then evolved a reasonable but not yet authentic model.

---

47 Connable et al., 2018, pp. 2–3.
of human behavior. The intent was to show how a system-of-systems simulation of the whole human as a unique individual and a member of a dynamic group—including broad cultural variables—could and would change the outcomes of constructive simulation and, therefore, human behavioral forecasting.

In IWARS experiments, each individual agent in our simulation had a living trait-state personality that interacted with group factors, such as leadership and cohesion. Over thousands of simulated combat runs in three increasingly complex scenarios, we showed that adding holistic realism to individual agents substantially changed the odds of task success or failure in comparison with the supersoldier agents found in most constructive simulations. This finding reinforced similar findings from experiments cited throughout this chapter and was consistent with the broader observation that combat models can produce more variability in results than defense planners often assume.

49 Connable et al., 2018, Chapter 3.

Implementing a Realistic Human Agent Informed by Empirical Research

Given the success of the modeling effort and our initial simulation demonstration, we expanded on our work through AMSO. Over two years, we converted the RAND Will-to-Fight Model into a human behavioral model and tested this model in both tabletop games and simulations. Gradually, we moved from holistic realism to incorporate elements of authenticity.

In place of our original IWARS personality model, designed by a single psychologist for Microsoft in the mid-1990s, we integrated the commonly accepted five-factor personality model into a realistic (still not yet authentic) agent with the factor-by-factor RAND Will-to-Fight Model. Between 2018 and 2020, we implemented this agent model into the Army’s premier OneSAF simulation.

In mid-2020, we began implementing our human behavioral model into the Unreal 4 gaming engine. As of late 2020, the human behavioral model has been accepted for full incorporation into Version 10 of OneSAF.

Modeling and simulating various implementations of the Will-to-Fight Model has established an empirically derived, holistic framework for organizing and analyzing the factors that influence human behavior. Although the model is not yet fully authentic—and might never be—it can be used to assess the disposition of an individual or group to select from several available actions in a given situation. Together, the realistic simulation behavior generated from the model and the analyses of scientific theory and practice central to the research have set the conditions to move toward authentically modeled and simulated human behavior representation.

Moving Toward Authenticity with a Biopsychosocial Framework

With the notable exceptions cited, most efforts to model and simulate human behavior have started with a desired outcome, a single theory or narrow set of theories of human behavior, or simply large sets of data. Our approach starts by accepting a simple organizing theory of human behavior that mirrors our will-to-fight construct: a biopsychosocial framework for variable and data organization and eventually authentic causal modeling.  

---

51 Our analysis of available and emerging simulations showed that Unreal 4—and, soon, Unreal 5—is probably the most widely used, flexible, and accessible simulation engine available. We also considered the Unity engine and closed systems, including COMBAT XXI and JICM.

George L. Engel’s Biopsychosocial Concept

The term biopsychosocial is widely credited to physician George L. Engel. In the early 1980s, Engel sought to change the process of medical evaluation by adding in psychological, environmental, and social considerations. In Engel’s proposed approach, doctors would consider the influences of psychological traits and states, social relationships, and environmental factors in interpreting medical symptoms rather than focusing solely on the narrower, more mechanical process of matching biological symptoms to probable biological or environmental causes. Individual patients would be treated as individual systems-of-systems (a person’s body and mind) operating within a broader, interconnected system-of-systems (society, environment, etc.). Each patient would be evaluated with this complex and meaningful interplay in mind. No person would be unrealistically treated as an island of symptoms.

Engel based his work on Ludwig von Bertalanffy’s General System Theory. In doing so, he adopted the theory that everything—a human cell, an individual person, a machine, a village, and ultimately the whole world—operates as a system or as an interrelated system of smaller systems. Engel visualized his system-of-systems approach around the individual. Figure 15.4 depicts Engel’s original visualization of systems, ranging from individual molecules to the complete biosphere.

In his original article, Engel described the biopsychosocial framework as a model. This led to several bruising critiques attacking his use of the term model. Critics argued that his use of the term was unconventional, that there were no relational values between variables, and that there was no causal inference. The biopsychosocial model was not like a schematic model of an automobile or the physiological model of the human body. Therefore, according to these arguments, it was not a model.

Using the Biopsychosocial Framework

Although these critiques had some merit, they generally overlooked the potential value of the biopsychosocial concept. Engel was not proposing a causal multivariate regression model or any other type of computational approach to calculate holism. Instead, he was proposing an epistemic framing of a holistic, systems-based human behavior theory to replace the narrower, school-of-thought–anchored approaches applied by medical, psychiatric, and socio-


logical researchers and practitioners. Engel suggested pursuing holism, while the scientific community generally rejected, and still rejects, holism in practice because of its many and seemingly insurmountable challenges.

As we discovered, it is hard to get two psychologists to agree on a unitary theory of human personality, let alone on the existence of a causal relationship model combining the elements of personality and brain functioning, physiological conditioning, social relationships, and more. Starting the pursuit of authentic modeling by trying to force the entirety of science into a biopsychosocial model would be counterproductive.

Transparent Limitations and Forward Progress
Starting with a holistic causal biopsychosocial model and then trying to get that model to function would be no more helpful to developing authentic human behavior representation than the notably unhelpful and unsuccessful big sim practices. We have followed our RAND colleagues and other researchers and have not attempted to get all of known science to agree on a holistic model of human behavior at the outset of our research. Creating a causal multivariate regression model of the whole human is not what is proposed, at least not anytime

Some of the critiques acknowledge this point, while others overlook it.
soon. Holistic, scientific authenticity is a very long-term goal. It might be referred to as an *enduring vision* to help guide the community's collective work.

To continue making forward progress toward authenticity and holism, we are following Engel's intent by accepting a knowingly and transparently imperfect system-of-systems framework. Using the factors in the Will-to-Fight Model—also not a model in many common interpretations of the word—and existing, empirically sound, and broadly accepted behavioral subsystems (e.g., a personality subsystem, a fatigue subsystem, a social cohesion subsystem), we can *organize* a reasonable biopsychosocial model that can be improved on over considerable time to achieve full authenticity. This is discussed in the next section.

**Organizing the Central Elements of a Proposed Biopsychosocial Model**

Many researchers have described the necessary components of a holistic human behavioral model.56 These components include a personality model, a model of the human body and its various subcomponents, a neurological model, a cognitive model, a perception model, a fatigue model, and some kind of rational choice decisionmaking model. Layering beyond the individual, we can add in a social networking model, a social and task cohesion model, and other models that are associated with the transmission of ideas, human influence, human identity, and the motivational factors that influence agentic choice.

Each of these can be broken down into many subordinate models. For example, the human body alone could be broken into a model of each organ, each limb, each joint, the nervous system, etc. Simply listing the prospective parts of a holistic biopsychosocial system is daunting.

If we accept that we are not going to achieve true holism or produce verifiable, causal results from our agent-based model in the short term, then creating a knowingly imperfect but practicable and useful biopsychosocial model becomes possible. The proposed advance is one of organization. All of these component models exist but are typically not organized or applied simultaneously. Most commonly, endogenous models of function—models of cognition, fatigue, resting heart rate variability, physiological systems, etc.—are not integrated with exogenous data.

As a first step, a biopsychosocial model simply concentrates endogenous models for experimentation and research and identifies exogenous social, cultural, and environmental data to influence these models. This system-of-systems, biopsychosocial model—informe by exogenous data—can also be used for forecasting that, although still knowingly imperfect, would arguably be an improvement over approaches described in this chapter. See the section on DARPA's Conflict, Modeling, Planning, and Outcomes Exploration (COMPOEX) for more discussion on the challenges of integrating exogenous variables into endogenous agent-level models.

---

56 See Davis et al., 2018, and the other works on human behavioral simulation cited in this chapter for examples.
Our research suggests four pieces that a basically functioning biopsychosocial model must have: a personality model, a physiological model, a cognitive behavioral model, and a social relationship model. These represent the four moving pieces necessary to create a basic, functional model of human decisionmaking and behavior. The model must also have functions for taking in a broad array of other data without destabilizing behavioral representation or overwhelming computational assets.

**Pieces in Place for the Four Central Subsystems**

Each of these four basic subsystems has been thoroughly and effectively modeled and, in many cases, simulated by other research teams and practitioners using empirical processes. The five-factor model of human personality is broadly accepted by psychologists and psychiatrists. There is considerable literature on five-factor modeling to support careful integration into a basic biopsychosocial model. Models and simulations of the human body proliferate and are in broad use by medical researchers, sports organizations, and the military. For example, the Santos physiological model effectively represents a variety of human physiology and performance. Cognitive modeling is a separate field of research and practice that has many widely used models, including those cited here, such as ACT-R. Social modeling is also well estab-


59 See, for example, Karim Abdel-Malik, Jasbir Arora, Jingzhou Yang, Timothy Marler, Steve Beck, Colby Swan, Laura Frey-Law, Anith Mathai, Chris Murphy, Salam Rahmatallah, and Amos Patrick, “Santos: A Physics-Based Digital Human Simulation Environment,” research paper, Iowa City, Iowa: University of Iowa, undated.
lished; for example, see Chapter Sixteen by Robert L. Axtell in this report.\textsuperscript{60} Using a five-factor model does not by itself convey authenticity, but it does help move the model closer to holism.

**Trait-State Behavioral Representation and Change**

The four core subsystem models in our individual-level system allow us to create an agent (and eventually, groups) with semipermanent traits and fluctuating states anchored in established literature across at least these four fields of scientific research and practice. Trait-state is a tested approach to understanding human personality and behavior.\textsuperscript{61} Briefly, individuals have semipermanent traits—personality factors, physical capabilities, beliefs, motivations, and learned behaviors—that constitute a general disposition to act. The states of each trait fluctuate according to environmental inputs and the condition of the agent, temporarily changing the agent’s disposition to act. Over time—or, in some cases, quickly, through trauma—such experiences as conflict, illness, or personal success can shift the semipermanent traits to generate more-lasting changes to behavioral disposition.

Figure 15.5 depicts example results from our initial trait-state simulation experiments. The graph on the left shows three traits from our first exploratory human behavioral model. In each case, the initial trait value changes as the agent is exposed to stress. The graph on the right shows trait-state threshold changes to behavior (in this case, running away) and some semipermanent changes to the agent’s traits from the trauma of the event.

As we evolved our trait-state model, we integrated an overarching will-to-fight value for each agent and for group units. Will to fight was used as an aggregate variable derived from the combination of all traits. Figure 15.6 depicts an example of a simple will-to-fight tracker for an individual agent in a tabletop exercise that we developed to help design human behavior simulations. It shows a score of 1–20, with 1 being very low will to fight and 20 representing heroic will to fight. When civilian behavior in noncombat situations is being modeled, this tracker could be used to represent agent motivation to act.

**Informing Traits with the Will-to-Fight Factors**

The RAND Will-to-Fight model allowed us to identify, collect, and analyze real-world information and integrate it into the behavioral traits of each agent. We designed and applied a will-to-fight assessment tool in Microsoft Excel and in Adobe PDF to take in and record data


for each of the 29 factors in the model and nine additional situational factors. We identified and experimented with seven traits: (1) a personality trait centered on the five-factor model, (2) resilience, (3) physical fitness, (4) devotion to cause, (5) leadership, (6) adaptability, and (7) sensitivity to moral injury. These traits and many skills necessary for combat were built by applying all 29 factors of the Will-to-Fight Model to each individual’s basic personality and fitness traits. Individual behavioral disposition latent in each agent’s traits was a product of ideology, economic incentive, training, education, small group social cohesion, multiple levels of leadership, perceptions of public support, quality and usefulness of equipment, organizational integrity, methods of discipline, and other factors.

These nine additional factors—climate, weather, terrain, fatigue, mission, adversary reputation, adversary performance, messaging, and allies—are applied when the will-to-fight analysis is conducted for a specific situation, such as a prospective battle between two known adversaries.
Example: The Devotion Trait

In testing, we integrated the will-to-fight factor results with the parameterized five-factor personality scores for each agent to produce realistic (yet still not authentic) traits. For example, we applied a formula to generate an individual agent trait score for devotion, which we define as dedication to a cause, country, unit, and mission. In our tabletop exercise and simulations, we used devotion as a threshold check when agent will to fight dropped to the point at which it would produce undesirable behaviors, such as freezing or flight. The formula is as follows:

\[(\text{Individual identity} + \text{Desperation} + \text{Economics} + (\text{Ideology} \times 2) + (\text{Unit esprit} \times 2) + \text{Unit control} + \text{Unit cohesion} + \text{Organizational aggregated (all factors)} + \text{State aggregated} + \text{Societal aggregated} + (20 - \text{Neuroticism}) + \text{Conscientiousness} + \text{Openness} + \text{Extraversion}/4) / 2.\]

As of our latest implementation, this formula is still a subject-matter-expert–informed, system-of-systems, realistic stand-in for what will eventually need to be an authentically derived formula.

The Basic Biopsychosocial System-of-Systems and Next Steps

In 2020, working with colleagues in both the government and private enterprise, we created the basic framework for a functional biopsychosocial human behavioral model. We have shown the viability of this holistic approach in peer-reviewed research reporting, in tabletop exercises, and in multiple constructive simulations. We have also integrated proxies for complex fatigue models and for resting heart rate variability—a measurement that shows considerable promise for exploring the links between the five-factor psychological model and models of human physiology.

The next step in the development of the biopsychosocial model is to integrate functioning subsystemic models for the four main factors—psychological, physiological, cognitive, and social—into a functional input model and then into a constructive simulation.

---

63 All scores were translated to a consistent 20-point scale in both the tabletop exercise and the simulation.

Learning from COMPOEX: Controlling Exogenous System Variables

DARPA has previously funded efforts to pursue holistic behavioral modeling. The COMPOEX program stands out for its vision and ambition and for its limited progress. This project sought to transform several concepts and data types endogenous and exogenous to the individual human into a complex system-of-systems computational model. In this approach, human behavior would be understood by turning everything in Von Bertalanffy's global system into a set of complex and interactive variables: A complex agent-based model would integrate with an information model, a national power struggle model, a population model, a military effects model, economic models, and other models to establish an input-output campaign planning tool.

This approach was like, but arguably even more ambitious than, the NATO Afghanistan model and the Army's Irregular Warfare model. Both efforts sought to integrate hundreds of variables into a unified and highly complex model representing the exogenous world. Neither succeeded. COMPOEX sought to translate sets of these exogenous variables (e.g., political variables, economic variables, military variables) into systemic models and model the individual agent and integrate these exogenous models with the endogenous human models resident in the agents. Figure 15.7 shows a version of the COMPOEX concept.

COMPOEX and, in different ways, the NATO and Army models before it were laudable projects. They broke ground for efforts to model human behavior. Our understanding of these models informed our less ambitious and (in our view) more practical approach. In the initial will-to-fight work and in our biopsychosocial model, exogenous data are integrated with endogenous models. All exogenous information is used to inform endogenous models, and we model only the agents and their interactions. Figure 15.8 shows this approach, with exogenous and individual-level data ingested into an individual agent model. Note that subordinate models and data are tentative: This figure represents the starting point for the next phase of our research, not final results.

Limiting the moving pieces in the biopsychosocial system-of-systems will help make the causal inference challenge more manageable. The factors on the left side of Figure 15.8 are nonreactive. That is, they inform but do not dynamically interact with the subsystems that constitute the living model. This approach—integrating and then freezing data-driven factors into the motile subsystems—reduces the ontological challenge while streamlining constructive simulation by limiting the number of moving pieces in the simulated biopsychosocial system-of-systems.

---

Short-Term Application: A Biopsychosocial Digital Twin

Even without a functioning system-of-systems biopsychosocial model, one can take the components identified in this chapter to create a digital twin model that can be used to support such activities as rapid-cycling human behavior forecasting.

Using Digital Twins for Analysis

A digital twin is a computerized replication of an entity, in this case an individual person. By building a biopsychosocial model that represents the key individual subsystems and traits—simply an aggregation of the kinds of models and data that are typically collected and used...
in isolation—it would be possible to focus data collection, create reasonable digital twins of military and nonmilitary people, and apply these twins in a constructive or training simulation. A digital twin model that accounts for exogenous factors, such as culture and social relationships, would allow incorporation of data using a structured analytic tool, such as the will-to-fight tool that the research team used for experimentation.66

Digital Differentiation

A digital twin approach to M&S allows for realistic and, eventually, authentic differentiation of individual agents and groups.67 Instead of relying on templates and archetypes of humans (e.g., a leader, an influencer, a follower, an outlier), a biopsychosocial model centered on the five-factor personality model allows for authentic differentiation using either real-world data or parametric data.68 Modeling and simulating a U.S. military unit, for example, would allow detailed data collection and authentic differentiation and digital replication of each individual. Modeling and simulating a small village in an undergoverned

66 This tool was provided to the U.S. Army sponsor. It is not available to the general public.


space might entail parameterizing individual personalities and integrating them with remotely collected cultural, economic, and other relevant data.

**Beyond ASDA: Digital Personnel Development**

Using the trait-state approach, a biopsychosocial digital twin model and simulation could be used to assess, track, and improve the performance of individual military personnel throughout their careers. Data for specific purposes—such as physical fitness data and posttraumatic stress data—could be logically and scientifically organized in a digital twin. Figure 15.9 shows how a digital twin model could be used to set a baseline for individual traits in preservice selection; to differentiate individuals and tailor training and education; to identify potential risks for performance failure, suicide, or other unwanted behaviors; to help individuals recover from trauma; and to help ensure their readiness for a full term of military service.

This approach has promise only if it is applied in a holistic biopsychosocial model. Individuals in the military or in civilian groups exist as part of a social construct. They interact with their peers, leaders, subordinates, friends, and family; with media; with the tools that they use to do their jobs; with adversaries; and with a host of other exogenous inputs that influence their disposition to act in any given situation.

**Concluding Thoughts**

DoD and other government agencies have likely spent tens of billions of dollars on the development of training simulations and constructive simulations over the past few decades. Despite this massive investment, existing models and simulations in 2021 are not holistic. They are sometimes precise but almost always inaccurate and inauthentic in their representations of human behavior. Are models and simulations really, therefore, informing better policy decisionmaking, or are they trying to suspend disbelief in ways that might be unhelpful?

Our research suggests that defense analysts, modelers, and simulation designers have been on the wrong path since the earliest days of computer M&S. The collective literature demonstrates that the community of scientific practice has clearly identified the problem and, with some disagreement, a general solution to human behavioral modeling and forecasting: Success requires a tack away from the approaches used to develop big sim models and toward the gradual, methodical, and necessarily imperfect authentic modeling and representation of human behavior.

Although the pursuit of biopsychosocial authenticity might be “too hard” given limited resources, senior leader interest, and strategic patience, it is the best approach to answer the research challenges posed by undergoverned spaces, and also by great-power competition, conventional warfighting, total force management, and any other M&S challenge involving humans. The costs involved in pursuing a consortium approach to holistic authenticity are
FIGURE 15.9
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almost certain to be substantially lower than the costs of developing realistic big sims that, by design, eschew authenticity (and, therefore, eschew accuracy and utility). Both the short-term and long-term payoffs should directly support the development of ASDA.
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CHAPTER SIXTEEN

Short-Term Opportunities, Medium-Run Bottlenecks, and Long-Time Barriers to Progress in the Evolution of an Agent-Based Social Science

Robert L. Axtell, George Mason University

In a prescient RAND Corporation working paper in the early 1950s, the late John Nash investigated the design of parallel computing machines.¹ This was prior to the widespread adoption of what has come to be known as the von Neumann architecture, which separates data and program storage from arithmetic execution in essentially all modern computers. Already in 1954, Nash saw that there were reasons why parallel execution models were important. He recognized that, because serial processing led to bottlenecks, it would be hard for non-parallel devices to be used to model the wide variety of scientifically interesting phenomena that manifest themselves in the real world. Although Nash was far ahead of his time in these investigations, much as he had pushed the research frontier forward in the theory of games a few years earlier, his ideas fell on somewhat deaf ears. The imperative at that time was to get digital computing off the ground for weather prediction and bomb-building;² little concern was given to conforming with the way that nature solves problems in parallel. At that time, the digital computer was thought of as a giant calculator—a tool for solving otherwise intractable equations, a great engine for ridding the sciences of tedious manual calculations, many

¹ John Nash, Parallel Control, Santa Monica, Calif.: RAND Corporation, RM-1361, 1954. John Forbes Nash, Jr., born in 1928 in Bluefield, West Virginia, held an undergraduate degree in mathematics from the Carnegie Institute of Technology and a Ph.D. in mathematics from Princeton University, where he did pioneering work in game theory, developing the main solution concept in that field that is named after him. He was also a former Massachusetts Institute of Technology faculty member and a former RAND staff member. He died in a car accident in 2015. His life is described in Sylvia Nasar, A Beautiful Mind: A Biography of John Forbes Nash, Jr., Winner of the Nobel Prize in Economics, 1994, New York: Simon & Schuster, 1998 (subsequently made into a movie).

of which were performed by human “calculators.” Indeed, the first general-purpose computer language used to automate the process of generating assembly-level code to run on mainframe computers was FORTRAN (for “FORmula TRANslation”), a relatively simple language for translating formulas from mathematics and science textbooks into working code. Whether solving the equations of fluid mechanics for weather prediction or of quantum mechanics for fissioning the atom, early digital computers and their software were designed for converting classical and well-understood mathematical equations into computer code.

Now, almost 70 years later, there are many more ways to use digital computation than merely to solve equations. In this chapter, I discuss the use of Agent-Based Modeling (ABM) in the social sciences, focusing on the methodology for creating such models to faithfully represent actual social phenomena, grounded in empirical data, and not “toy” models used either pedagogically or as abstract thought experiments. Specifically, I critique the widespread use of so-called single-threaded execution for agent-based models and discuss several of its weaknesses. I then go through some of the many ways that multiple execution threads may be used in agent-based models, both for performance gains and for increased verisimilitude. With the growing availability of high-performance computing, the notion of large-scale agent-based models is becoming increasingly relevant. The related idea of full-scale agent-based models is also mentioned in this chapter, and its growing use in the foreseeable future is explored. I also attempt to illuminate bottlenecks that lie on the horizon, so far as they are known, and larger technical challenges that must be surmounted before any vision of “mirror world” or “digital twin” agent-based models is realizable.

Unlike most research, this chapter does not present specific results or describe particular models in any detail. It does discuss a modeling approach, but not in sufficient detail to be pedagogical. Rather, the goal here is to take a broad view of a relatively young and rapidly developing field and attempt to come to terms with its history, its early promise and potential, its recent progress, and its trajectory, both in the short term and over longer time horizons. In doing this, I am keenly aware that some of the claims made may be viewed as rather speculative, far from the world of mathematical theorems, statistical laws, and precise computational code that I normally inhabit. In rendering what are essentially judgments on the state of the art and editorializing about how I see things developing—where the problems, both big and small, are likely to lie and how they might be surmounted—I draw on nearly 30 years of experience with this novel methodology. After leaving graduate school in 1992, I was “present at the creation” in the early heyday of ABM, accomplished as it was on modest hardware and in what are by today’s standards rather archaic programming environments. Even then, the fertility of the approach was apparent to many in the social sciences, the computer sciences, and ecology and other

---


nearby branches of biology, including the then-new field of artificial life. Much of this early work is associated with the Santa Fe Institute, once a hotbed for developments in this area. The loci of ABM development migrated long ago to universities (e.g., Oxford), research labs (e.g., Los Alamos, Argonne), and think tanks (e.g., Brookings); nascent commercial efforts are now underway as well (e.g., AnyLogic). The depth of activity in this broad area means that some version of ABM technology will be with us for a long time, especially in domains in which the role of interaction is critical for understanding system behavior overall. This is certainly true in many of the social sciences and appears increasingly true in several of the natural sciences, and ABM is a methodology also of interest in the emerging field of digital humanities, with many new approaches and exciting applications appearing in recent years. With continued community development of ABM, it is sure to take its place beside other important tools and techniques, such as statistics, econometrics, cognitive science, and neuroscience, on the road to greater scientific understanding of human social and behavioral processes.

Agent-Based Modeling as a Tool for Relaxing Unrealistic Assumptions in the Social Sciences

Many scientists have noted that, in certain ways, the social sciences are harder (i.e., more difficult) than the natural sciences. Historically, controlled experiments were uncommon in both the behavioral and social sciences—a situation that has changed. Social scientists typically had little high-quality data with which to develop and test theories, which has also changed, with the increasing availability of administrative data in digital form.


In an early statement of the feasibility and usefulness of doing social science with computational agents,11 it was suggested that ABM offered significant advantages over conventional mathematical and statistical approaches along at least four dimensions: (1) representing agent heterogeneity, (2) relaxing rationality specifications, (3) mediating interactions through social networks, and (4) permitting investigation of nonequilibrium dynamics. Whole essays have been written on each of these topics, so I will not belabor the issues in this chapter. Of course, models in the social sciences have many more than four dimensions, even if these four are foundational. Another 18 are displayed in Table 16.1, in which the normal representations of these dimensions that are typically taught to graduate students are stated (center column) alongside different, emerging perspectives that can be readily incorporated into agent-based models (right column). This table and variants of it have been described in detail elsewhere.12 What I focus on here is that progress in the social sciences involves moving from the center column to the right, how this is being worked on by non-ABM approaches, how substantial barriers appear to block significant progress, and how ABM can facilitate the transition.

Scientific research is a kind of exploration, similar to expeditions to remote parts of the earth’s surface, such as those undertaken in the past millennium. Both ventures involve life on the frontier—the boundary between what is known and what can only be guessed about—with different explorers holding distinct ideas about the most fertile directions in which to proceed. Some believe that the same tools and methods that have worked well to reach the frontier are the best approach for continued progress, while others point out the inevitable weaknesses of existing technologies and perspectives, the reasons why progress has paused at that location on the frontier, and the need for better techniques for assailing the new heights that apparently block further progress and need to be overcome.

This tension between progress through business-as-usual methods and progress through innovative approaches manifests in various ways. Kuhn distinguished normal science from revolutionary science as one such dichotomy.13 Normal science takes received conceptions of the world and existing tools as given and elaborates on or deepens conventional understanding. Revolutionary science rejects one or more concepts that are foundational to the reigning view and comes to conclusions that are at odds with that view. Heliocentric astronomy and quantum mechanics are poster children for the latter. In one increasingly well-accepted


### TABLE 16.1
Comparison of Conventional and Complex, Evolutionary Approaches to Model-Building in the Social Sciences

<table>
<thead>
<tr>
<th>Model Feature</th>
<th>Conventional Conception</th>
<th>Complex, Evolutionary Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of agents</td>
<td>Representative (1, 2, ( N ), infinite)</td>
<td>Many (preferably full-scale)</td>
</tr>
<tr>
<td>Diversity of agents</td>
<td>Homogeneous, a few types</td>
<td>Heterogeneous, idiosyncratic agents</td>
</tr>
<tr>
<td>Agent goals, objectives</td>
<td>Static, scalar-valued utility</td>
<td>Evolving, other-regarding</td>
</tr>
<tr>
<td>Agent behavior</td>
<td>Rational, maximizing</td>
<td>Purposive, adaptive, biased, myopic</td>
</tr>
<tr>
<td>Learning</td>
<td>Individual, fictitious play</td>
<td>Grounded in behavioral science or derived from artificial intelligence</td>
</tr>
<tr>
<td>Information</td>
<td>Centralized, possibly uncertain</td>
<td>Distributed, tacit</td>
</tr>
<tr>
<td>Beliefs</td>
<td>Coordinated for free</td>
<td>Uncoordinated, costly to coordinate</td>
</tr>
<tr>
<td>Interaction topology</td>
<td>Equal probability, well mixed</td>
<td>Social networks, fixed or changing</td>
</tr>
<tr>
<td>Markets</td>
<td>Auctioneer, global price vector</td>
<td>Decentralized, local prices</td>
</tr>
<tr>
<td>Firms and institutions</td>
<td>Unitary actors, production functions</td>
<td>Multiagent groups and organizations</td>
</tr>
<tr>
<td>Selection operators</td>
<td>Single level</td>
<td>Multilevel, group selection</td>
</tr>
<tr>
<td>Governance</td>
<td>Benevolent planner, median voter</td>
<td>Self-governance, incentive problems</td>
</tr>
<tr>
<td>Temporal structure</td>
<td>Static, impulse tests, one-shot</td>
<td>Dynamic, full transient paths</td>
</tr>
<tr>
<td>Source of dynamism</td>
<td>Exogenous, outside forces</td>
<td>Endogenous forces</td>
</tr>
<tr>
<td>Properties of dynamics</td>
<td>Smooth, differentiable</td>
<td>Irregular, volatile, heavy-tailed</td>
</tr>
<tr>
<td>Character of dynamics</td>
<td>Markovian, path is forgotten</td>
<td>Path-dependent, history matters</td>
</tr>
<tr>
<td>Solution concepts</td>
<td>Equilibrium at agent level</td>
<td>Macro steady state (stationarity)</td>
</tr>
<tr>
<td>Multilevel character</td>
<td>Neglected, dual fallacies</td>
<td>Intrinsic, macrolevel emerges</td>
</tr>
<tr>
<td>Methodology</td>
<td>Deductive, mathematical</td>
<td>Abductive, computational</td>
</tr>
<tr>
<td>Ontology</td>
<td>Representative agent, ( max \ U )</td>
<td>Ecology of interacting agents</td>
</tr>
<tr>
<td>Data</td>
<td>Samples, aggregate</td>
<td>Microdata, big data</td>
</tr>
<tr>
<td>Policy stance</td>
<td>Designed from the top down</td>
<td>Evolved from the bottom up</td>
</tr>
</tbody>
</table>

**NOTE:** \( max \ U \) = maximum utility; \( N \) = population size.
perspective on the philosophy of science, models mediate between theory and data.\textsuperscript{14} Social scientists build models using the vocabulary in the leftmost column of Table 16.1. The normal science, or the hard core,\textsuperscript{15} taught to graduate students,\textsuperscript{16} is in the middle column. These specifications are sometimes justified on the grounds of mathematical tractability—that relaxing such specifications, whether in the direction of the third column or otherwise, makes the resulting models impossible or at least much more difficult to solve.

One way to interpret the third column is as desiderata for more-realistic kinds of social science models. Some of the entries have a basis in experiment (e.g., other-regarding preferences).\textsuperscript{17} Others are simply less stylized than the conventional specification (e.g., social networks in lieu of equal probability of interaction). Although it may be possible to use conventional mathematical or statistical methods to relax one of the standard conceptions holding the others fixed—as is essentially the case in Jackson’s work on social networks in economics\textsuperscript{18}—how to move from the center column to the right column, in general, using normal approaches, is not understood.

The potentially revolutionary power of ABM is that it is now possible to move from the center column to the right using computational agents. For essentially each row of Table 16.1, there are examples of agent-based models that relax the normal specification in the manner described there. I will not go through the myriad examples;\textsuperscript{19} instead, I will simply point out that this ability makes ABM a game-changing technology for the social sciences if it can be realized to create better models of actual social phenomena, grounded in both the behavior of people and the emergent properties of institutions and social aggregates. If the current ABM method had come along a generation earlier, before the widespread availability of big data, it might have developed into a fertile tool for creating plausible, theoretical, toy models of human social reality. But its maturation today, just as large-scale data collection and dissemination has become commonplace, represents a truly unusual situation, perhaps a once-in-a-lifetime innovation in methodology that, driven by advances in computing machinery, can transform the social sciences.

\textsuperscript{14} Mary S. Morgan and Margaret Morrison, \textit{Models as Mediators: Perspectives on Natural and Social Science}, New York: Cambridge University Press, 1999.


\textsuperscript{16} For an example in economics, see Andreu Mas-Colell, Michael D. Whinston, and Jerry R. Green, \textit{Microeconomic Theory}, New York: Oxford University Press, 1995.


\textsuperscript{19} For an overview article in economics, see Axtell and Farmer, 2018.
The Growing Availability of Data and the Evolution of Agent-Based Models Toward Larger Scales

In a famous short story, the Argentine writer Jorge Luis Borges described a land in which people had developed the ability to create maps with so much detail as to be completely faithful representations of the real world. But it turned out that such maps were essentially useless because they were as comprehensive as the real world. The idea of a map is to abstract the most-useful or most-interesting features of the world to build a representation of it that emphasizes the parts that are the most relevant to some particular purpose. So-called mirror worlds, or digital twins, might be considered the modern, high-tech realizations of Borges’s fictional maps—high-fidelity representations of actual places, often containing an amount of detail limited only by the time and energy of the creators. (That is, however much specificity is present in a digital twin, it is almost always possible to add more if it is useful to do so.) Although some might find Borges’s critique relevant to digital twins, there is one enormous difference between a full-scale map and a high-fidelity computer model. The latter typically represents the evolution of its twin over time, and this process can typically be run much faster than real time, perhaps a thousand or a million times faster, so such models can be extremely useful in developing an understanding of the real world mapped at large scales, whether for policy or other purposes.

Regardless of one’s position vis-à-vis large-scale models, it is not possible to build high-verbatim representations of the real world without detailed data about it. Shorn of actual data, such models might be relevant to social life somewhere but are unlikely to be relevant to humans on earth in the 21st century. The happy situation in which we find ourselves today is that, as a consequence of the information technology revolution—i.e., the widespread (although not universal) digitization of administrative records; the online gathering and archiving of user data by such companies as Google, Facebook, and Twitter; and so on—incredible amounts of data that are relevant to social and behavioral science have become available over the past two decades, with much more likely to become available in the future.

coming decade. Across both the social and natural sciences, some have called this the era of big data, although not without naysayers. For an example of big data derived from administrative sources, consider government tax records on businesses. With tax forms filed at least annually—and more frequently for large companies—such records represent detailed descriptions of at least the basic financial aspects of firm operations, often with links to nonfinancial characteristics, such as employee records that can be further linked to individual tax returns or other administrative data, such as retirement accounts. Such tax records are primarily self-reports; only the largest firms are audited by independent accounting firms, and only a tiny fraction are reviewed by government tax authorities. It is also the case that these records are subject to various strategic behaviors, such as certain kinds of costs being reported in particular years to swell losses or profits according to the vagaries of business cycles and other macroeconomic conditions. Yet such information has proven invaluable to researchers in developing a quantitative understanding of cross-sectional characteristics of businesses, how they interact with other firms, and so on.

As a specific example of such data, consider firm sizes, whether measured by employees or by receipts (i.e., revenue). Data on the sizes of U.S. companies from tax filings have been available for a couple of decades. Early work with such data revealed firm sizes to be extremely skewed over the entire range of sizes, from businesses with a single worker up to Walmart, with more than 1 million employees. When such analyses were repeated for other countries, comparable results were obtained, suggesting that a gross empirical regularity existed that was
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previously only hazily understood among the very largest firms. Today, in addition to data on firm sizes, data exist on firm productivities (measured variously), ages and lifetimes, growth rates conditional on sizes and ages, various firm financials, some firm networks, and the location of firms in space. Essentially all of these data are resolved down to the level of individual firms, although for reporting purposes they are always binned to protect company privacy.

Armed with such microdata, researchers can build agent-based models that have close connections to each real-world actor. This is not the norm today, but several examples of this approach exist, and the increasing availability of microdata suggests that more efforts of this type are on the short-term horizon. For example, consider my model, based on firm-level data from administrative sources, of the U.S. private sector. Each year over the past two decades, between 5 million and 6 million U.S. firms have employed a total of between 100 million and 120 million workers annually. Data on all of these firms and employees are available, appropriately anonymized to ensure privacy. The creation of a family of agent-based models to facilitate the study of the formation, operation, and evolution of such firms began at small scale when modest computing power was available, but it has grown such that the entire private sector can now be represented at full scale. Such models involve hundreds of millions of worker agents, who interact directly in production operations within millions of firms, with all agents and firms represented as unique software objects. These models can be estimated from empirical data so as to closely reproduce not just the myriad statistical properties of American businesses but also their dynamics, involving monthly job-to-job transitions by millions of workers and the formation and dissolution of tens of thousands of firms. Other large-scale agent-based models involve traffic models resolved at the level of every vehicle in a city and epidemiological models written in terms of all of the susceptible, infected, and recovered or removed individuals in specific geographical regions.


Full-scale agent-based models grounded in microdata need not be large scale, such as when a social process involves a relatively small number of people. Take a fishery, for instance, management of which might involve a very large number of fish but relatively few fishers. For example, the POSEIDON model is an agent-based model that was initially created to better understand the effects of alternative policies on the ground-fishery off the North American West Coast. All of the trawlers that operate there have had a variety of data-gathering facilities on board for several years, such as Global Positioning System devices, electronic logbooks, and even regulatory personnel, giving a quasi-comprehensive picture of the activities of the roughly 100 vessels working there. Using these data, the POSEIDON agent-based model incorporates a reasonably general behavioral model, particularized to that fishery, to closely reproduce the actual actions of the fishing fleet. This model is being applied to other fisheries, including ones for which fewer data are available (e.g., in Indonesia). The key advance of such agent-based models over mathematical models in resource economics is the ability to represent heterogeneous behavior of boundedly rational people (i.e., fishers) interacting through social networks away from equilibrium. This enables researchers to study policies that better preserve resources while producing economically viable yields.


For example, see Stephen Lewis Scott, Computational Modeling for Marine Resource Management, dissertation, Fairfax, Va.: George Mason University, 2016.


The Parallel Social World and Single-Threaded Versus Multi-Threaded Agent-Based Modeling

In the real world, people are quasi-autonomous and take actions in accordance with their own goals and objectives, whatever those might be. A variety of norms, institutions, and technologies exist in human societies for partially synchronizing human activities, as when a church announces that it will hold services on a particular day and time or when an office or store posts its business hours. Other types of synchronization are more ephemeral, as when two vehicles meet at an intersection governed by a stop sign and the one arriving earlier gets to proceed first, by mutual agreement with an established social norm. But for large parts of their lives, people act asynchronously, doing what they want to do when and where it occurs to them to do so.

Perhaps somewhat peculiarly, given how real populations behave, almost all agent-based models do not model human behavior as occurring asynchronously. The simple reason is that the computer hardware and, to a lesser extent, software on which such models live are based on the digital computer architecture of von Neumann, in which there is a single central processing unit (CPU) and data are stored in random access memory (RAM); the appropriate data are copied into the CPU when needed and sent back to be stored once they are no longer needed. In essence, the flow of control in such computer architectures is serial in nature, with limited opportunities for parallel execution. Furthermore, because the hardware has these properties, the computer languages that have grown up to use such processors have mostly facilitated the creation of programs that run serially, on a single thread of execution, not in parallel. Given that all of the major ABM programming environments—e.g., Repast,39 Multi-Agent Simulation of Neighborhoods or Networks (MASON),40 and NetLogo41—generate code that is essentially single-threaded, probably 90–95 percent of agent-based models do violence to the real world of parallel, asynchronous interactions among agents.

However, probably far less than 90 percent of the clock cycles spent on agent-based models are serial, because many of the biggest models execute, at least to some extent, in parallel, using programming paradigms that permit multi-threaded code to run on modern, multicore hardware. Creating such code is typically not easy, because parallel programming is almost as much art as science today. Writing parallel code to solve problems in the natural sciences is often very hard given that such problems might not naturally decompose into neatly separable pieces that can each be deployed on a separate thread or processor. In the social sciences, the situation can be easier because people interact with only a few others at


a time, making agent-based models naturally parallelizable. Typically, achieving parallelism with agent-based models is done by simply breaking the population of agents up into pieces that are appropriate to the architecture, letting those agents that are on the same thread interact, and then periodically bringing all the agents back together to be redivided into somewhat different groups to run on new threads. By writing agent-based models in this way, it is often possible to parallelize agent execution to achieve nearly linear speedup with the number of processors or cores or threads available. The trends in microprocessor design, development, and production are shown in Figure 16.1, which depicts an exponentially growing number of transistors and processors, plateauing processor performance in sequential operations, flatlining processor speeds, and increasing numbers of cores per processor. With 48 core CPUs available (although at premium cost), and with designs for many more cores per chip on company drawing boards, the era of parallel computing hardware is clearly upon us. But, at the same time, the operating systems and programming languages—in short, the software—running on this hardware typically were not designed for such parallel environments. This suggests that at least some rethinking of the situation is in order.

Specifically, although several add-ons to conventional serial programming languages exist to facilitate parallel execution, such as OpenMP and MPI, these extensions are perhaps best suited for parallelizing models that were previously single-threaded. Newer software libraries for parallelization, although more flexible and more tailored to the hardware level, are capable of providing better speedups but do not really change the basic parallel programming paradigm. Furthermore, although moving execution off bottlenecked CPUs and onto graphical processing units (GPUs) has shown promise, doing so poses unique problems for agent-based models, such as working around synchronous updating. Comparing several contemporary parallel languages and frameworks shows a wide variety of performance variations, even on a relatively simple agent-based model.
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43 For instance, see James Reinders, Intel Threading Building Blocks: Outfitting C++ for Multi-Core Processor Parallelism, Sebastopol, Calif.: O'Reilly, 2007.


45 Stefan McCabe, Dale Brearcliffe, Peter Frouzcek, Marta Hansen, Vince Kane, Davoud Taghawi-Hejad, and Robert L. Axtell, "A Comparison of Languages and Frameworks for the Parallelization of a Simple
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All of these considerations suggest the desirability of making the creation of parallel agent-based models easier, their deployment on extant hardware simpler, and their migration to hardware with greater parallel capabilities—i.e., a larger number of cores in the short term—more straightforward. Some new thinking and novel technologies to accomplish all of this have appeared on the technological horizon with the promise of facilitating the growth of parallel, multi-threaded agent-based models. However, there might be systematic, structural bottlenecks to the widespread adoption of such innovations.

In the next two sections, I speculate on the capabilities of these new ideas, with an eye toward the opportunities that they provide and the limitations that are apparent at this time. I try to look beyond existing programming paradigms and hardware architectures to think

Agent Model,” working paper, Fairfax, Va.: Department of Computational and Data Sciences, George Mason University, forthcoming.
about what a better future might look like for the parallel execution of agent-based models in the short term, when few systematic changes can be made, and in the long term, when perhaps the overall structure of languages and hardware can be evolved to accommodate the needs of future agent-based models that are likely to be very large scale.

Large-Scale Models Realized with Threading: Opportunities

There are several distinct motivations for creating agent-based models that are multi-threaded, most of which are implicit in the previous section and which I make explicit here. These motivations represent opportunities to create new flavors of agent-based models, the full implications of which are not fully understood today.

The First Motivation

The first motivation for parallel execution with threads is (as discussed in the previous section) that the real world of quasi-autonomous individuals is full of parallel activity, and to represent behavior in any other way is potentially problematic. Such concerns were on display in the early days of ABM, when ostensibly significant results about the well-known prisoner’s dilemma model from game theory were reported by Nowak and May for interactions on a spatial landscape, executed in parallel but with perfectly synchronous updating.46 Their attempt to use parallel updating was laudable, but Huberman and Glance quickly demonstrated that the synchrony they employed generated patterns that were not robust to the relaxation of the updating mode toward asynchrony.47 In essence, Nowak and May’s results about high levels of cooperation were computational artifacts and quickly gave way to the expected results of pure defection with even a small amount of asynchrony. Although Nowak and May defended their results on the grounds that many biological processes are largely synchronous, it is now understood that their main purported results are a classic example of a “brittle outcome” resulting from the microscopic specification of agent interactions—in this case, agent updating.

At the opposite extreme of parallel updating is the serial execution model that is the norm in agent-based models today. This is a peculiar representation of human behavior, but one with some basis in human (or modeler) cognition. Often when contemplating our own actions, we take those of others as unchanging or fixed, perhaps through some sense of what constitutes typical human interactions. For example, in the grocery store, we expect the checkout person to scan our selections, say how much we owe, and offer us a receipt. We do not expect that person to throw our groceries in the garbage can or drink the milk that we have put on the conveyor belt. Nor do we expect other customers to be eating food in the aisles or throwing


items onto the floor. We imagine that we will successfully purchase food at the grocery store because everyone will engage in conventional behavior and, to a first approximation, their behavior does not interfere with ours.

This is also how rules of agent behavior are often constructed. We think about a typical agent (object) and write code (methods) for the actions (messages) that it will take with (send to) other agents and the ways that it may change either its own state (instance variables) or that of the environment, depending on how other agents behave. In thinking about such interactions, whether with other shoppers at the grocery store or with other agents in an agent-based model, we typically take the rest of the world as fixed or in some stationary state. My decision calculus at the store would be quite different if I knew that an arsonist was at my house setting it on fire or that the President was about to declare nuclear war on an adversary. In the same way, the rule writer, coder, or programmer abstracts from the agents that it is not interacting with, taking their behavior as given and not interfering with its own actions. This may or may not be a good way to think about truly parallel social worlds, but it is a passable approach to social cognition.48

To be completely clear, single-threaded agent-based models represent human behavior by freezing the actions of all agents that are not being updated. In looking at typical visualizations of agent-based models, this successive freezing and unfreezing is not obvious because the execution speed is so fast, causing many agent states to change in a short amount of time, giving the false impression of parallel interactions when only one agent, or perhaps a few, is actually active at once.

**The Second Motivation**

Another rationale for parallel execution of agent-based models is much more pragmatic. Many large-scale models are simply not feasible unless they can be sped up by running on parallel hardware. Such models have so many agents or so much cognition per agent, or both, that single-threaded execution would take too much wall time to make them practical. In this case, many processors and multiple cores are manna from heaven, and the question becomes simply how best to leverage the technology. There exist many parallel programming schemes, some alluded to already, and I will not go into detail on them here. Suffice it to say that there is a growing variety of approaches, each with its own set of advantages and disadvantages, and the situation is rapidly evolving. Agent-based modelers gain from the technologies created in other fields for parallelization.

**The Third Motivation**

Another reason for multi-threaded agent-based models is close to the previous one but distinct from it. Imagine a model of some social phenomenon that is written at full scale and

---

produces large amounts of output that can be directly compared with the real world, because the model is on the same scale. The physicist Richard Feynman noted that “[t]he same equations must have the same solutions.” By analogy, an agent-based model and its real-world twin should generate the same data. In my experience with the 120 million–agent model of firm dynamics, it is simply much easier to estimate parameters of a model, particularly a large model for which each run is computationally expensive, when the model output is directly comparable with the actual target data. Of course, models are always abstractions, to greater or lesser extents, so model output will never exactly coincide with data, but to try to accomplish this with single-threaded models running at small scale adds layers of difficulty.

The Fourth Motivation

A fourth incentive for parallel execution, partially related to the first, is that multi-threaded agent-based models may yield different results than their serial counterparts. Conceptually, it is easy to see how this might be the case, because serial agent updating is so stilted and so computationally extreme, with most agents spending most of their lives just waiting around to be active. It is as if each agent gets 15 minutes of fame over its entire life, to execute all of its most important tasks, and is frozen in amber for the rest of the time. For a concrete example of parallel activation yielding different results, consider the so-called zero-intelligence (ZI) trader model of Gode and Sunder, in which financial market agents use a heavy dose of randomness in their own behavior yet produce overall market behavior that is broadly in line with data. Cliff has examined the relative performance of several distinct types of ZI traders, finding patterns of stochastic dominance of certain types over others. What is interesting is that he gets different results in the single-threaded version of his code than in multi-threaded versions. He has advanced a rationale for why this is so, tied up with the details of so-called order books in financial markets, which I will not delve into here. The main point is that
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52 Dave Cliff, “Methodological Mess-Ups in Modelling Markets with Minimal-Intelligence Agents,” presentation at the First Conference on Zero/Minimal Intelligence Agents, New Haven, Conn.: Yale University, October 23, 2020.
different results can be produced through multi-threading—that certain results from single-threaded agent-based models might be artifacts of the way they are coded.\textsuperscript{53}

The Fifth Motivation

Lastly, a not often articulated rationale for large-scale models realized in threaded environments is simply “why not,” given that the current technological zeitgeist involves ever expanding computing resources. Now is a transition time, but, at some point in the not too distant future, it will be the norm to create large models that are executed on parallel machines, and it is high time to get started on this enterprise. A different way to say this is that researchers will have much more-capable computing resources in the future than at present, so it is important to figure out now the basic principles of large-scale agent computing and to elucidate them.

Toward Ubiquitous Large-Scale, Multi-Threaded Agent-Based Models: Bottlenecks

Among the many metrics that guide progress in parallel ABM research, certainly one of the most important is the degree of speedup achieved, as when a model that is run on a 16-core processor runs ten times faster in its multi-threaded implementation than when single-threaded. The holy grail is \textit{linear speedup}—that is, doubling the number of processors, threads, or cores halves the wall time required for model execution.\textsuperscript{54} Workstations with shared memory and $O(100)$ cores are now available, with distributed memory clusters with $O(1,000)$ cores often available at universities, while the Bridges system at the Pittsburgh Supercomputing Center has $O(10,000)$ cores. Clearly, if speedups of 100 to 10,000 times can be achieved, then very large-scale models can be pursued. This is the situation today; by 2025, machines will be two to four times more capable, while perhaps by 2030 it will be by another factor of 10.

However, as the search for linear speedups of agent-based models unfolds, there are some dark clouds on the horizon. Various problems plague the conventional threading model in general and in its specific application to agent-based models. I will go through some of these, treating them rather briefly while pointing to the literature for details.

Efficient parallelization often entails being able to partition a problem into more or less independent pieces that each run on their own threads, cores, or processors. When the

\textsuperscript{53} Researchers do not have a general theory for how and why such differences appear in single-threaded versus multi-threaded execution, an important lacuna in the ABM paradigm.

\textsuperscript{54} It is sometimes possible to achieve superlinear speedups, as when a model executed on 100 threads runs \textit{more than} 100 times as fast. Such phenomena are usually due to cache behavior, and my experience is that, although real for toy models, the presence of superlinear model performance is rarely encountered in large-scale agent-based models. For example, it is present in certain parallel codes for the ZI model but has not been found in any variants of my 120 million–agent \textit{firms} model. See McCabe et al., forthcoming.
threads need to interact, whether to share data, check a condition, or simply synchronize, significant slowdown often occurs. One reason for this is that, on modern hardware, there is no (easy) way to guarantee thread execution order or timing, about which I will say more later; the upshot is that a running thread might have its execution blocked for many reasons, even for checking whether another thread is running only to find that it is not. For agent-based models, there is no easy escape from such problems, and they manifest in specific ways that are worth mentioning to expose the nature of the underlying problems.

One important rationale for building an agent-based model in the first place is to replace uniform-interaction (mean-field) models, which are easy to work with mathematically but highly unrealistic, with social networks of some kind. This has the beneficial effect on ABM execution that, when it is an agent’s turn to act, that agent need look at only a subset (typically small) of the agent population. The character of agent-to-agent interactions—i.e., primarily local and close-knit\(^{55}\)—means that few data on far-flung agents have to be brought into an agent’s decisionmaking calculus. The trick is to put all of the agents who are most closely interacting onto the same thread or process because interthread or interprocess communication is usually costly, as mentioned already. Modeling agent-to-agent interactions is the key to many and perhaps even most agent-based models; thus, getting the most densely interactive agents onto the same thread usually results in large performance improvements. Stated the opposite way, when agents cannot be partitioned into groups with dense intragroup interactions, because either the actual interactions are not known ahead of time or the interactions are not really clustered but are more homogeneously distributed throughout the entire population, then there often will be very little speedup associated with moving to multi-threaded models.

For a concrete example, consider a spatial agent-based model in which the agents interact only with their physical neighbors. In such a model, tessellating the space into regions and putting each of these on its own thread usually results in significant speedups.\(^{56}\) However, when agents either move or interact across the region boundaries and, therefore, across threads, it might be the case that significantly less speedup is realized.

A related problem involves load-balancing across threads. In common fork-join parallelism, execution can move beyond the “join” only once the last thread terminates.\(^{57}\) If the threads are not loaded comparably, then there will be significant idle time as many threads wait for a few to complete their tasks, reducing performance.\(^{58}\) Load-balancing can be tricky with agent-based models because naïve approaches, such as putting comparable numbers
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56 This is the approach taken by the *D-MASON* extension of the basic *MASON ABM* framework in Java.


58 Load-stealing by idle threads, as is possible with Intel’s Threading Building Blocks library, appears to be a good way to deal with this problem.
of agents on threads, will lead to poor performance when agent execution time is highly variable. For a real example, consider the production phase that happens each month in my 120 million–agent firms model, during which all firms make output. Because the firms that grow up in this model are highly heterogeneous, with most having just a few worker agents and a few having hundreds of thousands or even 1 million employees, and because the execution time needed to produce output in a firm is proportional to the number of employees the firm has, load-balancing cannot be done simply by partitioning the firm population or the employee population; load-balancing must evaluate both populations. Poor load-balancing in that model can slow execution down by a factor of 10.

When threads are used to take advantage of all processing cores, many of the difficulties associated with writing good parallel ABM code have to do with the fact that threads running on CPUs can be interrupted at any time to perform some other, perhaps more machine- or system-critical, task. The difficulties posed by existing threading technologies have been extensively discussed in the computer engineering literature. Interrupts make it impossible for modern CPUs to guarantee when any specific thread will execute, and this makes the fork-join model an imperfect paradigm for ABM parallelism. In the next section, I will discuss what alternative technologies might look like. Here, I conclude with observations regarding the constraints imposed by threading technologies on agent-based models, and the bottlenecks that need to be dealt with to achieve higher levels of speedup.

Consider an agent-based model in which the number of agents is much larger than the number of cores so that each thread will manage the execution of many agents, as is common today: e.g., 120 million agents on \(O(100)\) cores. Parallelism of this type can often lead to good speedups but does not solve the problem of unknown artifacts being impressed into what are essentially \(O(100)\) single-threaded execution streams. That is, there are still more than 1 million agents executing on each core in single-threaded fashion. On top of this, to avoid generating further computational artifacts, it is important to regularly remix the agents onto different threads so that micro-correlations, such as agent \(i\) always moving before agent \(j\) and so on, do not occur. Furthermore, it seems that, to write efficient parallel code, it is necessary to be able to say, at least by run-time, which agents or agent groups are going to be the biggest users of clock cycles. If it is not possible to do so, then it is practically impossible to do any kind of even approximate load-balancing, thus jeopardizing the goals of parallel agent-based models.

---

59 Axtell, 2016a; Axtell, 2018.
60 For example, see Edward A. Lee, *The Problem with Threads*, Berkeley, Calif.: Electrical Engineering and Computer Sciences, University of California at Berkeley, January 10, 2006.
Technological Advances That Would Accelerate the Development of Agent-Based Modeling Technologies

More cores, faster memory, bigger caches, better parallel programming paradigms—all of these technologies are visible from the research frontier outpost that researchers now occupy. All will make agent-based models more capable by permitting larger models that run faster and are easier to program and debug. Some approaches to “debottlenecking” are also on the horizon, and there can be little doubt that many of the problems described in the previous section are likely to find either solutions or satisfactory workarounds as ABM tools and codebases mature. Some of the challenges will be harder to resolve than others and might require significant innovations, but progress is both inevitable and, from someone who has struggled trying to bend many extant computing technologies toward the needs of ABM over the years, very welcome.

Advances in Hardware

There will come a day when each agent runs on its own core, but that day is a long way off, at least for large models. This would not be a panacea anyway, given that the raison d’être for ABM in the first place is to model interactions; perhaps two agents per core is the lowest agent density worth pursuing, at least as long as interthread communication is slower—and more hazardous from a data race perspective—than intrathread operations.

From the highest-level perspective, what is needed on the hardware side are noninterruptible processors, or at least cores, so that execution streams (e.g., threads) would have guaranteed run-time. This would solve many problems of thread synchronization and would also make life easier in other ways. First, fork-join processes would have repeatable, reliable behavior. Second, debugging would be much easier because execution would be (more) deterministic. Third, load-balancing could be accomplished empirically, as when running an agent-based model many times shows which processes, routines, or agent groups need more time than others. Imagine a world of many core processors in which a few cores are dedicated to the operating system but most are available for the models and cannot be interrupted by the operating system. Specifically, some kind of CPU-GPU hybrid, in which the CPU precomputes agent partitions while the model runs on the GPU, might work for agent-based models. Having 10,000 to 100,000 lightweight cores operating asynchronously could go far toward having a “supercomputer on a board” for agent-based models.

Less speculatively, innovations in other parts of the machine would also serve the ABM community well. In certain respects, an agent-based model is a giant database of agent state information, maintained in RAM and updated according to the agent objects’ rules of behavior. Advances in database technologies, involving persistence and various kinds of error-checking, might help provide guarantees of the repeatability of ABM execution. Improvements in display technologies would also be of importance for progress with agent-based

62 Intel’s Phi coprocessor board was a step in this direction but is now discontinued.
models. Today’s biggest 6K displays have something short of 50 million pixels. Visualizing the state of a model with 100 million agents is not possible until resolutions go up by a factor of 5 or 10 and will probably not be useful until a factor of 20 or 50 times larger is reached. Finally, because agent-based models are large databases, fast storage technologies for huge state spaces are also of interest. Recording the full evolution of 100 million agents, each 1 kilobyte, running for 10,000 periods would require at least a petabyte of storage per run, an exabyte for many runs, and a zettabyte for many model instances in a model family, assuming that the full evolution of agent states is useful to record.

Advances in Software: Agent Languages, Operating Systems, and Software Engineering

Although it might be natural to think of operating systems as more foundational than programming languages, standardized languages came first, and many early mainframe installations had highly localized, essentially bespoke operating systems. In contemplating the kinds of changes in software ecosystems that would accommodate large-scale, parallel-executed agent-based models, it is not clear whether agent-oriented operating systems or specialized programming languages would come first or which would provide the greater performance boost. Certainly, if new kinds of uninterruptible hardware were to become available, such as is discussed in the previous subsection, new operating systems would be needed. However, it is also unclear whether these would or should be agent-oriented in any meaningful way.

In the past decade, there have been various proposals for developing specialized operating systems based on agents.63 This approach is related to self-aware computing systems.64 Agent-oriented software engineering has been around for some time.65

Ideas about agent-oriented programming languages have been discussed in the artificial intelligence community for long enough to have reached a certain level of maturity.66

---


nally envisioned as a programming paradigm analogous to object-oriented programming (OOP), agent-oriented programming has not evolved or matured as expected, despite a proliferation of tools. Analogous, domain-specific programming paradigms, such as market-oriented programming, remain nascent.

In the short term, it might be the creation of specialized, disciplinary-specific software libraries that will make the biggest impact on the creation of ABM codes. Typically, when a researcher begins to build a new agent-based model, they harvest code from previous, similar models, often their own. Given that there are several domains that are heavily worked by agent-based models, such as traffic, finance, ecology, and epidemiology, the creation of code libraries in these areas would greatly facilitate the more rapid creation of such models. There is currently little incentive for researchers to condense their code into such libraries, and little support from funding agencies to create software tools, so it is unclear how such efforts might successfully unfold, although there seems to be more momentum in certain areas than in others.

Closely related to the creation of software libraries is the idea of community software, which is used in the climate modeling community. There, the husbanding of code resources—i.e., programs and data—at the Geophysical Fluid Dynamics Laboratory and the National Center for Atmospheric Research has led to the progressive evolution of both more-comprehensive and more-accurate models. A similar situation exists at the National Weather Service. No comparable efforts are underway in the social sciences, although the need for such efforts is clear.
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71 For example, when the 2007–2009 financial crisis hit, U.S. government agencies had limited data and modeling capabilities available, leading to a variety of decisions, such as those concerning the size of bailouts needed, that were made by back-of-the-envelope calculations. In the wake of this situation, a National Institute of Finance was proposed to aggregate relevant data and models that would be useful when the next crisis hit, to be funded in one proposal at least at the $1 billion level. Although this effort ultimately failed, the Dodd-Frank Act funded the creation of the Office of Financial Research for just such data-gathering efforts.
Toward Automated Synthesis of Agent-Based Models

One way in which agent-based models are still something of an art form requiring domain-specific knowledge is in the specification of agent rules of behavior. In the context of a micro-to-macro modeling paradigm, such rules play cornerstone roles in most agent-based models. Sometimes there are microdata that provide detailed guidance for what such rules should look like, perhaps data gleaned from experiments with human subjects, but aggregate data are more commonly available, and, in these cases, the agent rules must be inferred according to which specifications are sufficient to “hit” the target data. In calibrating or estimating models in this way, ABM is quite similar to standard statistics and econometrics, in which parameters are inferred from data. Conventional techniques, such as estimation by simulation, are readily applicable to agent-based models. However, because agent-based models can be large and computationally expensive, it is generally costly in terms of time and effort to obtain well-fitting parameters, and much less is known about the identifiability of model parameters in agent-based models than in conventional mathematical models.

In light of these difficulties, ideas have been developed of late about how to use machine learning and other automated techniques to create and calibrate agent-based models, thus leading to progress in several areas. Specifically, for agent-based models in finance, an area in which copious amounts of data are available, machine learning has been used to estimate nonlinear relationships between inputs and outputs in some well-known models. Relatedly, deep learning has been used to develop a better understanding of agent-based models and has also been used within agent-based models. A recent idea with many interesting implications (e.g., the amount of volatility in financial markets) involves specifying the behavioral repertoire for agents as machine learning; that is, individual agents use machine learning to figure out how to behave.

---


More generally, evolutionary programming and related heuristic techniques have been used to solve the inverse problem of determining agent behaviors from data.⁷⁷ Among the issues that arise with such approaches—overfitting, the value of minimal models—the general question of when data are sufficient to determine model parameters—model identification, again—is crucial. In general, there will be many configurations of microsystems that are compatible with macrodata.

For example, a city has certain gross characteristics independent of the arrangement of the dry cleaning and convenience stores on the corner of State and Main Streets. Under the assumption that the main goal of most agent-based models is not to explain or predict micro-configurations, it is reasonable to expect micro-founded models to be underdetermined in the sense that the data, no matter how detailed, will not usually have enough context and historical depth to permit the digital world to evolve in exactly the same way as the real world. There are combinatorially enormous numbers of microstates that will generally be consistent with the data to be explained or predicted, as in statistical mechanics, in which the specific locations and velocities of \(O(Avogadro’s\ number)\) particles are irrelevant if only the temperature of the room is the key statistic. Therefore, it is reasonable to expect that a host of distinct inverse methods for inferring rule systems for agent-based models will be broadly equivalent, not in the sense of yielding the same rules but in the ability to produce the same kinds of output. Questions about how to define and make use of equivalence classes of such rule systems or even the inverse methods themselves are important frontier issues on which additional research is needed, a topic that probably should be considered as high priority within the ABM research community.

**Putting the Pieces Together: The Promise of Large-Scale Agent-Based Models Formulated from Big Data and Executing in Parallel**

It is my hope to have communicated some of the excitement around ABM, in terms of both what can be achieved today and the developments on the horizon. The field has progressed immensely from its artificial life and OOP beginnings, running on the first generation of microcomputer hardware, with little or no data and a single thread of execution. If the coming decades experience comparable evolutionary developments, then by 2030 whole new classes of social science models should be possible, to say nothing of 2040 or 2050.

Models are increasingly seen as essential to both positive scientific understanding and the orderly creation, implementation, and execution of public policy.\footnote{Higdon et al., 2016.} We are quickly moving beyond the idea that data alone are sufficient. While data analysis can expose relationships and suggest explanations, causal models that are capable of generating artificial data having the same properties as real-world data can provide much richer explanations for why the data have the structure they do. Social scientists now possess historically unprecedented amounts of high-quality data and the requisite computing power to process them, which has led to the appearance of wholly new, qualitatively different types of models, some of which I have mentioned already.

Since the mid-19th century, the idea of representing all individuals who are active in social processes in models has been a cornerstone of economics and finance,\footnote{Carl Menger, \textit{Investigations into the Method of the Social Sciences}, trans. Francis J. Nock, Grover City, Pa.: Libertarian Press, Inc., [1871] 1985; and Léon Walras, \textit{Éléments d’Économie Politique Pure, Édition Définitive, Revue et Augmentée}, Paris: Pichon et Durand-Anzias, 1926.} spilling out into certain domains of other fields as well. However, from a practical point of view, this \textit{methodological individualist} perspective was stillborn in essentially every area investigated because of the inability to render models at full scale with the real world. This was especially so given that the techniques that worked so well for physics (e.g., statistical mechanics) did not readily translate to economics because of heterogeneity, network effects, and so on.\footnote{Philip Mirowski, \textit{More Heat than Light: Economics as Social Physics, Physics as Nature’s Economics}, New York: Cambridge University Press, 1989.}

I think that it is not widely understood that only now, some 150 years beyond the birth of methodological individualism, are social scientists in a position to fully realize such models, in which millions or even billions of agents take parallel, asynchronous actions using data that they glean from the world in pursuit of their own self-interests. Interestingly, the ABM method that is the only real way to realize such models today also trades in concepts of methodological holism and pluralism, recognizing the important role of emergent phenomena within systems of interacting agents.\footnote{See, for example, Robert L. Axtell, “What Economic Agents Do: How Cognition and Interaction Lead to Emergence and Complexity,” \textit{Review of Austrian Economics}, Vol. 20, No. 2, 2007; Robin Clark and Steven O. Kimbrough, “The Spontaneous Emergence of Language Variation from a Homogeneous Population,” presented at the Computational Social Science Society of America, Santa Fe, N.M., 2015; and Nigel Gilbert, “Varieties of Emergence,” in Charles Macal and David Sallach, eds., \textit{Proceedings of the Agent 2002 Conference on Social Agents: Ecology, Exchange, and Evolution}, Chicago: University of Chicago, October 2002.} The newfound capabilities—the combination of ABM as a methodology, new computing opportunities, and new data—will manifest themselves in many ways over the next decades, so that by 2050 entirely new and more comprehensive agent-based models will have taken their places in scientific and policy circles; this will supplant certain mathematical and statistical models that are today based on limited, aggregate, and infrequently updated (e.g., quarterly) data that abstract from the vast heterogeneity that is present in the real world.
Speculations on the kinds of new agent-based models that will appear in economics in the short to medium terms have been made elsewhere; these include macroeconomic models written in terms of hundreds of millions of interacting agents, international trade models grounded in data on all individual firms that engage in export-import behavior, and economics models that are tied much more closely to the people and conditions in developing countries as opposed to regression models that are based on misspecified relationships derived from the properties of already developed nations.

In this chapter, I extend such speculations beyond economics proper to questions of political economy broadly construed, the defense and advancement of U.S. national security, and what can be done to better understand the latter through ABM.

One class of agent-based models that seems quite clearly on the horizon is policy-relevant models that are based on quasi-comprehensive administrative data and that can be used to explore alternative policy decisions. Such a model on a small scale was discussed—the POSEIDON model for fishery management. A larger model is the full-scale agent-based model of the U.S. housing market bubble circa the mid-1990s to the late 2000s, its bursting, and subsequent economic consequences, specifically as they played out in the Washington, D.C., area. There are several efforts underway today to create agent-based models that are suitable for use as macroeconomic policymaking tools, analogous to the role played by so-called dynamic stochastic general equilibrium models in central banks. Given the accelerating developments in this field in the past decade, the coming one is sure to see systematic progress toward large-scale macroeconomic agent-based models that are grounded in microdata.

Agent-based models that are relevant to the world’s great common-pool resource problems have begun to appear. These will become larger—approaching a global scale—as data

---

82 Axtell and Guerrero, forthcoming, Chapter Twenty.
increasingly roll in. Agent-based models of governance, international migration, and other multicountry phenomena will also grow in scale and scope with better data, perhaps with data acquired from remote sensing.

In international relations, the role for models will grow to the extent that they outperform traditional adversary forecasting approaches, grounded as they are mainly in leader psychology and statistical assessments of resource availability. Compare international relations to weather forecasting. Data on weather in the United States have been systematically gathered for a century, but it was not until approximately 1980 that computational weather models could outperform people who were experts on the historical data. As better data on international political actors combine computationally with richer behavioral models, those countries that can synthesize agent-based models that predict the actions of neighboring countries will thrive in the international system. From this perspective, it is not a question of whether such models will appear but rather when the research establishment in some country will invest sufficient resources to make such a paradigm viable, after which other countries will play catch-up.

Thus, large-scale, high-fidelity agent-based models of real-world social phenomena are coming soon, rendered for both scientific (positive) and policy (normative) purposes. Such agent-based models will be in a perpetual state of evolution given the real-time flow of high-quality, high-frequency data. The results will be available in visual form and will perhaps even be sent to decisionmakers’ phones, iPads, and other screens. In some domains in which ABM is being used that are partially relevant to the social sciences, such as forest fire manage-


91 J. Doyne Farmer, personal communication, from a conversation with Ed Lorenz at the National Center for Atmospheric Research.
ment and related areas of disaster mitigation and amelioration, models with these properties are already on display. Extension of such developments across all of the social sciences will lead to computationally enabled policy and should result in better management of the social and natural worlds, with large rewards for the country that can accomplish this first.

Concluding Thoughts

ABM has been around from the late 1980s to the early 1990s. Beginning with small-scale, abstract, and otherwise toy models, the method has now grown through advances in both hardware and software. As a result, ABM is now capable of rendering social phenomena at full scale—every person, every institution represented—and in deeply empirical ways, making systematic use of both microdata, when available, and aggregate data, either as input specifications or as target outputs. Overall, for those who look closely at the state of the technology, ABM has the potential to revolutionize the social sciences by facilitating the relaxation of unrealistic behavioral and structural specifications in conventional models. With continued advances in computing power, ever larger models based on more and more data, executing on increasingly parallel machines in less and less wall time, will progressively become a reality. In almost any business-as-usual scenario, such advances will occur and be game-changing in many fields.

Yet there are also opportunities for more-rapid, even more-guided, evolution of the ABM paradigm through specific hardware and software innovations, as I have sketched out. Different hardware—essentially uninterruptible processor cores that provide execution guarantees—could dramatically reduce run-times for large-scale agent-based models. Furthermore, the technical development of new parallel programming languages, frameworks, and software libraries would do much to advance ABM software development in the short term, while coupled hardware and software developments—perhaps in the guise of specialized boards or nodes for large-scale agent computation—could radically accelerate the entire paradigm over longer timescales. U.S. research institutions relevant to the social sciences are not well positioned to support such efforts, such as the creation of community agent-based models relevant to specific disciplines. It will probably take a farsighted administrator or an act of Congress to create the nucleus for such institutional support as is needed for the rapid expansion of perhaps the most revolutionary social science methodology since the appearance, in the waning days of World War II, of von Neumann’s and Morgenstern’s research on game theory,92 work which subsequently served as the basis for much Cold War strategic theorizing.93

---


The international system will remain highly complex and dynamic, populated by peer, near-peer, and asymmetric competitors, as well as by allies and partners. Meeting the demand for a new generation of analytic capabilities to better understand, engage, and compete over the short and long terms represents an application area that the emerging suite of tools, techniques, and technologies surrounding ABM is poised to fill. ABM will move beyond conventional game theory as the method of choice for representing, understanding, explaining, and forecasting the behavior of U.S. friends and foes alike. It is already being used all over the world for a variety of purposes.

The United States has been a leader in the application of ABM and has a large head start on other nations. However, many leading scientists in those countries also see the value in this new way of building models and are moving quickly to harness it for their own purposes—to better manage their own economies and strategic assets, but also, inevitably, to provide security from adversarial agents while fostering partnerships to shape institutions to their benefit. In the coming world in which each nation builds models of every other nation, which in turn model each of the nations modeling them, how the ecosystem of models interacts with policymakers’ decisions is almost certainly impossible to forecast. Surely it will be a complex system with many surprising, emergent properties, and it will likely surprise us unless we engage with it fully.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABM</td>
<td>Agent-Based Modeling</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>GPU</td>
<td>graphical processing unit</td>
</tr>
<tr>
<td>MASON</td>
<td>Multi-Agent Simulation of Neighborhoods or Networks</td>
</tr>
<tr>
<td>OOP</td>
<td>object-oriented programming</td>
</tr>
<tr>
<td>RAM</td>
<td>random access memory</td>
</tr>
<tr>
<td>ZI</td>
<td>zero intelligence</td>
</tr>
</tbody>
</table>

References


McCabe, Stefan, Dale Brearcliffe, Peter Froncek, Marta Hansen, Vince Kane, Davoud Taghawi-Hejad, and Robert L. Axtell, “A Comparison of Languages and Frameworks for the Parallelization of a Simple Agent Model,” working paper, Fairfax, Va.: Department of Computational and Data Sciences, George Mason University, forthcoming.


Opportunities, Bottlenecks, and Barriers to Progress in the Evolution of an Agent-Based Social Science


Characterizing the complexity of strategic interaction remains an important challenge in the social sciences. One method for doing this is to apply the theory of computational-complexity and complexity classes to solving game-theoretic problems of strategic interaction. Although the mapping between strategic scenarios and computational-complexity classes is useful, it does not fully capture the dimensionality of strategic interaction that results from the presence or potential of multiple equilibria, communication, chaotic learning dynamics, and behavioral insights that affect how actors understand, analyze, and participate in strategic environments or games. In the pursuit of generality pertaining to computational needs, computational-complexity analysis may obfuscate the true difficulty in participating in or analyzing a strategic interaction. As a result, understanding the underlying structure of a particular game is crucial for refining the notion of complexity in strategic interaction.

This chapter highlights how these features of strategic interaction weigh heavily in real-world national security challenges in which actors’ interests are neither purely aligned nor purely opposed, as is the case in undergoverned spaces, gray-zone competition, societal warfare, and global financial and public health crises.

The following sections examine the strengths and limitations of using computational complexity to quantify the complexity of strategic behavior of games and the actors within them. The first section discusses the core problem of strategic interaction in games in which actors are involved in interdependent decisionmaking processes. It then reviews the use of computational-complexity classes to analyze games, before turning to discuss factors that computational complexity obscures. Specifically, it considers such factors as multiple equilibria, communication, learning dynamics, having more than two players, and nonrational behavior. The next section shows that computational complexity is a useful notion of complexity and that there has been productive work to make the analysis more sophisticated. But it also shows that there are additional features of strategic environments that alter the complexity of analyzing and participating in such games, and these features affect the difficulty of extracting insight from a model of strategic interaction. Finally, the chapter offers some
concluding thoughts and an appendix that gives a short, nontechnical introduction of game theory to support this premise.

The Core Problem of Strategic Interaction

Strategic interaction is a central tenet of the social systems and relationships between agents, whether they are individuals or groups. On a micro scale, couples with different preferences who enjoy each other’s company negotiate meals, entertainment, and even parenting styles. On a macro scale, states develop trade agreements, compete in arms races, form political alliances, and conduct espionage. In all cases, the decisions and actions of one party affect the other parties; thus, all parties are anticipating and reacting to one another. This is the hallmark of a strategic interaction and interdependence.

Because strategic interaction is so pervasive, social scientists have developed tools and methods for understanding and predicting the outcomes of strategically interacting decisionmakers. Although not the only method, noncooperative game theory has emerged as a leading tool for analyzing such scenarios and anticipating potential outcomes based on the structure of the environment.1 Stripping down problems of interdependent action in this way allows analysts to make precise statements about the structure of interactions between actors, such as characteristics of solutions, that describe and anticipate real-world events in similar situations. In its most general formulation, game theory is a formalism for analyzing decisionmakers who interact dynamically in an uncertain environment with imperfect information in pursuit of their (possibly uncertain) objectives. By combining mathematical concepts from probability theory, optimization, stochastic processes and several other disciplines, game theory provides tools to model and analyze a variety of strategic scenarios.

Definitions and Concepts

Before exploring why computational-complexity classes fail to capture the most-salient contributors to the complexity of strategic interaction as examined by game theorists, it is useful to have a core set of definitions and concepts. These definitions and concepts characterize features of strategic scenarios, players within them, and the types of solutions that can be found.

As indicated in the related chapter on gaming, the definition of a game is contested.2 Game theorists also have a definition, which is, fortunately, more precise, although not necessarily

aligned with the colloquial use of the term. For game theorists, a game is formally defined as a situation in which multiple participants (i.e., players) interact and affect each other’s outcomes within a set structure. The presence of two or more active players, each affecting the others, differentiates game theory from decision theory, in which a single decisionmaker chooses among options whose outcomes are unaffected by other actors. Although games are commonly referred to as strategic, the terms interdependent and contingent are also commonly used.

The outcomes of players’ actions are referred to as payoffs, which can be distributed among the players in a variety of ways. In strictly competitive or zero-sum games, the payoffs are opposed and often symmetric if there are only two players, while asymmetries may exist when there are more. Games in which players’ payoffs reward cooperation (i.e., one’s gains are not automatically the other’s losses) are referred to as general-sum or non-zero-sum games and often require different approaches to solve because analysts can no longer assume that maximizing their own payoffs minimizes the payoffs of their opponents.

The concept of equilibrium for a game usually refers to its Nash equilibrium. A Nash equilibrium exists for a set of strategies in which each player cannot unilaterally improve their payoff by changing their strategy. Games may have multiple equilibria, meaning that, absent any ability to coordinate their actions, players may get trapped in one equilibrium that may be less desirable to one or multiple players given alternative equilibria.

Complexity in Strategic Interactions

Given a particular specification of a game, one relevant question is, “How complex is the game?” With only colloquial notions of complexity, there are several reasons why such a question is relevant. First, the complexity of a game might indicate how many resources and

---


8 Osborne, 2003, pp. 21–52.

how much effort decisionmakers might have to expend to participate in it. The more complex the game, the more resources participants must expend to determine their optimal strategies. This can foreshadow barriers to entry into certain domains for which individuals do not have the resources to fully understand or compete in the strategic environment. Such problems may include decisions by firms to enter into new markets or by states to enter into an arms race or alliance-building to balance against rivals.10

Second, and relatedly, as the complexity of a game increases, the likelihood that decisionmakers will make optimal choices decreases, given what the other players are doing.11 Instead, they will use rules, heuristics, and satisficing behavior—often affected (whether positively or negatively) by cognitive biases—to cope with the complexity, and the ultimate outcome might differ from what a set of optimizing decisionmakers would achieve. This dynamic means that a complex game environment adds to the complexity of individual agents, which, in turn, makes the entire game environment more complex. Ultimately, understanding the complexity of a game can provide clues as to how agents might differ from purely rational and optimizing agents.

Third, as strategic decisionmaking shifts from human decisionmakers to automated algorithmic decisionmakers, complexity will partly determine how well those algorithms perform, the predictability of their decisions, and their vulnerability to adversarial attacks.12 It will also inform how much a machine needs to be trained, tested, and evaluated before being deployed in an environment. Therefore, understanding the complexity of a strategic interaction is a necessary condition for the successful automation and improvement of human decisionmaking by machines.

Given the relative importance of complexity, it is no surprise that quantitative measures of strategic complexity have emerged. Nowhere has this been more apparent than in the notion of computational-complexity theory.13 However, complexity classes are meant to apply to a variety of problems, and features of any specific problem are abstracted away in pursuit of generality. For this reason, the usual classifications of computational complexity do not give a complete picture of the complexity of games and the strategies of the actors in them. Such characteristics as multiple equilibria, communication, chaotic learning dynamics, alternative solution concepts, and nonrational behavior all contribute to the complexity of understand-


12 In this context, adversarial attacks are attacks that manipulate inputs to algorithms to affect outputs of computations.

ing and participating in a strategic environment. Furthermore, the importance of these characteristics is amplified in games in which players’ goals are neither completely opposed nor completely aligned (i.e., general-sum games).

### Computational-Complexity Classes to Analyze Games

At its core, the theory of computational complexity tries to quantify how difficult it is to solve a problem with a given set of characteristics. Although the rigorous definition of difficult requires a full treatment of Turing machines (an abstract mathematical model of a computer), an informal treatment is sufficient to understand computational complexity and its application to games.

One of the key questions in computational-complexity theory is whether questions whose potential answers can be easily verified can also be easily solved. As a canonical example, consider the set of numbers

\[ S = \{-12, -8, -1, 2, 5, 4\} \]

and the subset-sum question, “Does there exist a subset of \( S \) that sums to 0?” Of course, if someone proposes an answer—say, \( A_1 = \{2, 5, -8\} \)—it is easy to verify that \( 2 + 5 - 8 \) does not equal 0. However, it is not as straightforward to find a way to determine whether there is a subset of numbers that sums to 0. One algorithm for doing so is simply to try all possible subsets, which, for the set \( S \) consisting of eight elements, would involve 64 such subsets. For a set of 20 numbers, a search of all possible subsets would involve more than 1,000,000 different permutations. Thus, an algorithm seeking to search across all subsets of a set of numbers scales poorly with the size of the set.\(^{14}\) This notion of verifiability versus solvability is the central concept behind the classic “P vs. NP” problem at the core of computational-complexity class analysis.\(^{15}\)

### Computational Complexity and Games

At this point, it is unclear how these abstract concepts of computational complexity apply to games. To draw the connection, consider the following Nash existence question: “Given a game with a set of players, strategies, and payoffs, does there exist a Nash equilibrium?” This question is parallel to the question in the previous section. The general format is, “Given an object, does that object have a certain property?” In the subset-sum problem, the object is the set \( S \), and the property is “has a subset that sums to 0.” In the Nash existence question, the

\[^{14}\] 5 + 4 – 8 – 1 = 0.

object is a game, and the property is “has a Nash equilibrium.” Given the parallel nature of these questions, one might be tempted to ask, “How hard is it to answer the Nash existence question as the number of players and strategies grows?”

At a first pass, the answer to whether a game possesses a Nash equilibrium is trivial because Nash’s famous theorem proved that every finite game has at least one Nash equilibrium.\textsuperscript{16} However, a slightly different question is also of interest: “Given a game, what is the Nash equilibrium?” This “find-the-Nash” question has demanded much attention because it is a special type of problem for which a solution is known to exist but for which it is not clear how difficult the solution is to find. It turns out that the find-the-Nash problem has similar properties as the subset-sum problem. Specifically, it is relatively easy to verify whether a particular set of strategies forms a Nash equilibrium, but the difficulty of finding an equilibrium strategy (with any known algorithm) increases exponentially with the number of strategies.\textsuperscript{17} For this reason, finding a Nash equilibrium is known to be computationally difficult.\textsuperscript{18}

This foundational result establishes that finding a Nash equilibrium is inherently a difficult problem and has been extended to prove other game-theoretic insights. For example, the following questions are also computationally hard:\textsuperscript{19}

- Does a second Nash equilibrium exist?
- What is the socially optimal Nash equilibrium?
- Does there exist a Nash equilibrium where one player’s payoff is at least $x$?

These results also have implications for the complexity of dynamic games and games of imperfect information. Broadly speaking, introducing dynamics or imperfect information to a static game of perfect information tends to increase the number of strategies for each player. This is because a strategy specifies what a player would do at each point in time and for any amount of imperfect information. The computational-complexity theory has established that the difficulty of computing an equilibrium increases exponentially given the number of strategies, so adding dynamic components with imperfect information to a static game does increase the game’s computational complexity.

One overarching feature of the computational-complexity insights is that they make minimal assumptions about the underlying game. This generality can obfuscate the complexity of finding a Nash equilibrium for a particular game with known structure. For example, if


\textsuperscript{18} Technically, “find-the-Nash” is in PPAD complete, a complex class that stands for \textit{Polynomial Parity Argument} (Directed Case) (Papadimitriou, 2007, p. 38).

the game is a two-player zero-sum game, it is not computationally difficult to find a Nash equilibrium, because the game can be solved with a linear program.\(^{20}\) In this case, the characterization in terms of computational complexity overstates the difficulty of finding an equilibrium. Then again, even though it is not computationally hard to find an equilibrium, the problem still might be intractable given the game’s underlying structure. For example, the game of Go is a two-player zero-sum game, a class of game for which finding a Nash equilibrium is not computationally hard. However, because the number of strategies is, famously, greater than the estimated number of atoms in the universe, it is believed to be impossible to find an equilibrium of the game—a provable theorem that demonstrates that, if both players make optimal decisions during gameplay, the outcome of the game is knowable from the first move, with the first or second mover winning or the game ending in a draw.\(^{21}\) Although the artificial intelligence program AlphaGo claimed victories over Lee Sedol, the highest-ranked Go player in the world, it subsequently lost to future generations of its own program, AlphaZero, demonstrating that potentially novel and even-higher-performing strategies remain to be discovered and that a gap exists between superhuman performance and optimal play.\(^{22}\) Thus, in the case of a relatively simple game with a large state space, computational-complexity results understate the difficulty of finding an equilibrium.

All told, complexity class analysis provides a general framework for analyzing the difficulty of computing a Nash equilibrium in a game. Of course, if players try to play equilibrium strategies, then such analysis quantifies how difficult it is for players to find an optimal strategy. However, in the pursuit of generality, computational-complexity analysis may obfuscate the true difficulty in participating in or analyzing a strategic interaction. As a result, understanding the underlying structure of a particular game is crucial for refining the notion of complexity in strategic interaction.

For a specific example, consider a competitive resource allocation problem in which two military organizations must allocate disparate resources (e.g., intelligence, combat, logistics, and command and control assets) across multiple distinct battlefields, each organization trying to maximize its chances of defeating its rival on as many battlefields as possible. This
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20 Conitzer and Sandholm, 2002.
game is known as the *multiresource Blotto game*, and, given its zero-sum nature, finding a solution to this game is technically less complex than finding an equilibrium in a game in which the players’ goals are not perfectly opposed. However, because the number of strategies grows exponentially with the number of different resources, solving the game with more than five or six different resource types quickly becomes intractable. This illustrates how even games that are not technically complex from a structural perspective can nevertheless become difficult to solve.

Factors That Computational-Complexity Theory Obscures

One of the most prominent characteristics of a game is whether it is competitive or cooperative in nature. The most competitive games are known as zero sum and encompass many parlor games, resource allocation games, and attacker-defender games. Cooperative games are the opposite; all players share the same payoff; thus, what is good for one player is good for the other players. Common examples of cooperative games are coordinating aircraft to fight a wildfire, designing optimal organizational communication protocols, and organizing social movements. Of course, there are games that are neither purely competitive nor purely cooperative, such as auctions, political negotiations and lobbying, firm price setting, deterrence, persuasion, and personnel decisions. These cases of mixed cooperation and competition add complexity to understanding and participating in a game.

---


Strategic Communication

Communication—sometimes referred to as signaling—plays a key role in many strategic scenarios. A potential employee communicating their value to a company, a lawyer choosing evidence to reveal to a jury, and a world power promising retaliation for cyberattacks provide examples in which communication is central to strategic interaction. However, communication is not always verifiable, is sometimes noisy, and can sometimes be misinterpreted. For these reasons, including communication as part of an agent’s strategy can add to the complexity of a game.

However, in two-player zero-sum games, it is always optimal to ignore any communication from the other player. The reason is that, if the players’ interests are diametrically opposed, neither player has an incentive to convey valuable information to the other. Therefore, any communication must be meaningless and can be ignored. This means that two-player zero-sum games are not riddled with the complexity that arises from strategic communication. However, in common-interest games, truthful communication can only be helpful. Specifically, if there is infinite communication ability, the optimal communication protocol for a player is simple: Truthfully reveal all information. The intuition is that, if all players have the exact same goal, no player has an incentive to deceive any other player and, thus, all communication is truthful and the receiver of any piece of communication can be sure that the information is true.

Importantly, in games in which interests are neither completely aligned nor completely opposed, communication can become complex. In such scenarios, some players might have an incentive to reveal partial information. Furthermore, there might be an incentive for players to tell the truth only if certain other conditions are met. For example, two firms under price competition might be willing to truthfully share market research information only if they are sufficiently forward-looking. Otherwise, there is an incentive for one firm to deceive the other, and communication breaks down. Other examples of complex communication in games are job market signaling, product quality signaling, and deterrence. The analytical problems posed by communication between players are exacerbated if the differential costs and modes of signaling are considered, such as those costs that are paid immediately, through actions (e.g., the movement of military forces into a theater), versus those that might be paid

only if the recipient does not do as desired (e.g., the declaration of redlines regarding the use of military force).  

In short, allowing for communication in a game can increase its complexity and richness of outcomes. However, this richness is most pronounced in games in which agents’ incentives are only partially aligned.

From a security perspective, consider interactions in an undergoverned space. Suppose one party is trying to restore order but, to do so, must gather information from several informants, each with a unique preference on how order should be restored. From the perspective of the informants, each does not have the incentive to fully tell the truth, because each is trying to influence the future order. Furthermore, each informant will form beliefs about what other informants are saying and might try to strategically align or oppose their message with the messages of other informants. The party trying to restore order must weigh each piece of information knowing that each informant is trying to influence its actions. It is often not optimal for the order-restoring party to ignore all information, because some of it is true, but it must carefully reason about how the informants might be incentivized to lie and ultimately make decisions based on unreliable information. A similar logic plays out when mediators seek to prevent the occurrence of a conflict or its further escalation and conflicting parties seek to assess not only the resolve of one another but also the bias and credibility of the mediator.

Equilibrium Selection

Another feature of strategic interaction that can add to the complexity of predicting and understanding human behavior is the existence of multiple equilibria. In practical terms, there might be several outcomes of a strategic interaction that are consistent with common notions of boundedly rational behavior. However, it is not necessarily clear which of those outcomes will be realized.

The simplest example of multiple equilibria is in coordination games. Consider two players who made plans to meet at a restaurant but forgot where to meet and cannot communicate. However, they know that they were going to meet at either the town’s pizza parlor or its steakhouse. The players are better off if they choose the same restaurant. In this case, there are multiple equilibria: both players choosing to go to the pizza parlor, and both players choosing to go to the steakhouse. Although both outcomes are plausible, it would not be clear to an external observer how to choose between the two outcomes to predict where the
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34 There is also a mixed-strategy equilibrium.
diners will meet. Examples from a security perspective are coordinated hardening of critical infrastructure, coordinated responses among allies to terrorist aggression, and coordinated responses to the release of a biological agent.\textsuperscript{35} In all of these cases, there might be many possible solutions, but it is most important that several parties coordinate on a plan; which plan they choose is less important.

Again, the complexities of multiple equilibria are most pronounced in games in which players’ interests are neither perfectly aligned nor perfectly opposed. For example, in two-player zero-sum games, all equilibria give the same payoff to the players; the equilibria are payoff equivalent. Therefore, choosing among equilibria becomes less important because the welfare of each player is constant among equilibria. This is especially poignant in zero-sum games because, if a player wins in one equilibrium, that player will win in all equilibria. Then again, when players’ interests are perfectly aligned, there always exists an equilibrium in which no collective action of any number of players can make the team better off.\textsuperscript{36}

Unfortunately, neither of these properties holds for general-sum games. That is, all equilibria do not necessarily yield the same payoffs, and there does not always exist a Pareto-Optimal equilibrium. As a result, it is unclear how to predict the outcome of a strategic interaction in general-sum games. As a concrete illustration, consider a slight tweak to the restaurant coordination game. The players still want to go to the same restaurant, but now assume that player 1 slightly prefers pizza over steak while player 2 slightly prefers steak over pizza. Would player 1 go to the pizza parlor because they prefer pizza, or would player 1 go to the steakhouse because they know player 2 prefers steak? How would player 2 act with a similar line of reasoning? Without further structure on the strategic interaction, it is not clear how to choose among the possible reasonable outcomes.

Learning Dynamics

Although many questions about strategic interaction are concerned with predicting ultimate outcomes, it is sometimes relevant to understand how players arrive at certain outcomes and how they adjust their decisions based on past observations.\textsuperscript{37} How players learn and possibly converge to a stable outcome is often as important as the outcome itself. A common argument is that, if a relatively simple learning procedure does converge to an equilibrium outcome, then there is evidence that human learners would converge to the same outcome.\textsuperscript{38}


Once again, the complexities that arise when analyzing learning dynamics are most pronounced in general-sum games. In two-player zero-sum games, a simple algorithm known as fictitious play yields a result equivalent to the Nash equilibrium strategies. This algorithm also applies to games of common interest. Furthermore, an algorithm known as iterated best response, in which the player simply best responds to their opponent’s previous action, is known to converge in team games. However, these theoretical convergence guarantees do not extend to general-sum games. It is easy to see that fictitious play leads to chaotic learning dynamics in a slightly modified game of rock paper scissors. Nuances in learning dynamics suggest that analyzing how players might learn and adapt their strategies is much more complex in general-sum games than in two-player zero-sum games or team games.

More Than Two Players

As the previous subsection noted, common issues that make games complex occur when players are neither purely competitive nor purely cooperative. However, many of the reductions in complexity that occur when two players have perfectly opposed objectives cease to be viable when a game contains more than two active players. For example, suppose there are three opposing states that want to conquer the territory of the others, but the cost of going to war with any rival is not worth the value of the territorial gains that victory would bring. However, if two states declare war against the third, the solo country immediately forfeits its land because it knows that it cannot win against the combined forces of the other two, allowing the victors to divide the surrendered territory evenly without paying the costs of war. In this game, the equilibrium is for any two countries to ally against one country. However, standard game-theoretic arguments do not identify which of the two countries should form an alliance; thus, the problem of multiple equilibria exists despite the game being zero sum.

Bounded Rationality

Although the previous results showed how complexities from communication, multiple equilibria, and learning dynamics are most pronounced in general-sum games, the complexities from bounded rationality are part of all types of games. In brief, psychological experiments have shown that human decisionmakers are subject to cognitive computational constraints, such as limited attention and working memory. As a result, decisionmakers deviate from
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42 Daniel Kahneman, Thinking, Fast and Slow, New York: Farrar, Straus and Giroux, 2013; George A. Miller, “The Magical Number Seven, Plus or Minus Two: Some Limits on Our Capacity for Processing
the expectations of full rationality and optimal utility maximization, instead engaging in satisficing behavior using a variety of heuristics.\textsuperscript{43}

Although deviations from rationality are ubiquitous, there are few guidelines for predicting in which strategic situations real human decisionmakers will act with predictable systematic biases. For example, consider two different types of documented biases in decisionmaking: anchoring and base rate neglect. In anchoring, an individual’s initial beliefs about an uncertain entity or likelihood of an event are not sufficiently updated, despite the availability of new information.\textsuperscript{44} By contrast, base rate neglect biases occur when individuals overreact to new information as it is presented, undervaluing the larger sample provided by history.\textsuperscript{45} These biases work in opposite directions; thus, someone trying to \textit{predict} the outcome of a strategic interaction would benefit from knowing which of these two (or other) behavioral biases might be exhibited by players. Unfortunately, it is difficult and perhaps even impossible to predict which biases people will exhibit before the biases are observed.

Further compounding issues, human decisionmakers are more likely to exhibit behavioral biases when the strategic environment is already complex.\textsuperscript{46} Stochastic dynamics, high-dimensional strategy and observation spaces, and complex communication protocols can all instigate deviations from full rationality. Because nonrational behavior is complex in itself, this is a case in which the effects of complexity are compounded. General-sum games with communication and multiple equilibria are complex, even when it is assumed that players are capable of making fully rational, optimal decisions. However, a complex strategic environment encourages behavioral nonrational decisionmaking, which increases the complexity of analyzing or predicting the behavior of decisionmakers.


\textsuperscript{46} Mullainathan and Thaler, 2000.
Benefit of Computational-Complexity Theory: Quantifying Complexity

One benefit of computational-complexity theory is that it provides a specific quantitative measure about the computational resources needed to compute a solution to a game. This number—usually a function of the strategies—is concrete and based on mathematical principles. Unfortunately, some of the sources of complexity discussed earlier are not amenable to such a rich classification, and such quantification based on computational complexity may obfuscate the sources of strategic complexity that characterize the specific game and the strategies of the players being analyzed. For example, computational complexity might say how long it takes to find an equilibrium, but it does not address how to choose among multiple equilibria. However, there are binary measures that can be used to quantify complexity.

The first, and arguably most important, binary measure is whether agents’ goals are either perfectly aligned or perfectly opposed. As discussed in the previous section, there are several nuanced considerations that arise when agents have some incentive to collaborate but also to compete.

The second binary measure is whether players communicate. In games in which players are perfectly aligned, honest communication is optimal, but designing communication protocols can be difficult. When players’ goals are not perfectly aligned, players might be incentivized to tell partial truths, balancing the benefits of cooperation with the advantages derived from information asymmetries. Both players deciding how to communicate a partial truth and how to disentangle facts from falsehoods adds complexity to strategic interaction.

The third binary measure is whether players are experts interacting in a familiar domain or neophytes interacting in a novel domain. In the latter case, it is unlikely that players will act rationally, and it is likely that they will deviate from optimal behavior in systematically identifiable yet unpredictable ways. Crucially, these deviations do not just add noise to potential outcomes but can drastically alter the distribution of outcomes, increasing the complexity of analyzing and participating in strategic games.

Unfortunately, there is no principled way to combine these binary measures into one number that captures the complexity of the game. For this reason, a careful analysis of each strategic interaction is required to understand the effects of each feature that increases complexity.

Concluding Thoughts

The computational complexity of finding a Nash equilibrium provides valuable insight into one dimension of complexity in a game. The results in computational-complexity theory are general and apply to broad classes of games. However, there are other features of strategic interactions that alter a game’s complexity on other dimensions. Specifically, such concepts as communication, multiple equilibria, and learning dynamics can all add to the complexity of understanding, predicting, and participating in a strategic interaction. These features
are most pronounced in general-sum games in which players’ interests are neither directly opposed nor aligned. This suggests that, although recent advances in computing strategies in two-player zero-sum games, such as Go, can handle the computational complexity that arises from a large strategy space, there are other sources of complexity in real-world general-sum strategic interaction that require additional treatment and analysis.

Bounded rationality adds another layer of complexity. Although the rational-actor model assumes optimal behavior in pursuit of internally consistent utilities, there are many reasons that players can deviate from this expectation. They can have error-prone strategies, engage in limited hierarchical thinking, or systematically miscalculate probability and rewards. However, when one is reasoning and making predictions about real humans in real strategic situations, it is often difficult to predict which, if any, of the systematic errors they would make. Because behavioral and systematic errors are well documented in real-world decision-makers, this is another source of complexity in understanding human decisionmaking that computational-complexity theory overlooks.

Appendix: Game Theory—From Normal Form to Imperfect Information in Continuous Time

Game theory is the study of multiple interacting decisionmakers (players) set in the (boundedly) rational-actor context. Specifically, decisionmakers have strategies, payoffs, information sets (specifications of what each player knows), and chance elements. These basic building blocks provide a rich set of tools to specify a game. Once a game is specified, a theorist employs a solution concept to draw conclusions on how the game’s building blocks influence behavior. Although the Nash equilibrium solution concept is the most well known, its refinements, such as subgame perfect equilibrium, perfect Bayesian equilibrium, sequential equilibrium, and forward induction equilibrium, are all commonly used by game theorists. In addition, behavioral solution concepts, such as the quantal response equilibrium, the level-k solution concept, and prospect theory preferences, add additional flexibility into predicting human behavior.

The simplest version of a game is the canonical simultaneous-move game. In this game, players act only once in a deterministic environment and choose their action among a finite strategy set. These types of games are often used to introduce such concepts as dominant strategies, coordination problems, and mixed strategies. Although such simultaneous-move games capture some real-world decision problems (mismatch games, such as those between a penalty kicker and a goalie, are a common example), the single-shot simultaneous-move game lacks many of the key elements that makes real-world strategic problems complex.

Beyond simultaneous-move games are dynamic games of perfect information. In these games, players take actions at discrete moments in time. Importantly, one of the players can be a “nature” player that represents the underlying environment; thus, dynamic games can capture future uncertainty. Many parlor games, such as chess, checkers, Go, and backgam-
mon, are dynamic games of perfect information. Although all of these games have only two players that take turns, turn-taking is not a restriction of dynamic games of perfect information; instead, the formalism allows for any (possibly random) specification of move order. Similarly, at some instants, the players can make moves simultaneously.

Although identical in structure to dynamic games of perfect information, Markov games provide an intuitive framework for analyzing dynamic games of perfect information when the nature player has a significant role. In Markov games, the nature player can be used to model the evolution of the parameters of the game. For example, the rules of the game can change, the players’ preferences can change, the number of players can change, and the available strategies of each player can change. Furthermore, these can be either random or determined by players’ past actions. Although the state change must be Markovian—meaning that transition probabilities to future states are determined only by the game’s current state—a careful definition of the state space allows for long-term dependencies in the game’s state-space transitions to be considered. The discrete-time Markovian framework can be extended to continuous time; players act in discrete intervals, and the time between moves is governed by a stochastic clock whose distribution is governed by chance and players’ actions. These are known as semi-Markov games and are the most general formulation of dynamic games of perfect information with discrete action times.

Of course, one central feature of real-world strategic decision problems is imperfect information. In the simplest sense, a game of poker has imperfect information because each player does not know the other players’ cards. However, many real-world strategic decision problems—auctions, hiring decisions, pricing decisions, investment and finance, arms races, lobbying, and almost all of international relations—are rife with imperfect information.47 The game-theoretic formalism is rich enough to insert imperfect information into both simultaneous-move and dynamic games. In these cases, players must form beliefs about the true state of the world and take actions given their beliefs. In a general sense, semi-Markov games of imperfect information allow for environments in which the underlying rules and preferences change over time but players are not fully aware of these changes. In such scenarios, players may receive heterogeneous information asynchronously and take hidden, perfectly observable, or partially observable actions.

In total, a semi-Markov game of imperfect information (which subsumes many simpler formulations) is flexible enough to capture, in theory, many real-world strategic scenarios. How appropriate such an approach might be to understanding a given strategic scenario is less clear. To address this question of appropriateness, other conditions, such as tractability and model sophistication, are important. These features are often subjective and are left to the judgment of the modeler. So, although game theory is a flexible mathematical tool that

can capture an array of strategic interactions, the appropriateness of such an approach, like all models, is often subjective and will provide some insights while obscuring others.
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Difficulties in Analyzing Strategic Interaction: Quantifying Complexity


The economic and cultural ties that connect people, states, and regions are the source of both cooperation and conflict. Even during this prolonged period of economic growth and peace—or at least the absence of open warfare between great powers—the international system remains a competitive environment that presents many threats from global actors, most notably Russia and China. The international system also encompasses environments in which conflict might need to be contained (e.g., Syria) or in which the rules of the road are actively contested (e.g., cyberspace). In this chapter, we examine international competition waged through exponential technologies—most notably, modern social networking technologies whose reach and value scales exponentially with each new user—through the lens of biological evolution and adaptation.

The proliferation and expansion of capabilities for exerting influence through social networks—such as ubiquitous access to tailored information—have exposed vulnerabilities that can be manipulated to create fissures within states by malevolent actors who are seeking and exploiting new methods of influence. These methods include the intentional manipula-

formation of individuals and subgroups that make up a nation through tools that resemble viruses, bacteria, and other pathogens that negatively affect their hosts.

In this chapter, we first discuss the international system as a biological ecosystem. Afterward, we provide two discussions of contemporary security challenges that the United States faces in this biological framework.

The International System as a Biological Ecosystem

A useful first step in addressing these new forms of competitive engagement is to recognize that contemporary international competition has analogues to competition in other complex adaptive systems. The application of the concept of complex adaptive systems—to the interaction and adaption of cells, organisms, individuals, nation states, or global networks of financial and public health systems—essentially “means little more than taking an ecological approach to such systems, investigating the interplay among processes at diverse scales and the interaction between systems and their environments.” Thus, complex adaptive systems refers to those systems in which elements interacting in a system create overall patterns, and how these patterns, in turn, cause the elements to change or adapt in response. The elements might be cells in a cellular automaton, or cars in traffic, or biological cells in an immune system, and they may react to neighbouring cells’ states, or adjacent cars, or concentrations of B and T cells.

In many ways, biological competition and international competition are analogous. The state of nature—the fundamental persistent struggle for survival—has provided the model for theories of relations between sovereign actors for centuries—a model in which interaction occurs in the absence of an accepted higher authority to resolve disputes and in which self-preservation is an expected and acceptable justification for action, including the use of force. We contend that, if the mapping of the known properties of biological organisms and ecosystems can be successfully related to the structure and dynamics of the international system, it can help policymakers in defending the rules-based international order from current and

future threats. To further our understanding of international competition in the 21st century, solutions for managing competition in nature can be applied to national security. These are the key concepts discussed in this chapter:

- **viral disinformation**, which is defined as false information propagated with the intent of deceiving and manipulating public opinion to stimulate or blunt collective action. This information is very difficult to debunk with facts or logical argument given the social value and context in which it is transmitted and reinforced and the underlying psychological propensity for emotional and motivated reasoning.

- **resilience and immunity**, which is a biological metaphor for the body politic’s ability to suppress or defeat foreign threats. It is analogous to biological defenses, notably the immune system’s ability to identify self and non-self actors; as we will show, it can be exploited, resulting in several long-term problems.

- **the Darwinian Demon**, which is a theoretical construct that describes an organism that is not constrained by physiological trade-offs. In nature, species tend to evolve strategies that adhere to certain constraints—one can hunt prey but not photosynthesize. The Demon is not so constrained and can do everything: fly, swim, photosynthesize, burrow, etc. On the national stage, frontier technologies, such as artificial intelligence (AI), may create states that resemble Darwinian Demons that simultaneously maximize their ability to explore and exploit solutions to their strategic challenges. The possibility of multiple states becoming such Demons has strong implications for long-term competition and international order.

In general, these concepts leverage structural similarities between biological or evolutionary systems and social systems. Figure 18.1 shows the mapping between the biological and social worlds. It depicts their structural parallels in terms of the base unit of analysis—genes or information—and the consequences of that base level on individuals in their respective systems (i.e., phenotypes or behavior and preferences). At the systemic level, these individuals engender ecological or socioeconomic competition around which units are organized (i.e., species or states). In both systems, there is a hierarchy of scales. Genes encode a phe-
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notype that provides traits used in ecological competition. Surrounding this competition is evolution: Natural selection changes which genes are present in a population. Similarly, in socioeconomic systems, information acts like genetic material, creating behaviors and preferences that affect competition with other (local and global) actors. Technological adaptation (broadly defined) resembles evolution in biology. Adaptation underpins everything. In biological systems, species evolve, developing new traits through natural selection; in society (and in the context of this chapter), the main form of adaption by states and nonstate actors is through the discovery of novel technologies—broadly defined as both physical and computational artifacts, as well as organizational designs and processes that are selected according to competitive pressure within and between states.14

The remainder of this chapter develops and explores biological systems as a model for international relations and security in two short discussions. In the first discussion, we examine the immune system as a model for intelligent and adaptive systems in general. In the second discussion, we consider the potential transition from Darwinian Demons to Darwinian Angels given the systemic risks associated with failing to transform competition into coordination and cooperation in infinite games.15

Each of the following discussions touches on the challenges posed by undergoverned spaces (UGS) in different ways. The first, focusing on viral disinformation and defenses against it, directly addresses assaults on “common knowledge” and the collective confidence in governance institutions, as opposed to governance outcomes, that undergirds the legiti-

---


macy of the system. The second emphasizes the problems posed by adaptive competitors operating in unbounded, infinite games, discussed in Chapters Three and Six of this report.

In both arguments, the state is viewed as a central actor—partially because of our own conceptual limitations in imagining and labeling the actors with the highest levels of influence and ability to mobilize resources for competitive and destructive purposes in the international system, and partially because defending the institutions of democratic governance is itself an act that places the state as something to value and protect.

Our goal in presenting these discussions is to use biological analogies as sources of inspiration for new ontological concepts and analytic methodologies for conceptualizing national security. We hope that these discussions will expand how solutions to the nation’s most pressing needs are conceived and will provide possible solutions to the challenges they pose.

Going Viral: Information Attack and Defense in the Body Politic

In nature, we can think of species playing an infinite game in which the goal is to keep playing. Through evolution, species develop the means to survive and not go extinct. Importantly, to continue playing this infinite game, species evolve traits and strategies that are different from those that would exist if they played a finite game, in which the objective is to defeat an adversary in the moment rather than having the capacity to continuously adapt to new challenges. Thus, in evolution, success is never final, as surviving one challenge only means that future ones will be found.

The Immune System at the Level of the Individual

One such strategy for long-term survival that has evolved over millennia is the vertebrate immune system. In an infinite game in which the search for a competitive edge is both con-
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19 The military historian Geoffrey Parker has borrowed the concept of punctuated equilibrium from evolutionary theory to characterize how the world’s most powerful empires and religions, regardless of their accomplishments, eventually succumbed to future challenges, often arising as a consequence of their earlier victories (Geoffrey Parker, Success Is Never Final: Empire, War, and Faith in Early Modern Europe, New York: Basic Books, 2002).

Continuous and pregnant with the potential to change the game itself, resilience to an uncertain future is key to avoiding extinction. The vertebrate immune system is a marvel of evolution, in which an elaborate system of fixed defenses and adaptive countermeasures provides the body with an ability to deal with all kinds of problems—both known and unknown. In general, the vertebrate immune system is composed of four major components:

- barriers to invasion
- an innate or general immune system that buys the body time to develop an adaptive response
- an adaptive immune system that develops specific solutions to a given pathogen
- immunological memory that preserves the ability to deal with previously encountered threats and new ones that are similar.

First and foremost, one of the most important features of the immune system is rarely recognized: The body’s skin, hair, mucosal membranes, tears, saliva, and more create a protective barrier that filters out, traps, and kills pathogens that might cause harm if they gain access to its internal organs and systems. This first level of defense presents would-be invaders with barriers to entry, much as castle walls protect those behind them from foreign invaders.

Second and third, if a pathogen successfully invades the body, it must confront two immune systems: the innate, or general, immune system and the adaptive, or acquired, immune system. The former is represented by a host of mechanisms that provide an ability to detect a non-self entity and contain and eliminate it through a series of generalized attack mechanisms. The latter provides a tailored response, specific to the invader. In this regard, the general immune system serves as a set of forward-deployed forces whose mission is to blunt and hold enemy forces until follow-on forces can arrive. The adaptive immune system is akin to special operations forces that are trained and deployed to perform specific missions using tailored tactics, techniques, and procedures.

The general and adaptive immune systems are assisted by the body itself. Cells, whether damaged through trauma or infection, “die loudly,” signaling that something is wrong. Thus, the specialized cells and resources that are committed to the body’s defense are assisted by those that they protect through a vast communications network that provides warning when something goes wrong. As we will discuss later, interfering in the signaling within the body is how many of the most-difficult and most-complex threats have learned to attack.

20 In this context, resilience can be defined simply as the ability to remain in the game regardless of what competitors might do, what new actors might appear, or how the payoffs of interactions themselves might change.


The last part of the vertebrate immune system that makes it intelligent is the process by which it remembers pathogens that it has encountered, thus enabling learning to occur over time. This allows the immune system to react quickly to a reinfection or to the presence of a new infection by a pathogen that resembles one that has previously been encountered. Thus, the body’s search for solutions to new threats proceeds by building on the tactics, techniques, and procedures that worked against old threats. This learning mechanism is distributed throughout the body—it is not controlled by any one central “commander” like the brain. Responses are quick and resilient to damage because the lymph nodes, which generate and train the immune system’s warriors, are spread throughout the body. Equally important, the ability to rapidly generate, train, and deploy the defenders from multiple sites allows for the preservation of energy because the high costs of defense do need not to be carried full time.

The Extended Immune System

In addition to an individual’s immune system, society has developed an “extended immune system” in which defenses are enhanced through the coordinated actions and biological experiences of others. This occurs primarily through two mechanisms. The first consists of the additive benefits that accrue at the societal level as the number of people who have acquired immunity to a pathogen reduces its chance to encounter vulnerable members of the group. The second is the body’s response to infection—a response that produces both changes in behavior and visible signals that alert others to the presence of an infection; such a response indicates the need to isolate or otherwise avoid contact with an individual who might host a contagious pathogen.

Contemporary technologies have built on these core capabilities and enhanced the ability to protect society from infections. Vaccines offer a way to quickly achieve herd immunity, which limits the ability of pathogens to find hosts to infect. In a way, vaccines are a shortcut to innate learning, a type of “false memory” within the immune system, just as the adoption of rules, values, and technologies that have been pioneered by others offer a shortcut to societal learning and stability. Likewise, public health systems can amplify the warning signals of and mitigate the potential spread of infections. Medical surveillance practices can provide warning regarding the presence and levels of disease within a population, while access to care might involve treating infected individuals in specialized facilities with medicines that
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23 While this chapter discusses the extended immune system based on the social interactions between members of society, there is increasing recognition that organisms and the environment itself further support individual and collective needs for access to resources, energy, and protection (e.g., ants foraging for plants with antiviral or antifungal properties); this provides another level of consideration. See Ask Nature, “Bacteria Fight Fungus,” webpage, last updated August 18, 2016. For a discussion of the concept of the extended organism, see J. Scott Turner, The Extended Organism: The Physiology of Animal-Built Structures, Cambridge, Mass.: Harvard University Press, 2002.

24 Klenerman, 2017, p. 28.

limit the severity of symptoms that accelerate the spread of infections. In addition, economic practices (e.g., paid sick leave) can help slow the spread of a disease through limiting social contact with contagious individuals.

**Viral Disinformation as a Pathogen**

A challenge that faces the existing security infrastructure in the United States is that the exponential technologies that are propelling global society through a fourth industrial revolution are also allowing for the rapid generation of novel information-based pathogens, specifically viral disinformation. To develop a societal immune system that is capable of dealing with viral disinformation, several important questions must be answered about how the parasite metaphor can be applied to defend society from manipulation, subversion, and attack. To be clear, we are not the first, nor will we be the last, to make this analogy. However, we hope that the questions posed in this chapter further illuminate the extent to which the analogy provides insights and concepts that members of the National Security Enterprise find useful.

**What Does Immunity Cost?**

In thinking about national security and the creation of new capabilities and concepts for their employment, one of the first major questions to arise concerns the costs, or the “means,” that constrain strategic options. In the social realm, means are the financial resources, human expertise, time to plan and make decisions, and opportunity costs that arise given that resources committed to achieving one objective might be unavailable to pursue others. Regardless of how costs are considered, society’s resources are finite.

In biological terms, the cost of the immune system is measured metabolically, and the immune system is energetically expensive. All of human energy comes from the food that people eat, and it is partitioned to various bodily functions. The larger the metabolic cost of the immune system is, the less energy there is for other functions. In many cases, it is not possible to increase the intake of energy, which places hard limits on what sorts of bodily functions can be sustained. This speaks to a key biophysical trade-off in terms of the traits that species can adopt and realize.

---


28 This argument fits within a broader understanding of research on biology and the energetic trade space that prioritizes the commitment of resources for critical functions, maintenance, and growth. See
As mentioned, the energetic cost of the immune system is high. For example, a 2°F fever in a 175-lb male uses approximately 250 calories per day, which, for comparison, is between the total number of calories used by the heart, 168, and the brain, 373. Moreover, research on modified mice has shown that the energetic costs of mounting a defense against an infection are even higher in the absence of an adaptive immune system; if necessary, the body will divert resources away from many nonessential functions, thus imposing further costs in terms of decreased biological and social functioning.

Given these costs, many additional considerations arise that add nuance to how the immune system is understood because it must be constrained in its use. For example,

- How strong should the immune response to an infection be?
- How does the immune system differentiate the self from the non-self entities?
- How does the immune system consider context?
- How does the immune system ramp up and wind down?
- What bodily functions are prioritized for protection?

Answers to these questions, which we present in the following subsections, offer nuance to the inner workings of the immune system and provide additional detail for developing and testing concepts for defending society.

How Strong Should the Immune Response to an Infection Be?
The vertebrate immune system provides resilience to both known and unknown pathogens. However, could it be better? Why do we not have stronger immunity? Perhaps surprisingly, the strength of the vertebrate immune system varies from species to species. Sharks are said to never get sick, and whales and other large animals do not get cancers. So, why do we? Ultimately, this comes down to evolution and the trade-offs between fitness and immunity. There is not an increasing monotonic relationship between fitness and immunity. Instead, it is concave, with some optimum largely defined by one’s environment (i.e., one’s needs). We


do not have stronger immune systems because, if we did, our overall fitness would diminish; autoimmune diseases would be rife; and we would be allergic to everything and unable to maintain commensal flora that provide essential biochemical services. In contrast, if the immune system were less strong, we would not suffer from these autoimmune issues but would die more frequently, simply from infection. Evolution optimizes this trade-off and has led to a balance between these two outcomes.

Two aspects of the immune system that limit its strength are its decentralization and its localization. If the immune system were centrally managed—say, if the brain were in control—then it would not be resilient to attack (that is, in a decentralized system, there is no one weak point). If the immune system were not localized—if the body were able to counter infection only by ramping up an immune response in every part of the body—then the immune system would be too sensitive, leading to increased instances of autoimmune problems and an increase in bioenergetic demand. This is why the whole body does not react to a cut on the finger; the distributed immune response is designed to amplify a response only to the area around the cut.

How Does the Immune System Differentiate the Self from the Non-Self Entities?
The most fundamental problem that the immune system deals with is separating the self from the non-self within the body. From the perspective of complex adaptive systems, the organism’s immune system is synonymous with its identity. Determining self and non-self is essential; a multitude of immune disorders demonstrate the problems that arise if the system is too inclusive, accepting of too many pathogens, or too exclusive, resulting in attacks on the body’s own organs or mutualistic partners (e.g., the gut microbiome). The result of failures to differentiate self from non-self is a spectrum of issues: At one end are primary and acquired immune deficiencies; at the other, immune responses that are too active and threaten the body itself (e.g., allergies and autoimmune diseases).

Central to the immune system’s ability to distinguish self from non-self is its use of small proteins, called antigens, and other signaling molecules on the cell surface. In brief, the immune system relies on antigens and, more generally, major histocompatibility complex molecules as tags for self and non-self entities. The process of antigen recognition includes a somewhat complex process of training for T-cells—the hunter cells that seek out foreign invaders—which rely on antigen-presenting cells. These antigen-presenting cells are heterogeneous immune cells that mediate the cellular immune response by processing and presenting antigens for recognition by T-cells to prove that they belong in the body.

The threats posed by an improperly tuned immune system are severe. As a result, the body makes a significant investment in regulating the immune system’s performance and ensuring
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that activated T-cells are well trained and capable of acting in a distributed fashion outside centralized control. To regulate one’s immune response to one’s own body, large numbers of T-cells are produced and trained in the thymus. This training involves exposing T-cells to a wide variety of proteins that are found in cells across the body, from the pancreas to the brain. Those that show too much recognition to self-antigens, or too little, are eliminated and are not released to defend the body.35

How Does the Immune System Consider Context?
Defending self from non-self entities is complex because the boundary between them is dynamic. Context matters greatly, indicating that what is regarded as foreign or threatening is contingent on where interactions occur. The decentralized nature of the immune system means that it is not applied with the same strength across the body. Instead, it is “turned on” to a varying degree by a secondary system. Scientists have discovered that cells not generally thought of as part of the immune system actually play an important role in protecting certain organs from immune system attack. For example, many bacteria that would be harmful to bodily organs peacefully coexist on the skin, such as Staphylococcus aureus, which can create severe tissue damage in many bodily organs but is carried harmlessly at the entrance to the nostrils in one in four people.36 Likewise, the gut microbiome contains an estimated 90 percent of the body’s cells that assist in maintaining the body’s health, yet if these bacteria were to move a few millimeters across the gut wall they would pose a major threat.37

The immune system uses several mechanisms to control its response to the same pathogens in a variety of settings. Certain cells found in lymph nodes throughout the body suppress the immune system. As mentioned, the immune system uses antigens to distinguish between normal and foreign agents. In parts of the body, such as the pancreas, that are sheltered from the outside environment, dendritic cells display the antigens of their normal neighbors in a way that puts the immune system “at ease.” By reading these antigens without being on alert, the immune system’s T-cells learn that such cells are off limits to attack. For example, antigens in the walls of the small intestine suppress immune response and protect the local microbiome.38

The production of immunosuppressive antigens on a local level allows for the regulation of immunological responses within the body to occur according to context, thus enabling diverse forms of competition and cooperation to occur between the same actors.

How Does the Immune System Ramp Up and Wind Down?
Another important set of questions revolves around the time required for the immune system to ramp up to fight an infection and to wind down after the threat has been mitigated. As

already indicated, maintaining a heightened state of immunological vigilance can be dam-
aging, at best depriving other bodily needs of resources and at worst perhaps stimulating
an autoimmune disease. Therefore, the rate at which the immune system is mobilized and
demobilized has significant implications for the body’s overall health.

The body stimulates its immune system in reaction to an infection in many ways. The
immune system is byzantine, and even the shortest description of the ways in which the
immune system ramps up in response to an infection can appear like a textbook. Briefly, a
normal immune response can be broken down into four main components: (1) Pathogens are
recognized by cells of the innate immune system; (2) the innate immune system triggers an
acute inflammatory response to contain the infection; (3) meanwhile, antigen presentation
takes place with the activation of specific helper T-cells, which then (4) coordinate a targeted
antigen-specific immune response involving a number of other processes and factors.

It is important to know that the immune system responds differently depending on the
pathogen. For example, for extracellular infections (e.g., bacterial infections), the body starts
with a humoral immune response with B-cells and antibodies. In contrast, for intracellular
infections (e.g., viral infections), the body turns to a cell-mediated immune response with
activated antigen-presenting cells and cytotoxic T-cells. One particularly relevant example
that is specific to viral infections is the actions of interferons, which alert the immune system
to the presence of an invader, assist in identifying the invader, tell immune system cells to
attack, and inhibit the replication of viruses or cancer cells.39

The ideal immune response is rapid, proportionate, and effective. Crucially, it must also
be finite. An inflammatory response that is disproportionate or lasts too long risks injury
to the host; chronic unregulated inflammation in autoimmune diseases is one example of
this. Thus, mechanisms to regulate and ultimately terminate immune responses are central
to a healthy immune system. Although there is extensive knowledge of what drives immune
responses, knowledge of what terminates immune responses remains relatively sparse. Such
processes are clearly more complex than a one-dimensional homeostatic balance. Recent
discoveries have revealed increasingly nuanced mechanisms of signal termination, such as
intrinsically self-limiting signals—multiple inhibitory mechanisms acting in tandem and
activating proteins that behave differently in a variety of contexts.40

What Bodily Functions Are Prioritized for Protection?
In general, the decentralized nature of the immune system means that there are no “direct
orders” to prioritize any one place, given multiple threats or injuries. However, the localized
amplification of the immune system and the feedback between body subsystems mean that
immune responses are directed and proportional to specific threats. All body systems work


40 Philippa Marrack, James Scott-Browne, and Megan K. L. MacLeod, “Terminating the Immune Response,”
together to some degree and are dependent on outputs from other body systems. The most relevant example is in the case of stress or injury, which leads to increases in epinephrine, which, in turn, lead to peripheral vasoconstriction and, ultimately, more blood flow to vital organs. The body does not invest more resources to heal the most-threatening injuries but instead prioritizes the maintenance of blood flow to the most-vital organs, most notably the brain. This is also manifested in someone developing kidney or liver failure (from ischemia) to maintain cerebral (brain) perfusion pressure. Put another way, the body does not “sacri-

National Security Through the Lens of Immunity

In this subsection, we provide some preliminary thoughts on using the workings of the immune system as a model for defending society from viral information attacks. As with conventional approaches to strategy and national security, the immune system model is ultimately con-
strained by trade-offs. Of interest, however, is that the immune system analogy provides insight into protective mechanisms that may have social analogues and that the mimicry of immunological processes reveals risks and costs posed by underinvesting and overinvesting in security.

Basic Features of an Immunity-Based Defense

The four core tenets of the immune system provide an initial framing for how the parts of a defensive system might look: (1) a boundary that filters and contains viral information so that it does not enter into the population, (2) a set of general defenses that protect society and its institutions from disinformation, (3) a reserve capacity of defenses that can be adapted to cope with any threat that is not quickly or easily contained by the general defenses, and (4) an institutional memory that provides the ability to flexibly commit and decommit resources to security, allowing the rapid restoration and adaptation of defenses. These defenses may be extended through the ability to accelerate individuals’ ability to identify and fight infection within themselves and to change their own behavior in ways that break the chain of transmission to vulnerable members of society.

Of these features, the first is perhaps the most challenging and controversial in a society that places a premium on free access to information and speech. For example, starting with the naïve assumption that all disinformation is foreign in origin, a vision of national security might simply be to disallow information from the external world to enter the nation’s digital communications. With this simplistic premise that all falsehoods are exogenous, it is possible to believe that no conspiracies or divisive movements may arise without foreign subversion, but such an outcome would occur at the cost of freedom of speech and the ability to engen-
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of modern surveillance states.\textsuperscript{41} Strengthening the boundaries surrounding the information environments of democratic societies seems counterproductive, and resources should flow instead to the other three features of an information immune system.

An immunity-based defense provides an important division of labor: Defenders that represent the role of the general immune system can reside within the population and should be focused on containing threats and separating infected population members from other vulnerable members, while surging defenders eliminate the infection using tailored means. In the social context, this might be difficult to translate into practice because, even if it is clear when citizens believe notable falsehoods, precisely what should be done about it once they do is unclear. Thus, although the immune system model has been applied using the idea of vaccination or inoculation to reduce the susceptibility of population members to viral disinformation prior to exposure,\textsuperscript{42} determining how to contain those who are infected, limit their effect on others, and ultimately rid them of infection remains problematic.

Finally, the immune system model poses a significant organizational challenge given the extreme shifts in resources that it requires. As noted, at its peak, the immune system is on par with the body’s major organs in terms of cost. Yet the adaptive system largely exists to limit the energetic requirements of protecting the body from infections through a combination of memory of effective counterattacks on invaders and the surges of energy needed to perform them. In organizational terms, significant shifts in staffing, financing, and more would prove to be impractical for developing and maintaining a highly professionalized security organization.

The Costs of Immunity

When the immune system is engaged, its metabolic demands are high. In societal terms, an organization replicating the functions of the immune system would likely scale to be on par with other major government departments in meeting temporary surge demands while maintaining a steady-state capability for surveillance and engagement, mirroring the roles of the general and adaptive immune systems. Functional needs include low levels of resourcing that rely on local surveillance and response as part of the body’s general maintenance,


the scanning of every tissue in the body in search of invaders and damaged cells,\textsuperscript{43} and the
redirecting of the body’s resources away from all but the most critical of functions to fight off severe infection. For perspective, the fiscal year 2021 budget request for the U.S. Department of Homeland Security was $49.7 billion, on par with that of the U.S. Department of State ($40.8 billion) and more than that of the U.S. Department of Justice ($31.7 billion). Each of these departments is dwarfed by an order of magnitude by the U.S. Department of Defense ($705 billion).\textsuperscript{44} Yet none of these models might be appropriate for security organizations committed to surveilling the national information ecosystem.

An alternative set of organizations might be Google, Facebook, Snapchat, and Twitter, which are much like government organizations in terms of the scale on which they operate. Comparing the value that they provide to society is complex. For example, the respective market cap and revenue of each organization, shown in Table 18.1, show significant gaps between the total value that investors believe the company provides to the economy and the total that consumers have paid for the company’s goods and services.\textsuperscript{45}

Although the vast majority of these organizations’ staff and operations are not committed to the surveillance and protection of the information environment, the size of their investments in content moderation and its shortcomings suggests that just establishing the initial capabilities required to meet the needs of the general immune system would cost several billion dollars.\textsuperscript{46} Such costs may indicate only what is needed for surveilling and purging the

\begin{table}[h]
\centering
\caption{Market Cap and Revenue for Selected Internet and Social Media Companies}
\begin{tabular}{lll}
\hline
Company & Market Cap & Revenue \\
\hline
Google & 1.8 trillion & 196 billion \\
Facebook & 995.7 billion & 84 billion \\
Snapchat & 94.5 billion & 2.81 billion \\
Twitter & 55.5 billion & 9.94 billion \\
\hline
\end{tabular}
\end{table}

\textsuperscript{43} Klenerman, 2017, p. 43.

\textsuperscript{44} Office of Management and Budget, \textit{A Budget for America’s Future}, Washington, D.C., 2020.

\textsuperscript{45} Importantly, budget figures for government organizations reveal the costs of their operations but provide little information about the value they provide to the nation and its citizens. Alternatively, because commercial firms are capable of both earning profits and collecting debt, revenues may exceed or fall short of operational costs.

information environment of viral disinformation; these figures do not include the costs of “healing” infected members of society.

The Strength and Context of the Immune Response

The vision of the immune system filtering and hunting for foreign pathogens lacks necessary nuance for understanding how a vibrant heterogeneous society might be defended. As previously noted, the immune system is the body’s identity, but this identity is sensitive to context. The gut microbiome provides essential capabilities that enable both the extraction of energy and nutrients from food and the regulation of bodily functions, yet it presents a high-risk threat if it comes into contact with the body outside the walls of the digestive tract. In the same way, information, even false information, might be a necessary feature of a vibrant civil society yet also harmful depending on context.

The question, then, is not whether information is true or false, or foreign or domestic in origin, but rather under what circumstances it enriches the functioning of a democratic society and under what circumstances it threatens it. For example, just as falsely yelling “fire” in a crowded theater is prohibited given the risk of causing panicked patrons to trample one another in search of an exit, it might be the case that the ability to express doubts in the validity of governing processes and decisions must be tempered by the identities of the speaker and the audience. For example, is the speaker a private citizen, a government employee, or an elected official? Is the audience composed of aggrieved voters, legal experts, or students in a classroom simulation?

From an immunological perspective, the question of context is not only about information as the content of a message; it is about the joint features of the content, source, and audience. Just as the body maintains a hierarchy of bodily functions, the combination of content, sender, and audience recognizes that all citizens do not play equally in the same information space and that positions must be defended differently.

For ramping up defenses, the training of T-cells is instructive. Significant energy is expended to ensure that T-cells trained in the thymus exist in a Goldilocks range that makes them appropriately tolerant when distinguishing self from non-self. This training is critical because it limits the prospects of self-harm resulting from an overactive immune system.

In societal terms, overly aggressive defenses produce excesses, such as the internment of U.S. citizens of Japanese descent during World War II or the domestic intelligence operations that targeted the leaders of the civil rights movement during the 1960s. Likewise, too little defense leaves society unprotected from macropredators—those humans that prey on others—whose threats have motivated the evolution of society and the technologies of offense and defense since the earliest of civilizations. Just as the training of the immune system is a necessary step that qualifies it to commit violence within and potentially against the body in
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pursuit of security, significant investments in the training and professionalization of society’s security forces are needed if they are to navigate the delicate boundaries between preserving individual rights and differences and containing and defeating threats.

With the clearing of an infection, the security posture should change significantly; force drawdown and demobilization should happen quickly. However, demobilization should not be considered disarmament. When the immune system winds down, it retains a memory of the attack and consistently trains to reengage previously defeated pathogens on more-efficient grounds in the future, again conserving the energy needed in future fights. Likewise, because the immune system is distributed throughout the body, it continues to hunt for invaders at low energetic levels.

The Signaling of Self and Non-Self Entities Within Society

The immune system operates within an elaborate network of cellular signaling. Its cells regularly patrol the body, scanning in search of antigens that signal whether they belong or not. In a social context, this requires not only surveillance and tuning, as noted, but a broader understanding of the interfaces between citizens and security forces. Under what conditions should security forces interrogate citizens to determine whether they belong or not? More subtly, in what context (i.e., time and place) is an individual considered “self” or “non-self”?

Given that the immune system is decentralized and that there is variation in how it is tuned, its operations remain unpredictable in both time and place. For example, rogue T-cells periodically leak from the thymus that, lacking the discipline and restraint of rigorous training, challenge the body. This process defends against foreign invaders that have learned to present proteins that are like those of the body itself. In social terms, mimicking such behavior would constitute the risky step of governors periodically violating agreements with citizens (i.e., the governed) to test the veracity of an individual’s commitment to the social order. Such a process is obviously problematic and likely counterproductive in that efforts by the government’s security forces to compel loyalty to society are likely to undermine the legitimacy of the government itself.

Likewise, the establishment of context and tolerance for non-self entities—a necessary condition for preserving the body’s overall health—is achieved by cells releasing localized immunosuppressant antigens that reduce or turn off the immune response. In a social context, this would suggest a highly complex and differentiated social, economic, and political landscape in which behaviors and discourse would not have absolute protections but would instead be handled differently, as previously noted. The interesting question involves not so much the need for context or nuance, but rather the mechanism by which it is established. The zones by which regulation is decreased are not based on the immune system’s determination (i.e., the determination of society’s security institutions) but rather the cells, or citizens, that determine the level of security or regulation they require.

49 Klenerman, 2017, p. 75.
Signaling within the body politic becomes the locus of internal governance and regulation. Although at the systemic level communication between the governed and the governors might appear balanced and well ordered, at the micro-level it would appear highly contentious. As with the immune system’s operations, we would expect to see occasional risky or overzealous challenges to citizens about whether they truly belong in society or have been singled out as deviants. Likewise, collective action by citizens can establish local boundaries of enforcement, tuning the security response to the requirements or desires of the population—which would at times demand greater flexibility to explore and experiment with new social, economic, or political practices, while at other times requiring strict conformity and commitment to collective action.

The Defense of the Defenders
The perils of immune deficiencies and autoimmune diseases have already been noted. Importantly, many of these problems result from pathogens that attack the immune system itself, disarming it or otherwise repurposing it for other ends. In some cases, viral infections attack the immune system itself, preventing it from mounting an effective response. In other cases, viral infections repurpose the body’s defenders to attack healthy cells to further weaken the body and create new areas of infection and reservoirs for reproduction within the body. Although the specific mechanisms by which viruses attack and defeat the immune system itself are still being investigated, the complex and highly specialized processes of the general and adaptive immune systems clearly provide a target-rich attack surface.

Society too has wrestled with this problem for millennia. If the immune system is the guardian of society, then we return to Plato’s *The Republic* to discuss the question of who guards the guardians. Viral disinformation that affects the beliefs and behavior of society will not leave those who are entrusted and empowered with its defense unaffected. Thus, two pathways for threatening the social immune system must be noted. The first pathway for defeating a social immune system might follow the strategies used by viruses to disarm and attack the immune system itself and render it ineffective at fighting infections. Society must ensure that law enforcement organizations are adequately resourced (and monitored) in terms of manpower, authorities, money, technology, and more to defend themselves from direct challengers, just as military organizations are scaled to pacing threats.

The second pathway is that individuals and groups that have been entrusted with the power and privilege to commit sanctioned acts of violence could be repurposed toward mate-
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Evolving Security: Societal Immunity and Competing Demons or Cooperating Angels

rial or ideological ends that are not consonant with society’s ideals. This process should be vigorously guarded against. Both pathways call into question the legitimacy of society itself, and, just as the malfunctioning immune system exposes the body to systemic risks posed by secondary infections, a society whose guardians are either overwhelmed or cease to operate in accordance with its laws and principles risks further exposure to threats and vulnerabilities.53

The Demand for a Functional Understanding of Information and Society

Using the immune system as a model for a successful defense of society from viral information requires a functional understanding of society and the role of information within it. Effective defense requires more than basic capabilities to surveil, contain, and heal. Determining the level of the response and the context in which active defenses may be employed requires an understanding of the role of information, both truthful and not, in society and its social practices. This is a complex endeavor, because processes that explore novel social, economic, and political activities that undergird innovation require the maintenance of heterogeneity within society, from which social, economic, and political experimentation and innovation occur. Alternatively, processes that reinforce past success and solidarity, a form of societal exploitation, press for homogeneity or at least adherence to well-defined organizational and individual roles and processes.

Establishing baselines of social functions and processes would also provide a critical link for connecting citizens and security forces representing the general and adaptive responses to threats. Just as the immune system listens for alerts from cells that are under attack or otherwise damaged, a society that is adapted to be secured according to the principles of the immune system’s operations would have distinct and observable changes in behavior when under the influence of viral disinformation. This requires a strong civil society in which constructive participation in social, economic, and political processes is both observable and inconsistent with information infections.

Competing Demons or Cooperating Angels

In nature, the outcomes of species interactions are driven by the evolutionary need for fitness (i.e., the ability to survive and reproduce). Although it is often assumed that the pursuit of fitness is achieved through dominance or the competitive exclusion of other species, there is no willful intent by any given species to exterminate another—examples of this happening

53 Although the decline of the Soviet Union is often thought of as an economic collapse caused by increasingly costly military competition, scholarship has shown that the regime’s intellectual “guardians” turned on its ideology, rendering it vulnerable to Western influence that robbed the communist government of its legitimacy and ability to access or mobilize society’s resources to continue the Cold War. See Robert D. English, Russia and the Idea of the West: Gorbachev, Intellectuals, and the End of the Cold War, New York: Columbia University Press, 2000; and Matthew Evangelista, Unarmed Forces: The Transnational Movement to End the Cold War, Ithaca, N.Y.: Cornell University Press, 2002.

Individuals, firms, and nations also carve niches for themselves, competing for natural, technological, and societal resources. In many ways, these socioeconomic interactions resemble ecosystems. In socioeconomic systems, there are similar constraints, in terms of financial, technical, and social capital. As a result, states have differentiated traits and occupy the niches within regional and global systems. This is a form of constrained optimization with distinct trade-offs: Given what a nation has in terms of financial wealth, technical ability, and social capital (i.e., its \textit{core competencies}\footnote{The notion of core competencies has been at the center of thinking about long-term competition for commercial firms and military organizations. For examples, see Andrew Krepinevich and Barry Watts, The Last Warrior: Andrew Marshall and the Shaping of Modern American Defense Strategy, New York: Basic Books, 2015; C. K. Prahalad and Gary Hamel, “The Core Competence of the Corporation,” Harvard Business Review, Vol. 68, No. 3, May–June 1990; and Barry D. Watts and Andrew D. May, “Net Assessment After the Cold War,” in Thomas G. Mahnken, ed., Net Assessment and Military Strategy: Retrospective and Prospective Essays, Amherst, N.Y.: Cambria Press, 2020.}, what are its best available socioeconomic strate-
gies? New technologies (or acquired cumulative knowledge–based applications) are sought after and continually created to change the socioeconomic trade-offs that constrain nations.

The strategies that species use and that end up defining the niches they occupy are found through the combined processes of genetic drift and natural selection. Genes encode the phenotypes of individuals, which translate into traits and strategies that provide affordances for competition with rivals. The dominant force shaping the traits and the strategies that species employ is natural selection. Through competitive exclusion, certain traits are selected for, and species ultimately sort themselves into niches. In addition, genetic drift through random mutation and such neutral processes as stochastic environmental shocks also affect which genes and traits are present in a population, thus effectively creating an exploratory frontier in the biological trait space. Drift and selection are always factors that affect which genes are present in a population, and the presence of environmental stochasticity means that there is a continual source of randomness to the realized fitness of different species.

Ultimately, randomness is one of the key ingredients for Darwinian evolution. Through the input of randomness into natural selection, species are constantly exploring the open-ended trait space. Whatever traits a species acquires provide a competitive advantage that maximizes its fitness, which biologists describe as the number of offspring that can survive and reproduce. Essentially, fitness can be interpreted as minimizing the risk of going extinct; species play an infinite game in which the goal is to keep playing.

Such processes do not only apply in biology. The history of individual states may also be viewed as having been influenced by randomness, or at least the micro-level choices of individuals whose consequences cannot be predicted when embedded in complex networks of national and international interaction and feedback. For example, despite being one of the leaders in the adoption of field artillery, Charles the Bold, Duke of Burgundy, died in Nancy, France, in 1477 after leading a cavalry charge against Swiss pikemen rather than waiting for the arrival of his cannons. This decision ultimately resulted in the erasure of Burgundy as an independent political unit because the duke’s lands were subsequently divided between the French king, Louis XI, and the Hapsburg heir, Maximilian. Just as in ecosystems, the selec-
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tion pressures exerted on states occur in time and place and are the aggregation of multiple interactions that inhibit or enable access to resources.

For the remainder of this discussion, we consider the way in which evolutionary competition drives the acquisition of biological traits, the constraints on the search for traits, and the implications posed by a hypothetical organism—a Darwinian Demon—that could adapt in the absence of those constraints. We then consider the implications of its societal equivalent—the Societal Demon—that might be closer to reality than its biological cousin because of the increasingly capable applications of frontier technologies to the discovery of new technologies. We conclude by discussing the transition from Demons to Angels and the need to become equally adept at employing technology for cooperative purposes and employing it for competitive ones.

**Trade-Offs and Optimization**

Long-term competition between species is not simply an ecological brawl, in which the metrics of fitness capture only instantaneous interactions. Instead, species are locked into a continual arms race, in which they are constantly adapting to changing conditions and exploring the trait space to find a strategy that provides them with a stable niche in which they can survive. At the heart of evolution is the core tension between exploration, which is when actors search for new solutions to problems, including developing novel biological traits or technologies, and exploitation, which is when actors improve upon their existing problem-solving approaches, which may enhance existing traits and technological capabilities. If the environment becomes stable for some period, species will sort into niches. That is, some species will die off, and those that survive will have evolved traits that work—those that minimize their risk of extinction and maximize their biological fitness. Over time, they will become more and more specialized in their respective niches, losing traits that are costly and that do not confer any marginal gain in fitness. However, if the environment were to suddenly change, these highly specialized species could potentially experience dramatic decreases in fitness. To weather these environmental changes, species require the ability to maintain a robust set of diverse traits as part of their biological strategies.

In nature, robustness is promoted through random mutations leading to drift in the trait space. Moreover, evolving robustness points to the selection of the mutation rate itself and spe-
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63 A *brawl* is an open-ended contest for survival in which the winner is typically determined by some variant of “last person standing.” Risk and free-for-all Starcraft are examples. Note that brawls are built by taking a two-player game and adding more players, thus converting two-player, zero-sum games into general-sum games. Brawls are distinct from *races*, in which the objective is to be the first player to attain a particular achievement, a high score, or a competitive position that terminates the contest. See George Skaff Elias, Richard Garfield, and K. Robert Gutschera, *Characteristics of Games*, Cambridge, Mass.: MIT Press, 2012.
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cies searching for the optimal balance of exploiting an existing trait and exploring new ones.66 Genetic drift through mutation guarantees that species are constantly exploring the trait space; in doing so, they obtain resilience to changing conditions. Importantly, all other species are doing the same. Consequently, staying still in the trait space is never a viable option. This points to Red Queen dynamics, in which species are constantly adapting to survive.67

Adaptation, Constraints, and Stability

Critically, there are trade-offs between the traits that species can acquire to achieve a competitive advantage; the laws of physics and the environment present themselves as constraints on what traits can be acquired, sustained, and propagated. To be extremely strong requires large amounts of muscle mass. This muscle mass guarantees that a person will be slow relative to a person who is lithe. It is too bioenergetically costly to both photosynthesize and have the appendages required for predation. Furthermore, ecological competitiveness (i.e., biological fitness) emerges from a combination of multiple traits or strategies that are also constrained by these trade-offs. One species might evolve to adopt a generalist strategy—that is, a strategy in which the species can do many things reasonably well by expanding the dimensionality of its niche—while another species might adopt a specialist strategy, evolving to be very good at doing one thing.

The success of adopting a specialist or generalist strategy depends on the stochasticity of the environment. Generalists are better able to minimize their risk of extinction (i.e., they do well in infinite games), which is important in stochastic environments in which change and novelty are persistent; specialists, however, can win in terms of competitive exclusion (i.e., in finite games), but this is a risky strategy and confers long-term competitive advantage only when the environment is stable. This point raises the issue of timescales, because nothing in nature is stable in the long term and species are constantly exploring the trait space to find strategies that minimize their risk of extinction.

Being the most abundant species or being able to exterminate a competitor is never entirely the goal; it is simply the outcome of species searching for a competitive advantage in the trait space. Given the nature of all species constantly seeking a competitive advantage over one another in a multidimensional trait space, the notion of optimality is never entirely appropriate. One can consider the multidimensional trait space as defining a fitness landscape, and species move over this landscape looking for local optima. However, as they evolve and change, they alter the shape of the fitness landscape itself.68 If an “optimal combination

of traits” exists at a given point in time, evolving toward it makes it suboptimal, because other species adapt to account for these changes. Importantly, the many traits that make up a species’ strategy suggest the existence of *evolutionary stable strategies*, which are reduced sets of strategies that confer long-term survival—species evolve toward them.

**Darwinian Demons**

The constraints that characterize the trade-offs in the multidimensional trait space are a fixed outcome of the biophysical properties of an organism’s physiology. In noting this, an important thought experiment appears: What if there were an organism that was not constrained by these biophysical trade-offs? This organism, called *Darwin’s Demon*, would be able to photosynthesize and predate on other organisms. It would be able to fly, burrow, and breathe underwater. In general, the Demon would defy the physical and bioenergetic trade-offs that limit which traits and strategies organisms are able to adopt. Why does this Demon not exist in nature? In addition to there being strong physiological trade-offs in certain traits, the bioenergetic costs associated with maintaining multiple appendages or traits are too costly for any one organism to have. Essentially, it is not evolutionarily stable to acquire as many traits as possible because doing so would create an energy deficit that would end up diminishing fitness.

The realization that the number of traits an organism can possess is constrained raises the prospect of being able to change the trade-offs between traits. What if the materials used to construct human bodies were improved? Might it then be possible to both photosynthesize and be a hunter-gatherer? Might it be possible to be both fast and strong? This is essentially what Darwin’s Demon points to; the Demon is constructed from different materials with properties that allow it to actualize many traits at once and greatly reduce the bioenergetic costs of maintaining those traits. For society, this is the critical difference: New technologies might allow the emergence of Societal Demons.

**Frontier Technologies for Long-Term Competition**

Societal Demons do not play by the same rules as everyone else. They have technologies that defy the trade-offs that determine the traits and strategies that limit others. They reconfigure the basic materials that serve as the building blocks for what traits they can employ. For example, a societal analogy to biologically available energy in nature is a nation’s economic output. One important rule to change to become a Societal Demon is to improve the economic efficiency underpinning the internal workings of public and private (security) enti-
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ties.70 More efficiency in this context means lower costs for the delivery of an equivalent service. These saved opportunity costs could then be used to fund other important research into and development of new security measures, economic productivity, or other investments that increase societal fitness.

Another trade-off is between system size and the ability to execute decisions as a collective. As systems get bigger, simply in terms of the number of individuals that they are composed of, information spreads more slowly. That is, information must traverse many more nodes before all actors whose participation is needed for successful collective action are informed. This effect is seen in large businesses and public agencies.71 The constraint is in the information technology used to source and disseminate information. In society, information is disseminated through many digital platforms, from email to Twitter, and the trade-off is evidenced in terms of the signal-to-(harmful)-noise ratio. While society’s ability to communicate has increased in terms of both speed and volume, the noise in the information that is communicated has risen dramatically too. This has effectively reduced the speed at which relevant, accurate, and truthful information is created, communicated, and assimilated by the actors that make up social systems. Developing technologies that enable individuals to find the signal in the noise and carefully manage decisionmakers’ attention would be one step toward becoming a Societal Demon.

Preserving information quality and transmission speed becomes increasingly important as social systems increase in the number of nodes and overall connectivity and become more prone to information drift: random mutations in information as it is passed from node to node (like in the telephone game played by kids). Irrelevant information may proliferate and overwhelm decisionmakers. Moreover, the natural degradation of information quality seen with increases in system size is likely to be exacerbated as adversaries take measures to sow disinformation and subversion. The preservation of information quality and the speed and integrity of communications within a society might be a key enabler of competitiveness and cohesion in long-term competition.

What would a Societal Demon look like, then, in terms of its ability to maintain quality information as a core necessity even as it grows in size and complexity? Certainly, for example, the weaponization of information through social media demands new technologies for automated fact-checking. Likewise, research into the reproducibility of scientific findings hints at the value of ensuring that the information used to support decisionmaking is reli-


able. These capabilities act like the cancer-suppressing genes in large-bodied organisms. In these animals, these cancer-suppressing genes essentially “call bullshit” on bad DNA; they provide an example of the kinds of governing institutions and technologies that might do the same for bad information floating in informational environments (i.e., social media).

Continuous Research and Development for an Intelligent System

While it is obvious that it is good to be more efficient economically, or to have an ability to make decisions faster, or to have the ability to maintain the quality of information in organizational and social communication, it is less obvious how to identify new technologies that might facilitate such improvements. Again, we can imagine a Demon that has an infinite ability to adapt. If it does not know how to photosynthesize yet, it can learn to do so instantaneously. Clearly this is impossible in nature, but exponential technologies in society are reducing the time it takes to discover and diffuse novel solutions for new and old problems. These abilities reflect the growing capacity for basic research to rapidly translate into applied solutions. Automation, hybrid human-AI teaming, and gamification are all examples of technologies that help people learn faster and participate in the collective search for and adoption of new solutions and, in some instances, overcome “paralysis by analysis.”

When basic research is necessary to identify and confirm the utility of a new solution, there can be a delay in its uptake because of a lack of consensus. This is at the heart of the divergence of theory and perfect evidence. For example, the testing and evaluation of AI and autonomous systems is complicated by alternative beliefs about the merits and risks of optimality versus satisficing in developing systems. Pursuing optimality requires exploring and exposing all possible modes of a system’s behavior and proving that it behaves optimally in each case. Satisficing, however, targets system behaviors that are good enough at obtaining desired goals, while avoiding specified failure modes. In doing so, the bar is lowered for satisficers in terms of the number of solutions that need to be identified. Yet another level of assessment exists about meta-heuristics and hyperparameters of systems that focus less on the particular solutions that are discovered and more on the processes by which discoveries are made in the first place.

Here, it is worth remembering the difference between optimization in ecology—i.e., at any given time, there is a set of traits that provide a species improved chances of survival—and an optimal rate of exploration—i.e., a species’ biological machinery is tuned to ensure
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that its traits and strategies are robust to constantly changing environmental conditions, including the entrance of new organisms into the ecosystem. In this sense, the notion of meta-technologies—the technologies for finding new technologies—is vital. Existing institutions, such as the Defense Advanced Research Projects Agency, play this role already and have directives to identify new technologies rather than foster incremental change in existing ones. Tech incubators, accelerators, and high-risk–high-reward research and development business units and organizations (e.g., the X company) occupy a similar role in the private sector. The path to becoming a Societal Demon, then, is ultimately characterized as the development of meta-technologies that increase the likelihood and decrease the costs of discovering game-changing technologies, thus allowing states to be more efficient in their use of resources and to maintain a broader variety of competencies and capabilities.

Angels and Demons
Evolutionary biologists know that sometimes organisms cooperate to achieve greater successes in competition at higher levels of organization than they can achieve independently, and that the great transitions in evolution (e.g., the emergence of multicellular organisms from single-celled ones and the emergence of complex organisms with specialized and differentiated organs) occurred as individuals specialized—shedding some previously critical functions—while becoming increasingly interdependent, relying on others. This allowed for the creation of larger, more-complex units with fitness levels that were previously unattainable. Although natural selection is characterized as a perpetual competition between species, this is an incomplete description. Cooperation, mutualism, and the coexistence between species are equally important in the development and maintenance of ecosystems.

The interconnectedness of today's world means that states are intimately connected on a global scale, and one of the challenges posed by long-term competition is recognizing that even the most capable rivals of the United States cannot be strictly defined as “the other” as long as it remains beneficial for all great powers and regional rivals to remain integrated into a single global international system. From an evolutionary perspective, the prospect that leading states could evolve into Darwinian Demons highlights perhaps the greatest
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existential threat: The world simply is not big enough for multiple global actors to compete while possessing unlimited adaptive capacity and an unlimited ability to harness resources for competition.

What is the alternative, then, if the incentives to create new technologies are driven by competition and if these very technologies increase the intensity and scale of that competition? Long-term survival might require a collective break from competition as the driving motivation behind technological advancement. Instead, the scale and connectivity of global society might reward embracing cooperation (or at least coordination) as a necessary component to long-term survival. To put it another way, instead of becoming societal Darwinian Demons, states must learn to become Darwinian Angels that seek new technologies that promote cooperation and increase the chances of collective survival.

Competition is one of many forms of exchange between socially interdependent actors—other modes of interaction are cooperation, collaboration, coordination, and, of course, coercion and compellence. Each provides an alternative way of thinking about the pursuit of one’s interests. For many decades, observers of international relations have noted that the international system has become increasingly heterogeneous as actors other than states have become increasingly prominent in both quantity and quality. In acknowledging this change, observers have reimagined the basic logic about the organizing principles of the international system as moving away from authority-driven systems (or command systems) or market-driven mechanisms of simultaneous coordination toward networks in which interactions are based on reciprocity and asynchronous payoffs between actors.

In such a system, access to resources and security might be better secured through the accumulation of trust, reputation, and the ability to delay needed payoffs from exchanges. Such cooperative practices may be regarded as the interactive skills of Angels and present the possibility of achieving security by situating oneself in key positions in networks of exchange. Such a change means accepting risk in the short term, or “lower fitness” in evolutionary terms, yet such a change carries the prospect of enhancing long-term security and survival by creating new federations that collectively mitigate, manage, and diffuse risks. When discussing how cooperative interactions between individuals affect selection processes, Richard E. Michod noted, “Cooperation drives the passage from one level of fitness to another, because cooperation trades increased fitness at the higher level for decreased fitness at the lower level.”
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If this conjecture is correct, cooperation is more than an act of altruism that leaves one vulnerable to exploitation. Instead, it is a pathway to achieving a robust status by occupying a niche that others in the system value and are committed to protecting. The structure and persistence of complex ecosystems provide inspiration. As Geerat J. Vermeij has noted,

The organizational properties that enable biological entities to cope with unpredictable circumstances may likewise have originated as adaptations to everyday problems, but they more directly transform unpredictable phenomena to predictable ones. They do so by cooperation, creating multiple novel combinations of preexisting components, preventing threats from spreading, or creating larger biological units that have a longer life span and therefore the means to retain and accumulate information about rare events.84

To address the challenges posed by global, long-term competition, the United States would be well served as a competitor by improving its capabilities to be a strategic cooperator. Increasingly complex challenges, such as global pandemics, climate crises, and financial contagions, may all be regarded as Great Filters confronting humanity.85 Great Filters are thought of as the existential biological, technological, and societal challenges that must be overcome for organisms and societies to continue to thrive. Withstanding these challenges will require the development of robust and adaptive global governance regimes that must simultaneously be developed through cooperative agreements and vigorously defended from external challengers and internal defection.

**Concluding Thoughts**

The discussions in this chapter have drawn on lessons from evolutionary biology and ecology to deepen our understanding of international competition. In each case, we argue that analogies involving the inner workings of natural systems can offer valuable lessons for competing in and securing human societal systems. In the example of fighting viral disinformation, the innate and general immune systems provide an attractive model for defense. However, the speculations that we have provided indicate that real challenges exist in bringing this analogy into action. Although research that has applied lessons from the immune system has focused on preventing infection from viral disinformation, efforts to replicate how the immune system fights infection once the body has been infected will prove more complex. For example, the immunity model suggests that effective defenses will require significant on-demand surges in resources, technologies for surveilling the information content circulating within society, high-quality training for security personnel (and AI), high levels of


trust between citizens and the government, and a reinvigorated understanding of freedoms of thought and speech. These will not be easy to achieve and might ultimately determine whether a societal immune system is possible within a free society.

Our second example applied a thought experiment about Darwinian Demons—those organisms that are unconstrained by biological trade-offs—to international competition. Technological change is producing new capabilities for global actors to master technologies for finding technologies, which has made the prospect of competing states with nearly unlimited adaptive potential a possibility, thus bringing Darwin’s Demon to life in the social world. We argue that conflict between multiple Societal Demons would be catastrophic and that the world’s most capable global competitors might look to the strategic advantages that accrue from cooperative expertise as an alternative way of meeting their security needs in the long term. Such a transition from Demons to Angels might be crucial for surviving the major challenges that humanity faces in the future. Whether the conjectures provided in this chapter ultimately play out as we describe, we believe that there is value in continuing to look to nature as a rich source of lessons about long-term survival, particularly in open-ended infinite games, including those characterized as UGS.
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Games have long been an important part of defense analysis that are used to understand new strategic and operational problems, develop strategies and concepts, and assess the potential shortcomings of plans. The ability of games to help policy professionals explore the key elements of new problems and the relationship between them makes them a highly effective tool to help decisionmakers make sense of undergoverned spaces (UGS). However, existing approaches to games for doing research and analysis tend to fall short, either by exhibiting the same types of pathologies as modeling and simulation efforts or by failing to generate credible information to systematically advance understanding. In this chapter, we explore the potential value of gaming in policymaking for UGS, describe two common failure modes, and offer several approaches for improving games to explore these spaces. We conclude the chapter by offering a vision for a new game concept—a contest arena—which combines advances in several areas that could improve the ability of games to inform adaptive planning in UGS.

Overview of Gaming

The U.S. Department of Defense (DoD) defines a war game as the “representation of conflict or competition in a synthetic environment, in which people make decisions and respond to the consequences of those decisions.” In practice, various terms have been used to describe
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events that fit this broad definition,² and different games for different purposes can look quite different from one another. Yet most games still leverage the same basic elements of actors represented by human players making decisions in a complex policy environment using a set of rules to determine what actions they can take and what the impacts of those actions are on themselves, other actors, and the environment. These elements combine to create tools that focus on human decisionmaking, particularly in group settings and in competition with other players over time, which provide a critical opportunity to observe strategic decisionmaking processes and outcomes.

Games are used by a wide variety of policy professionals. Ever since the Prussian army began using wargames for training in the 19th century, gaming has been used by major militaries for military planning, concept development, training, and education.³ Since at least the 1950s, games used to support defense and national security analysis have examined questions that extend far beyond force-on-force combat and address political, economic, social, information, and infrastructure decisionmaking.⁴ Today, games are valued for their ability to foster innovation in the force,⁵ support decisionmaking in complex contexts,⁶ and bring stakeholders together to work on emerging and contentious issues.⁷

Gaming practitioners use two lenses to explain how games provide value to national security policy. The first lens treats games as an art form that produces an understanding about the stories told by national security professionals.⁸ This group of gaming practitioners tends
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² Common terms are game, wargame, serious game, peace game, crisis game, crisis simulation, tabletop exercise, tabletop simulation, and just plain tabletop.


to view games as a different type of research than scientific analysis, pointing to such traditions as artistic research as models for the process and goals of games-based research.\textsuperscript{9}

The second lens treats games as a tool for data generation and analysis that is analogous to other forms of social scientific inquiry. Gaming practitioners with this perspective argue that the social sciences offer approaches to analyzing human behavior at the individual and group levels. Advocates for treating games as a science argue that applying social scientific standards from observational and experimental approaches to games helps align them with the approaches used by other national security policy tools. This can make gaming outputs more useful for research by making insights easier to integrate into broader studies using multiple methods and can make findings from a game more digestible to senior policymakers who are not directly involved in the game.\textsuperscript{10}

Although the artistic approach to gaming has dominated the field to date (it is no accident that the best-known text in the field is titled \textit{The Art of Wargaming}),\textsuperscript{11} the prospect of science and technology investments to support engagements in UGS warrants consideration of how scientific approaches to gaming might be advanced given the prominence, and often uniqueness, of gaming as a research tool.\textsuperscript{12}

One helpful way to contextualize the role of games in policy analysis and decision support is to examine how games fit into the broader universe of tools for policy research. Put differently, what types of questions are games well suited to inform? John Hanley has advanced a conceptualization of the relationship between research tool and question as a spectrum from statistical indeterminacy to structural indeterminacy, shown in Figure 19.1.\textsuperscript{13} At the low end are problems that can be modeled using statistics because the issue is clearly defined with known measures, thus making precise data available across a large body of observations. At this end of the spectrum, the relationships between different concepts are known, as is the distribution of different conditions in the population. This level of knowledge is typically


associated with mathematical models based on empirical data.\textsuperscript{14} Farther up the spectrum, problems are characterized by strategic indeterminacy, so game theory can be used.\textsuperscript{15} At this point on the spectrum, the structure of the problem is known—the actors, their available choices, and their payoffs—and analysis allows an understanding of how behavior is likely to unfold. At the upper end of the spectrum is structural indeterminacy, which is when the key elements of the policy problem and how they relate to one another are not yet known. This is where games come into play.


Many of the characteristics of UGS exhibit structural indeterminacy and thus are ripe for gaming. Among the most important features of UGS, from the perspective of indeterminacy, is the presence of multiple actors with divergent and often unknown interests, capabilities, and decisionmaking processes.

Traditional kinetic wargames usually feature two sides, who represent opposing militaries and make decisions about the conduct of attrition-based warfare. In turning from purely military problems to UGS, more decision centers are added. For example, the views of political decisionmakers, interagency perspectives from across government functions, the views of other nations, and the views of nongovernmental actors are all identified as key perspectives in UGS, and thus need to be represented in games examining these spaces. At the same time, the ability of these actors to make various decisions that interact and can be combined means that an actor’s complete decision space is unknowable. This complexity means that decisions are rarely made with full information, about either the state of the environment or the objectives of different actors. This uncertainty presents theoretical and practical problems to game-theoretic exploration because the interactive structure of the game is not fully evident and the interactive state space cannot be fully explored using computational means. Therefore, when compared with game-theoretic or statistical alternatives, gaming might be the best available tool for providing a broad look at interaction in UGS.

Gaming Undergoverned Spaces

As the frequent use of the term wargame suggests, much of the focus on analysis using games has centered on force-on-force kinetic warfare. However, there has also been a long history of games that are focused on UGS. Beginning in the 1950s, the RAND Corporation began experimenting with “political-military” games, work that was later extended by the Massachusetts Institute of Technology, Harvard University, and the Joint Staff’s wargaming arm. Many of these games focused on how a crisis might unfold in light of the emergence of nuclear weapons, and the focus of action was on political and psychological decisionmaking, not military attrition. These games generally took the form of free-form or seminar-style games that were focused on expert interactions and shaped by a carefully written scenario. Later iter-
tions of these games focused on issues that are internal to U.S. bureaucratic decisionmaking, such as military command and control, and semicooperative issues, such as arms control.20

A second grouping of games focused on limited wars—that is, small-scale conflicts between great-power proxies that would play out in the undergoverned regions of postcolonial southeast Asia and war-ravaged eastern Europe. These games often used top-of-the-line computers to help model the conflict for players.21 Games focused on UGS fell somewhat out of fashion in the aftermath of the Vietnam War, only to see a resurgence in the 1980s and 1990s, with the end of the Cold War and the rise of rogue states,22 and another in the mid- to late 2000s, as the long wars in Iraq and Afghanistan focused attention on irregular warfare, postconflict reconstruction, and counterterrorism.23

In examining this history, two points become clear. The first is DoD’s episodic interest in examining both competition in UGS specifically and non-attrition-based conflict more generally. This is a specific manifestation of a more general DoD tendency to treat UGS as marginal, as previously discussed in Chapter Three, by Adam R. Grissom, and Chapter Five, by Gabrielle Tarini and Kelly Elizabeth Eusebi.24 This has prevented the advancement of gaming as both an art and a science in relation to such complex strategic challenges. Alternating periods of interest and neglect have created a tendency to reinvent the wheel rather than build on previous gaming work. Without a constant stream of work, researchers leave the field, informal documentation is destroyed, and tools are forgotten. When the next wave of interest in UGS appears, the previous generation of expertise and artifacts is difficult to access, and new gamers must progress without the benefit of many past lessons learned. As a result, there has been relatively little progress in how most games are designed, conducted, and analyzed. If a political scientist from 1950 was teleported to a basic research-design seminar today, the differences in fundamental approaches and tools would be immediate and obvious. In contrast, the gamers of the 1950s would generally be right at home in a contemporary game focused on UGS. Recent DoD interest in gaming offers the opportunity for a concerted effort to both build new tools and ensure that they are institutionalized so that future work can build on them.25


22 Bartels, 2020, pp. 159–166.

23 Brynen, 2016.


The second point is that, when games about UGS are successfully attempted, two basic approaches are evident: one that tries to build formal game adjudication rules based on documented relationships between interacting factors that players can manipulate and a second that relies on the mental models and the expertise of players to supply the understanding of how different aspects of the game environment relate. At least in part, the differences between these modes may be attributed to the researchers—for example, at RAND in the 1950s and 1960s, the model-driven approaches were generated by members of its mathematics and economics department, while the political-military games were generally produced by its social scientists. Regardless of why, each approach has important strengths and limitations when applied to UGS and is worthy of detailed examination.

Approach 1: Games That Leverage Formal Modeling of Undergoverned Spaces

The first approach to game design attempts to build formal models that capture the dynamics of interdependent choices of military, social, economic, or political operations in UGS explicitly. In theory, this model then becomes the “game board” on which players make decisions and experience the modeled consequences of their choices. This approach often takes as its intellectual starting point the geographic maps, technical performance specifications, and detailed combat rule sets based on the standard practices of rigid, rule-based wargaming and seeks to build similar tools to capture social or nonkinetic phenomena (e.g., cyber effects and deception). However, the nature of UGS presents four immediate problems.

No Models Are Available

The structure of problems associated with UGS challenges game designers because many aspects of UGS are not well understood and have not been captured by parsimonious models that commonly form the foundation of physics-based game mechanics. The lack of compelling causal models has been noted as a limitation in games ranging from irregular warfare to operations in the information environment. A common solution is to build models that are based on theory rather than empirical evidence, such as designing game adjudication models that are based on doctrine. Although this approach might be appropriate for educational
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26 These approaches also parallel two 19th-century approaches to wargaming, rigid kriegspiel and free kriegspiel. See Perla, 2012, pp. 42–45.
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purposes, for research and analysis, it risks baking in behavioral assumptions that prevent the game from offering useful or new insights.

Available Models Are Too General or Too Specific

The second problem occurs when credible models are available but cannot be easily translated into game mechanics. Kinetic game rule sets are built with the assumption of generalizability. We can develop a probability that a tank unit will destroy an adversary tank unit that might be conditioned by a few simple factors (ratio of forces, terrain, etc.), which can be applied in many circumstances. However, when the types of social actions of interest in UGS are examined, the relevance of different factors, magnitudes, and even directions of effects can change depending on the specific context and might have a fair degree of uncertainty associated with them. For example, the influence of casualties on willingness to fight can be positive (a rally-around-the-flag effect) or negative (war weariness) depending on the specific population and context.

As a result, social science models on UGS topics tend to be either highly general or highly specific to a particular case. In the former situation, models might be too abstract to provide much of a basis for game rules. After all, the fact that casualties might influence the population to some degree and in some direction does not provide particularly helpful guidance in determining game outcomes under specific combinations of conditions. In the latter situation, game rules derived from the model are not very portable; thus, considerable effort is needed to repurpose them between games. For example, a model of the effects of casualties in the United States during World War II is not likely to inform contemporary popular behavior. Projects can opt to spend time developing transferable models by compiling evidence from many cases and developing a generalizable model that is suitable to serve as a basis for game mechanics, but such efforts are a considerable undertaking that might be outside the scope of a gaming effort.


32 For examples, see Ben Connable, Michael J. McNerney, William Marcellino, Aaron Frank, Henry Hargrove, Marek N. Posard, S. Rebecca Zimmerman, Natasha Lander, Jasen J. Castillo, and James Sladden, Will to Fight: Analyzing, Modeling, and Simulating the Will to Fight of Military Units, Santa Monica, Calif.: RAND Corporation, RR-2341-A, 2018; and McNerney et al., 2018.


34 For examples of this approach, see Elizabeth M. Bartels, Christopher S. Chivvis, Adam R. Grissom, and Stacie L. Pettyjohn, Conceptual Design for a Multiplayer Security Force Assistance Strategy Game, Santa
There Is High Dimensionality of Interaction and Competition

The third problem with Approach 1 is that expanding from a focus on the military to address political, economic, social, information, and infrastructure concerns means that games for UGS have a dramatically wider scope than traditional wargames. The need to cover multiple, interrelated topics is often referred to as the problem of dimensionality. Other chapters in this report have discussed several conceptual and technical challenges that are associated with developing and maintaining high-dimensional models of UGS, such as the demands of high-resolution modeling; disparate data; computational power; and the management of a federated infrastructure of dynamically changing models and submodels.

Beyond the difficulty of managing such models, attempting to use them in support of games adds additional challenges. First, unless models are carefully designed to allow flexibility, it is often difficult to add options for players to take decisions that are not prespecified by the model’s designers. If the model cannot be changed to incorporate player knowledge, the game offers few opportunities for the game designers to learn from the players and, thus, is of less value for research. Players might also become frustrated if their desired action is not allowed, disincentivizing player engagement and biasing the results of the game. A second challenge of high dimensionality models is that they often have complicated interfaces that require more time, patience, and expertise to learn than either designers or players possess. Third, it can be difficult to understand how actions generate effects—that is, the underlying causal model can be opaque. The model acts as a black box that produces results that either align with players’ expectations—and, thus, are accepted as legitimate without adding to researchers’ understanding of the problem—or do not align and are easily dismissed by players who cannot unpack the causal processes that are generating the results. High-dimensional models are difficult to build in the first place, and they are even more dif-


37 Such a system might be of more use in an educational context, in which the focus is more on communication flows from the designers to the players than on learning from the players.


difficult to build in a way that allows meaningful player interaction without placing significant burdens on players and designers.

There Are Practical Limitations to Using Model-Adjudicated Games Successfully

The fourth problem with Approach 1 is the limited record of model-heavy games meeting players or sponsors’ expectations. The rise of commercial computer games over the past 30 years has raised the bar of player expectations. The massive scale of commercial games allows studios to invest hundreds of millions of dollars in designing, marketing, and maintaining top-tier titles. Even games that serve as training platforms, which can be broadly used, tend to have budgets that are an order of magnitude smaller than those of top-tier commercial games. Games for research and analysis, which are less reusable, generally have substantially smaller budgets than training games. As a result, games that are built to conduct research and analysis cannot compete with the polish or sophistication of commercial titles. In some cases, such as photorealistic rendering, the gap might not be critical for the usefulness of the game. However, in other areas, such as human-computer interaction (HCI) and computational architecture, the resource gap can affect game design, conduct, and participation in meaningful ways.

Security and classification requirements limit the extent to which developments in commercial spaces can be leveraged in DoD-bespoke gaming products. Security concerns associated with national security work will increase the time and costs associated with development compared with an equivalent commercial application. Working through these problems requires time and often introduces considerable uncertainty into work schedules—something that is often unacceptable given the need to answer pressing policy problems in a timely manner. Each of these pitfalls can be mitigated to some extent, but doing so requires investing substantial time and money.

Taken together, model-based games both struggle to represent the true complexity of UGS and tend to decenter human players. This results in games in which the model is too complicated to be tractable, the model lacks empirical grounding, or the model creates barriers to game play.

Approach 2: Mental Models of Complexity with Free-Form Gaming

The alternative approach that is commonly used in games focused on UGS is to minimize the complexity of the game environment and rules by allowing most of the complexity to exist in the minds of players. This style of game, often called seminar-style or free-form gaming. 42

41 Yuna Huh Wong, Sebastian Joon Bae, Elizabeth M. Bartels, and Benjamin Smith, Next-Generation Wargaming for the U.S. Marine Corps: Recommended Courses of Action, Santa Monica, Calif.: RAND Corporation, RR-2227-USMC, 2019, pp. 40–43.

has little in the way of explicit modeling or formal rules and instead depends on scenarios to define the initial context in broad terms. Details about the environment; about the interests, abilities, and available actions of the players; and about how actions affect others are provided by the players or expert adjudicators in the game discussions and actions. Players are free to suggest a wide variety of possible actions, and interactions between players are worked out in discussion between experts. In this approach, the games mostly exist as mental models until a particular relationship or capability becomes relevant to game play, at which point it is revealed through discourse.

This approach solves many of the concerns of Approach 1. By depending on mental models to govern what is and is not allowable, players have nearly infinite flexibility and autonomy—the human is profoundly at the center of this type of game. Additionally, these games tap into the practical knowledge of players to better understand how those with expertise in a given undergoverned space think and apply their insights to the policy problem of interest. That is, there is no need to attempt to shoehorn understanding into generalizable meso-level models. However, this approach raises new problems.

**Limited Player Expertise**

The expertise of the players is essential for determining the credibility of seminar-style or free-form games. These games rely on synthesizing the mental models of their participants—if participants’ mental models are poor, then the results will not be useful to support research. Vetting this type of game requires assessing the expertise of the players and how well their expertise translates into the game’s environment, which often pushes into novel, hypothetical, and future strategic conditions. This problem is particularly acute in the adjudication of emerging areas in which what constitutes expertise and experience is unclear—adjudicators profoundly shape the play of the game, but they might be no more expert than the players.43 The process of evaluating the credibility of a game’s findings using the credibility of the players can be subjective and riddled with incomplete information, leaving some games to be dismissed and others to be given more credit than they might deserve on closer examination.

**Limited Tools to Communicate Mental Models**

A second problem for using seminar-style or free-form games for research is the question of how information is transmitted from the players’ mental models to the research team. Research on expert judgment emphasizes that these mental models often take the form of heuristics, which might or might not be explicit in the minds of the players, much less legible to an observing researcher.44 Although there are approaches from psychology for elic-
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iting mental models, they are difficult to implement.45 Moreover, experts cannot always explain the bases of their decisions in ways that are understandable to nonexperts.46 As the complexity of systems increases, the prospect that experts, especially those with the most sophisticated mental models, can communicate their premises and conclusions diminishes.

In practice, analysis of free-form games by and large depends on external observers listening to the arguments put forward by players to rationalize their actions and then reporting on those beliefs. In some cases, surveys of individual players are used to supplement these data, but this happens inconsistently enough that there is not a strong body of research on best practices for administering these additional data collection instruments. Put simply, approaches to measuring why players are making their decisions have not systematically improved since the 1950s. What is more, the many dimensions of complexity in UGS (social, economic, political, etc.) remain difficult to conceptualize and measure—the study of such issues as deterrence, grayzone competition, and insurgency is rife with debates about how these concepts can be operationalized to allow inferences from real-world observations. As a result, gamers cannot count on existing measures for these concepts in the way that they can for physics-based phenomena, for which accepted measures are easily available from past research.

Systemic Complexity
A third problem is that relationships within complex systems and the dynamics that they exhibit exceed the capabilities of boundedly rational humans to observe and manipulate them without assistance.47 Humans have finite cognitive capabilities that limit their ability to collect, process, and manipulate information in logically consistent ways.48 Experts use patterns drawn from past experience to develop heuristic judgments that limit the information needed to make a decision. Although these judgments can be strikingly accurate in familiar contexts, these rules of thumb break down in new contexts, and experts are often unaware when such breakdowns occur.49 As systems become more complex and human capacity remains finite, these shortcuts are also more likely to lose logical consistency.

46 Klein, 1999.
In summation, in this approach, a dependence on players’ mental models allows flexibility on the part of the players and the adjudicators, but it can also be limited by a lack of knowledge about the best elicitation processes for (1) communicating mental models, (2) linking mental models with key concepts that relate UGS to national security, and (3) ensuring that mental manipulations are logically consistent.

Moving Beyond the Two Approaches

The previous section laid out two traditional approaches to coping with the complexity of UGS in games—the first based on developing increasingly sophisticated formal models and the second relying on exploiting the mental models of players to drive game play. Both approaches tend to fall short: Rigid approaches tend to lose focus on the human, and free-form approaches lose the transparency and consistency that comes with formal documentation of a model. An ideal approach to gaming UGS would rest on a balance between the two approaches. Our assessment of the state of the art in both approaches identifies active efforts to bridge the divide between them. First, iterative use of both modeling and Approach 2 games can offer a way to bridge the divide. Second, clever game and interface design can maximize flexibility and opportunities for meaningful interaction in Approach 1 games. Third, drawing on social science research methods can add structure and transparency to the process of explicating and communicating mental models, thus improving the internal validity of Approach 2 games.

Moving Between Games and Models

One approach to bridging the gap is to use games and models iteratively. Work begins with constructing a model, which is then used as the basis for an Approach 2 game. Players are then able to provide feedback about the model, both directly (such as by stating that adjudication results do not align with expectations and discussing) and indirectly (such as by suggesting additional actions that could be taken). The initial model provides a degree of structure to the game, which makes it easier to organize new information that comes in from players. Conversely, the flexibility of an Approach 2 game allows new ideas to be discovered and incorporated through game play. These additions are then used to refine the model, which, in turn, can be used as the basis for additional game play. Over time, the

model is expanded and refined sufficiently that the game resembles an Approach 1 effort, with a robust model of the problem at the center of the game.

One open question is whether using this approach will break down in the face of increasing detail. The existing literature on iterative use of models and games tends to favor parsimonious models rather than more-detailed digital twins or agent-based models. It is not clear whether the process can be successfully replicated for more-detailed approaches and, if it cannot, what the key factors might be that would prevent progress. For example, it might be that building a model with any substantial degree of detail requires multiple iterations through the cycle, meaning that substantial time and cost must be dedicated to the effort. Time and resources can be particularly difficult to secure in the case of research on UGS, in which senior-level interest—and, thus, resources—can be fleeting. However, it also might be that more-detailed models simply have too many factors and relationships for human players to meaningfully engage with all of them. In this case, there might be some limitation on the approach that cannot be overcome simply by applying more resources.

Using Emerging Technology to Improve Games That Leverage Formal Modeling

Developments in technology have often been seen as key in managing the pitfalls of gaming complex problems. Policy gaming and computers grew up together in the 1950s and 1960s. Many early games were quick to take advantage of the abilities of computers to handle complex and tedious calculations and to build and solve mathematical models that would have been too cumbersome to manage by hand. As early as the late 1960s, time-share computers—a critical step toward the internet—were being used to enable distributed game play over a distance to support Defense Advanced Research Projects Agency research. This work recognized what are seen as key affordances offered by computers today—the ability to handle models that are too large to manage on paper, the ability to perform cumbersome bookkeeping tasks, and the ability to engage with players who are separated by time and space. With each new wave of technology comes the hope for breakthroughs in game design that will allow for improvements to Approach 1 games.

The earlier chapters in this report detailed recent evolutions in computational approaches that offer promise in better modeling UGS, which could translate into improvements in game design. Advances in Agent-Based Modeling show great promise. Because agent-based models and games share a fundamental focus on causal mechanisms, their advancement might naturally complement the needs of Approach 1 games in ways that earlier “toy”
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54 See Chapter Sixteen (Axtell, 2022).
agent-based models could not. The digital twin approach would offer highly detailed models that might also prove useful in gaming applications, although much depends on their practical constraints on data and computing power. Additionally, new tools for data collection would support these more ambitious efforts. Investments in all of these areas could produce models with improved potential to support games.

Beyond these efforts to piggyback on more-general improvements in the modeling of UGS, the continuing evolution of commercial games has raised hopes for additional advancements in games that can support policy analysis. First, advances in artificial intelligence (AI) and machine learning suggest the value of these tools in creating decision aids and other types of support to manage complex games. Second, HCI capabilities have changed how players interact with game environments in ways that open up new design options. Although both areas of research are still in the process of maturing sufficiently to offer truly valuable inputs into policy games, clear avenues for research are becoming evident.

Artificial Intelligence and Machine Learning

Recently, the potential role of AI in military games has received increased attention, in part because of its championing by former Deputy Secretary of Defense Robert Work. Advocates of AI for games point to the advances displayed in competitions against highly skilled players in recreational games. Recent achievements show compellingly that it is possible to learn superhuman strategies even in games in which finding Nash equilibria would be computationally expensive or intractable. Go was thought by many to be beyond reach for AI systems until DeepMind’s AlphaGo system defeated Lee Sodol, an 18-time world champion, in 2016. Additional advances can be seen in AI systems built for StarCraft II, a popular real-time strategy game with an action space consisting of hundreds of player actions—much larger than that of Go. AlphaStar, a recently introduced AI architecture with a fairly complex modular structure that brings together several advances in deep reinforcement learning, was
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able to beat a world grand master.\textsuperscript{60} The recent successes of AI in such games as Go and StarCraft show that achieving superhuman performance in nontrivial games is possible if sufficient training data and a simulation engine for self-play are available.

However, many of the characteristics that have made these efforts successful are generally missing in policy games, particularly in games focused on UGS. Fundamentally, policy games are most helpful before a problem has been fully structured, and UGS are defined by the uncertainty surrounding available actions and causal effects. Even if the action space can be defined, the high dimensionality of UGS problems will require additional training. The use of AI might add to the difficulty of understanding results because explaining the causal logic of the algorithm’s reasoning presents a serious research problem in its own right.\textsuperscript{61} Neither training data nor the kind of simulation engine used for recreational games is available for policy games, which are generally run only a small number of times. Similarly, the presence of incomplete information will limit the viable types of algorithms and increase training requirements. Few formal verification tools exist in AI; often, the only way to ascertain whether an algorithm will work in practice is to test it on a data set—typically a large one—representative of the data encountered in the real world. An additional complication when applying AI to UGS is the need to manage multiple decisionmaking agents acting at the same time, which makes it difficult for a learning agent to find an optimal policy. All of these problem areas are the focus of ongoing research efforts but remain essentially unsolved today. A practical implication of these limitations for complex UGS games is that determining the suitability of an AI algorithm for employment in games will likely require a lengthy and iterative process of experimentation and model refinement.

These limitations notwithstanding, AI may be deployed in support of a game in at least four ways. The first potential application is in controlling individual agents or groups of agents, particularly adversarial forces. This is the most commonly envisioned application outside the gaming community but is likely one of the hardest to achieve. Using AI as a player or an agent will require addressing three key issues: how to design goals and rewards for the AI to optimize against, how to train the AI on timescales that allow for uninterrupted interaction with human players, and how to validate models to support the credibility of game results. All three issues are difficult to overcome given the limited structure around UGS and the absence of large training sets or simulations.

Second, a game environment might use AI as part of its model to add complexity to the environment. For example, an event recognition algorithm could be developed to identify certain patterns of activities by collective actors, which could trigger certain outcomes in the


\textsuperscript{61} Matt Turek, “Explainable Artificial Intelligence (XAI),” webpage, Defense Advanced Research Projects Agency, undated.
environment. The technical challenges to be solved for this kind of use of AI likely would be lower than those of using AI as a strategic player.

The third and perhaps most promising application of AI in UGS is as a tool that helps a human player make sense of the complex game environment. Rules-based applications have long existed, and machine learning–based solutions have been explored to support multidomain command and control and operations. Key advancements that are needed to support greater integration of AI into games include how to represent uncertainty, how best to integrate human operator preferences, and how to make human-understandable suggestions. Fundamentally, these tasks are required for the AI to provide a human player with suggestions that can be thoughtfully integrated into the player’s decision calculus. For example, a tool that provides a recommended course of action without an explanation often leaves a player with a dilemma whereby they must choose between an option that they developed manually and the machine-generated recommendation, the benefits of which might not be apparent. In this model, the players are effectively deciding whether they trust the algorithm more than their own judgment.

Fourth, game evaluators could rely on AI to monitor and assess large-scale games by extracting patterns from unstructured data and offering tentative explanations of causality within game play, such as player motivations. As with many of these other techniques, the need for repeated play to extract useful information might drive the costs of this approach beyond the anticipated benefits of analysis.

Human-Computer Interaction

Emerging HCI capabilities may provide important opportunities to meet three important objectives. First, HCI may facilitate new modes of game play, such as moving game boards into virtual, augmented, and mixed-reality (VAMR) spaces, thus expanding opportunities for player participation and new game designs for persistent and extended games and scenarios. Second, HCI capabilities may enable new ways of collecting information on how players use information, allocate their attention, develop roles and responsibilities within teams, frame problems, and develop and choose between prospective courses of action in games. The ability to operationalize measures from many research fields might be a key to bringing experimental and empirical methods and measures into gaming practice. Third, HCI may enable new ways to examine how computing resources can assist in, or further complicate,
strategic circumstances, by allowing players to interact with AI agents in a decision-support role, or as automated “players.”

However, a key limitation of the current wave of HCI tools is that most work to date has been focused on the relationship between a single user and the system rather than a decisionmaking group. These applications have proved useful in such training settings as live, virtual, and constructive simulation-based training systems, but they are less clearly applicable when the game is focused on group decisionmaking, as is the case in most games for research, analysis, and strategic and operational education. Here, more-promising research tends to focus on the creation of displays to facilitate group planning. For example, Simtable has deployed a variety of camera and projector technologies in emergency and incident-response situations to enable physically proximate and remote stakeholders to develop shared situational awareness and courses of action during complex emergencies, such as responses to wildfires and pandemics.

In addition to this tool-focused approach, paying closer attention to HCI can aid in mitigating some of the barriers to centering human players in games with complex models by offering advice on how to facilitate the flow of information between players and computerized tools. HCI fields have produced guides and best practices for design to help decisionmaking. Advice has varied, from using an interactive design process to favoring simple designs with clear cause and effect. The literature also provides guidelines for evaluating the success of design choices and lays out metrics, such as learnability, efficiency, memorability, errors, and satisfaction, that can be applied to game designs.

Using Better Measurement to Improve Free-Form Gaming

As discussed, the typical weakness of free-form gaming is the lack of transparency; that is, both the mental models of players and how they shape cause and effect in the game are often unclear to those outside the game room. Improving this state of affairs requires paying sharper attention to measurement of what happens in the game. Measurement is a process that moves
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from expertly identified constructs (that is, the mental models that are the focus of many games) to the identification and operationalization of potential candidate measures that can be improved with additional iterations. Although in some cases games consider unique constructs for which there is little relevant research, in many cases key ideas are shared with other studies of national security, public policy, individual and group decisionmaking, and learning. In these cases, gamers can accelerate the transition from construct to measurement and align measurements from games more closely by using other tools and leveraging other research to identify and help evaluate candidate measures.

In some cases, the relevant literature might be driven by the topic of games, which will tend to point researchers toward such areas as political science, international relations, sociology, economics, anthropology, and military history. Given the challenges inherent in the issues associated with game assessment, there might not be agreement on measures, but, even in these cases, existing discussions can help gamers map their approaches to those employed in established research from other fields. To take an obvious example, deterrence has long been seen as difficult to measure because it requires demonstrating that something would have happened had the deterrent not been in place. Security studies have long grappled with this problem, so referencing this literature can ensure that games avoid adopting approaches that have been widely critiqued and are sensitive to ongoing debates in the field.

Beyond measures of interest that are based on particular topics, broader areas of study that touch on the purpose and mechanics of games might produce measures that are relevant to evaluating a variety of games. Gaming is a social activity with human decisionmaking and interactions at its core. Understanding the empirical markers of many activities in these fields might allow better understanding and measurement of the interactions and processes that unfold during any game.

First, we can consider approaches centered on the individual. Social cognition—the study of how people make sense of others and themselves through such topics as attention and encoding (transforming an external stimulus into an internal representation), organizing memory, stages of cognitive response, affect, and social intelligence during planning—provides one potentially valuable set of concepts and methods. It appears plausible that such topics as models for learning, factors that affect learning (e.g., environmental and emotional regulation), trainability of human cognitive abilities, and cognitive biases and heuristics also provide a relevant basis for future measures and metrics. Gaming measures and
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metrics could be further advanced through the assessment of alternative cognitive processes (e.g., remember, understand, apply, analyze, evaluate, create) and the use of different types of knowledge (e.g., factual, conceptual, procedural, metacognitive).72 Taken together, these tools would better ground how individual actions are understood and evaluated within games.

Because games for policy are generally interested in the interactions of multiple players, group performance is another important research area to bring into evaluating games. It covers such topics as group formation, group influence, group decisionmaking, social motivational losses, and unique groups.73 For example, work on group decisionmaking in intelligence analysis might be transferable to group decisionmaking in national security games.74 Communications is another field of interest. For example, recent work leveraging a narrow area within communications—narrative methods—shows the potential for applying narrative analysis in games to better understand what is happening within them and to differentiate between learning by individuals and learning by groups in the game.75

For games with an exploratory objective, a potentially relevant research field is creative cognition, which draws on experimental methods from cognitive science. This covers such topics as the specific cognitive processes and structures that result in creativity, schema and mental models, models of generative and exploratory processes, methodological approaches for evaluating creativity, the conditions under which creativity emerges, and organizational creativity.76 This research can suggest helpful lenses for comparing the relative utility of game designs for specific tasks, such as synthesis or idea generation.

Table 19.1 summarizes prospective areas in which social science research fields might contribute to gaming, particularly to efforts to assess whether games achieve their stated purposes for training, education, research, and analysis.
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**TABLE 19.1**

**Potentially Relevant Fields for Better Understanding and Improving Gaming**

<table>
<thead>
<tr>
<th>Research Field</th>
<th>Sample Research Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social cognition</td>
<td>• Social intelligence</td>
</tr>
<tr>
<td></td>
<td>• Planning and decisionmaking</td>
</tr>
<tr>
<td>Education and educational psychology</td>
<td>• Cognitive processes</td>
</tr>
<tr>
<td></td>
<td>• Types of knowledge</td>
</tr>
<tr>
<td></td>
<td>• Factors affecting learning</td>
</tr>
<tr>
<td>Group performance</td>
<td>• Group formation</td>
</tr>
<tr>
<td></td>
<td>• Group decisionmaking</td>
</tr>
<tr>
<td></td>
<td>• Military groups</td>
</tr>
<tr>
<td>Communications</td>
<td>• Narrative methods</td>
</tr>
<tr>
<td>Organizational psychology</td>
<td>• Organizational learning</td>
</tr>
<tr>
<td>Creativity</td>
<td>• Preconditions for creativity</td>
</tr>
<tr>
<td></td>
<td>• Evaluating creativity</td>
</tr>
<tr>
<td></td>
<td>• Organizational creativity</td>
</tr>
</tbody>
</table>

**Charting a Middle Path: Introducing the Contest Arena Gaming Concept**

The approaches that we have discussed seek to move from the extremes of Approach 1 and Approach 2 gaming to positions closer to the middle. But what if it were possible to borrow from both approaches by depending on high-complexity modeling while still centering human sensemaking and decisionmaking? In this section, we present one such possibility, which we have dubbed a *contest arena*.\(^{77}\) In many ways, this concept draws on the same types of developments discussed for improving the state of Approach 1 and Approach 2 gaming but goes a step further in seeking a synthesis of the two as a third way to design and conduct games.

**Characteristics of a Contest Arena Game**

In defining the contest arena concept, we retain the standard elements of a game—the environment, players, and rules that govern the relationships among them. However, we envision technological tools, most prominently agent-based models, that serve as interactive game boards that can evolve and change over time. Players can access and interact with this board through various HCI and VAMR technologies. These technologies digitally capture and facilitate the exchange of information between the human players and the models that make up the game board. Moreover, through the capture of more of the players’ cognition,
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decisionmaking, and interactions in a digital form, increasingly sophisticated measurement may be performed to get more value from expert participation and more transparency on the experts’ strategic calculations and choices. At the same time, the arena would be designed to prioritize player freedom of action to allow novel moves and contributions from player mental models that might not be fully captured in the initial game model. The result is that strong elements of Approach 1 and Approach 2 gaming are hardwired into the arena. We see six elements as key to the contest arena concept.

A Socially Complex and Dynamic Game Environment

Traditionally, the environment of policy games is created through a mix of narrative scenarios, maps of physical terrain or concepts, and modeling that describes the relationships between elements. Our vision calls for leveraging the emerging complex computational models that represent societies to improve on traditional model-based games by generating in simulation high-dimensional, interdependent representations of populations in UGS.

Our initial vision is based on the use of an agent-based model in which the population is represented at the level of the individual with characteristics that influence how individuals will interact with other agents and in response to player actions. The use of an agent-based model may allow populations within the model to be dynamic and adaptive over an open-ended interaction space and, at least with some degree of abstraction, to continue to maintain the properties of a socially complex, internally consistent and plausible society despite novel actions by human players or other agents. These features would allow the arena concept to move away from the traditional design choice between a formalized model and free play by generating traceable models that also can accommodate multidimensional player choice.

Additionally, this approach would allow a much greater degree of complexity, to better mimic society. Meeting this requirement will require using models that address both (1) a stratified social system that is characterized by inequalities resulting from specialization and competition within the society and (2) the characterization of each agent’s status in a broad context that includes social, economic, political, military, and environmental properties. Put simply, agents would be differentiated across several characteristics, allowing players to explore how different social segments might interact differently.
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This model would both provide high levels of dimensionality to the arena and the agents on the game board and allow a dynamic environment in which the situation that players face would evolve and change, even without any direct action on the part of the players. Specifically, the central premise of the contest arena would be that the world in which competitors engage has its own endogenous dynamics that must be understood, considered, and, when possible, influenced as part of players’ strategies. Such an approach would have far more in common with representations of individuals, organizations, and societies associated with digital twin models than with traditional game models that seek to be as parsimonious as possible.

Multiple, Semicompetitive Actors
Another feature of the contest arena is that it would be explicitly multiplayer, requiring that teams engage beyond simple zero-sum or purely competitive interactions. Instead, a competition arena game would feature many teams, each with different goals, preferences, capabilities, and resources. The result would be that each team would need to consider both competitive and cooperative strategies and discover the goals and motives of multiple teams.

The heterogeneity among player teams could be substantial. For example, teams might represent consolidated states with a global or regional presence, substate actors ranging from insurgents to trade associations, or transnational nonstate actors, such as foreign fighters and international relief organizations. Each organization would have different capabilities, objectives, levels of access to the local population, and knowledge of the environment—all of which would shape how the team would interact with the population—rather than using a one-size-fits-all solution, which can occur in traditional game constructs. The arena would better align with the conditions of infinite games or brawls; the arena would involve many players competing and ultimately succeeding by surviving and continuing to play. An arena that supported infinite game play could be achieved in a different fashion for each player rather than through traditional game victory conditions in which one player’s victory is another’s defeat.

Flexible Rules
To enable flexible game play, every effort would be made to allow players to generate action not envisioned by the original designers. Overcoming this traditional weakness of Approach 1 games will likely require progress in several areas. First, the game’s model will need to include a population that exhibits a variety of complex social interactions and structures, which provides a naturally diverse menu of interactive opportunities that consists of military and non-military actions. Progress in this area will ensure that the model is capable of capturing a wider range of potential actions. Second, advanced HCI might reduce the barriers to manipulating models in unanticipated ways, thus allowing the game to provide a level of openness to
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the model that more closely resembles the flexibility of current Approach 2 games. For example, speech-to-text capabilities and machine vision might allow users without programming expertise to draw and describe new decision rules for interacting with computational agents in the arena’s artificial society—effectively making human players increasingly interpretable to the arena in which they are playing.

Today, such approaches usually require the intervention of both subject-matter experts to interpret player actions and technicians to modify models. This approach is not only costly and time-consuming, but it can also limit the traceability of key sequences of cause and effect because adjudicator mental models are potentially both opaque and not aligned with player mental models. Developing systematic processes and tools that empower players to modify models easily and quickly within games would simultaneously enable greater creativity and more directly capture players’ expertise than current practices offer.

Long-Term Play

Traditional games are generally limited to a few hours, days, or weeks at the longest, which can make it difficult for the multitude of small, strategic, and organizational choices that undergird long-term competition to unfold and be examined if events are considered with much granularity. To take advantage of the detailed and dynamic game board, contest arena games would be designed to run for weeks, perhaps even months, by providing a persistent environment. This much longer period of play would allow far more opportunities for adaptive dynamics to appear and influence decisionmaking. This long period of play would also more realistically simulate the reality of day-to-day decisionmaking during long-term competition, in which periods of heightened activity punctuate stretches of time in which other priorities come to the fore.

Transitioning to a digital gaming environment would free games from some of the most mundane yet significant constraints—the availability of appropriate game spaces and the costs of travel to support colocation. A physical game that is backstopped by the digital tracking of physical assets would enable the rapid breakdown and reconstitution of game states or their synchronization across multiple player sites.

Long periods of game play would require new models for player recruitment and sustained participation. This would involve new thinking about compensation, the provision of read-ahead and preplay materials, and the creation of a digital infrastructure to enable participation from the variety of computing environments found in national security–adjacent organizations. When games are played in a matter of hours or days, it is often easy to “borrow” civilian staff, military officers, and outside academics and contractors from their day-to-day routines. Far longer periods of play will likely require new arrangements between games and individual participants, as well as the institutions they represent. One existing model for securing such attention can be found in the U.S. Naval War College’s Halsey Alfa
games, in which professional military education students participate as part of their coursework every year. Other options are contracted player teams and a dedicated staff function.

Self-Organized Human-Machine Teams
To manage the complexity of the environment, artificial society, multiplayer teams, and long periods of game play, players likely will need various forms of assistance in performing cognitive and operational tasks within the game. For example, monitoring a game environment that changes dynamically around the clock would be difficult for a team working eight-hour shifts without tools for change detection that were able to detect and call attention to important changes in the game environment. This opens the space for a variety of computational capabilities that could run the gamut from information monitoring, dashboards, and alerts to advanced applications of AI for use as decision aids or in task automation. Enabling these capabilities would require a set of predefined, published application program interfaces (APIs) to allow machine-to-machine communication across player teams and the arena and the necessary development time prior to game play to allow teams to enter the arena battle ready.

A contest arena presents new opportunities to study how players and player teams might best employ computational resources. Specifically, how players internally organize as a team and apply computing resources to information collection, sensemaking, decision support, and operational oversight and automation could provide an invaluable window into how AI might ultimately affect military organizations and operations in highly complex, open-ended strategic environments.

Instrumented Game Play
Both the contest arena and the physical and digital spaces in which players deliberate would be instrumented to make data capture as low cost and unobtrusive as possible from the perspectives of players and researchers. This would involve favoring interfaces that serve as passive means of data collection and building in tools to easily add active data-capture instruments that align with best practices in relevant fields. For example, the arena might allow easy randomization of players to support survey experiments as part of game play. The goal would be to enable the contest arena to harness improvements in data collection and measurement as a means for better understanding player sensemaking processes, mental models, and decisionmaking. Assessment functions would work to measure how player teams understand the complex behavior of the artificial society and to trace how this understanding translates into the processes of generating, evaluating, and implementing strategies and operations given the environment and other players.

Potential Gains from a Contest Arena

The contest arena presents four opportunities to advance understanding of decisionmaking in infinite games or long-term competition in UGS. First, it offers an opportunity for various stakeholders to engage directly with both one another and models to provide rich feedback to the research teams. Second, the contest arena allows direct measurement and comparison of how well decisionmakers’ mental models of a complex social system align with the causal processes governing the behavior of the artificial society within the arena. Third, the arena offers a setting to study organizational designs for long-term competition, particularly the interface between human and computational principals and agents. Finally, the contest arena may create a virtual “sandbox” for testing policies before they are implemented in the real world.

Engaging Environment for Stakeholders to Interface with Complex Models

Traditional games have long been valued for their ability to engage stakeholders and generate compelling stories about how and why change needs to occur to effectively deal with specific strategic challenges. Approach 2 games in particular are seen as opportunities to bring diverse stakeholders into a space to learn from each other directly. The contest arena concept offers the possibility of reaching a larger population of participants by supporting more player teams without some of the costs of travel that are traditionally associated with games. At the same time, by competing through an artificial population with features that resemble those of real-world UGS, players may be challenged to reason and act within the bounds of an internally consistent, complex representation of an undergoverned space and may simultaneously improve that representation by creating new model inputs. Thus, a contest arena game would enable a type of direct feedback about the model that is often difficult to secure in Approach 1 games, particularly as models become more complex.

Ability to Compare Team Models with “Ground Truth”

The use of causal models in the contest arena enables research teams to directly compare the understanding of cause-and-effect relationships held by players with the underlying model that governs the behavior of the actors that make up the arena. This direct comparability allows researchers to assess the relative and absolute ability of different teams and approaches to correctly understand and model the strategic dynamics of UGS. It also potentially allows researchers to assess the relative predictive power of alternative approaches to strategic assessment and action. Such research would build on prior scientific efforts to understand, predict, and prescribe policy actions within simulated social systems. In particular, the arena would allow researchers to explore an environment in which multiple teams are predicting causal

---
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83 However, this benefit might be counterbalanced by the longer timeline of the contest arena game.
outcomes and taking action to change the arena simultaneously, allowing for deeper study of interaction effects than research to date.

Studies of Organizational Design for Long-Term Competition

The ability to observe team decisionmaking in UGS in a controlled environment provides an opportunity to better understand the relative successes or failures of organizational designs and processes. Research questions might focus on the value of AI assistance in performing different tasks, differences in communication styles depending on team style and composition, or the openness of decisionmaking processes. Although such studies can be conducted in other settings, games provide greater access to decisionmaking processes, a greater ability to collect data, and more opportunity for organizational experimentation than is often possible in sensitive national security organizations during a real-world crisis. The ability to explore organizations over time as they adapt and evolve in the face of changing facts on the (arena) ground, where the perspectives of all actors are equally accessible, might provide unique analytic opportunities to better understand organizational behavior in UGS and long-term competition.

Low-Risk Policy Experimentation

One common application of games in policy spaces is to act as a test bed for new policies before the costs of implementation are incurred. Although game results are rarely perfectly predictive, games that are focused on implementation can reveal potential reactions and unanticipated consequences of a new approach and can allow policies to be refined and adjusted before implementation is attempted.85 Such games can also enable controlled comparison, such as A/B testing, between alternatives that might be too expensive, ethically fraught, or practically impossible to attempt in the real world. A contest arena game would provide a forum to test policies in the context of UGS. This approach might be particularly valuable for considering strategic dynamics over substantial periods of time, particularly as multiple actors modify their behavior in response to one another’s policy actions. Such changes are central to adaptive planning, but they can be difficult to observe in the field, where data are missing, sparse, or lost, thus making long-term assessment a challenge.

Concluding Thoughts

Gaming remains one important method for researching national security competition and conflict. However, approaches to gaming suffer from their lack of ability to handle complexity, resulting in a push toward either increasingly model-based formal methods of game adjudication that limit player freedom and might not be externally valid (Approach 1) or highly flexible, expertly adjudicated games that might allow highly creative strategies to emerge.

85 For an example of the impact of games for this application in a different context, see Elizabeth M. Bartels, Jeffrey A. Drezner, and Joel B. Predd, Building a Broader Evidence Base for Defense Acquisition Policymaking, Santa Monica, Calif.: RAND Corporation, RR-A202-1, 2020.
but might lack internal consistency and validity (Approach 2). Recent efforts have offered incremental improvements to both approaches, but they have failed to offer a genuinely novel approach to gaming that can provide new types of insights on active policy questions.

Emerging technologies could enable a new class of games that might offer a third way of designing and playing games. In this approach, agent-based models serve as game boards in which diverse, socially complex societies represent open-ended, evolving populations over which multiplayer teams compete. Through advancements in AI, HCI, and distributed computing, new models and interfaces can address many of the weaknesses of traditional Approach 1 games while providing the ability for players to modify models in real time that might allow the preservation of the strengths of Approach 2 games. Together, new approaches to game design and conduct might be able to place decisionmakers in increasingly complex and instrumented environments, allowing better insights into organizational and strategic decisionmaking in long-term competition and engagement in UGS.

Collectively, increasingly complex games may both elicit and expose the effects of complexity on strategic and organizational behavior and develop decisionmaking expertise that might not be attainable with traditional games. The contest arena concept that we have proposed draws inspiration from Herbert A. Simon’s classic observation that it is the environment, not the decisionmaker, that drives complex behavior:

We watch an ant make his laborious way across a wind- and wave-molded beach. He moves ahead, angles to the right to ease his climb up a steep dunelet, detours around a pebble, stops for a moment to exchange information with a compatriot. Thus he makes his weaving, halting way back to his home. . . .

Viewed as a geometric figure, the ant’s path is irregular, complex, hard to describe. But its complexity is really a complexity in the surface of the beach, not a complexity in the ant. On that same beach another small creature with a home at the same place as the ant might well follow a very similar path.  

A contest arena, or other new approaches to designing increasingly complex games, could provide the beaches needed to better understand how to engage in UGS and compete over the long term in infinite games.
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While it is customary to end reports with findings or conclusions, such an ending would be out of place here. Findings or conclusions should be reserved for the end of a journey. Instead, we are at the beginning. The preceding chapters are the first of many steps to develop the concepts, approaches, and tools needed to help the U.S. Department of Defense (DoD) and National Security Enterprise (NSE) navigate undergoverned spaces (UGS) in ways that are built on robust theoretical and empirical foundations. Therefore, instead of conclusions, we end with a few themes that we believe provide promising pathways for future progress.

UGS Will Remain a Strategic Challenge

UGS will endure as a strategic challenge that DoD and the NSE must face, regardless of whether the United States prioritizes counterterrorism, confrontation of regional powers, or long-term competition with global rivals. UGS represent areas in which nonstate threats can emerge, regional conflicts can spark into proxy wars, and great powers can shift the status quo to their benefit. Thus, although the strategic goals and motives for intervention may differ, the need to make sense of and successfully act in these spaces is critical.

Today, much of the focus on UGS is driven by the strategic demands of great-power competition in U.S. strategy. Here, UGS are important as an arena for competition, which can manifest in such ways as proxy warfare, gray-zone activities, or competitive rulemaking. At the same time, actors ranging from subnational political organizations to multinational firms are also acting in these spaces to secure their own interests. This creates an environment in which multiple actors could be both cooperating and competing across overlapping issue areas, generating a complex adaptive environment that requires greater demands for understanding and for nuanced action in pursuit of the national interest.
DoD and NSE Structures and Decisionmaking Processes Are Poorly Suited for Meeting UGS Challenges

Despite the historical importance of UGS, DoD and the NSE have struggled to understand and to act productively in these environments. In many cases, UGS-related issues fall between the seams in structures and processes. For example, effective action in these environments often requires the synchronization of instruments of national power that are divided between different organizations, thus making coordination difficult, slow, and prone to confusion. Similarly, the need to act on different timescales—moving quickly to adapt to new conditions while also needing to assess the impact of activities over years and even decades—challenges processes.

These barriers to successful engagement are known to practitioners but have persisted because of the perception that they serve other, higher-priority needs, particularly in DoD. Without change to these key processes, those seeking to manage complex adaptive environments with competitive ambiguity will continue to face an uphill battle.

Long-Term Competition in UGS Requires New Concepts and Approaches That Integrate Research, Analysis, Operations, and Strategy

To better position the U.S. government to manage UGS, new approaches are needed. One way to conceptualize the needed change is to envision a shift from a finite to an infinite game. Traditional military thinking imagines politics and security as a series of contests conducted between defined competitors at bounded points in space and time. However, such a vision obscures the requirements and opportunities presented by infinite games, in which objectives are not to achieve an unambiguous victory over a competitor but rather to endure for as long as possible. Given this difference, a set of alternative premises about surprise, death versus defeat, and power versus strength arise that provide alternative concepts for motivating actions and measuring their success or failure.

New concepts motivated by learning and adaptation, such as the Act-Sense-Decide-Adapt (ASDA) cycle, offer an opportunity to envision national security as a learning process within infinite games—while still admitting the prospect of finite games being played within them. In doing so, engagements might not build toward conflict but rather support the discovery of interests that could give rise to enduring mutualism and encourage institutions and norms that could enable stable and prosperous relations to emerge. Put differently, such an approach broadens the aperture of possibilities that decisionmakers should consider, including more and perhaps more-advantageous courses of action than are provided by traditional assessments.

This type of approach also offers a blueprint for the integration of research, analysis, operations, and strategy. The ASDA cycle argues that knowledge must be continuously pursued and aggregated to test, refine, and challenge beliefs and models that motivate action and evaluate options. Moreover, successful engagements, particularly those that develop robust
governance institutions, may not simply demand changes in approaches but may admit the possibility of evolving preferences and goals. Thus, not only should the ways and means of operations change, but the very ends being pursued by strategy might change as well.

Investments in the Social Sciences Are Needed

Throughout this report, we have seen that challenges posed by UGS were intimately connected with human decisionmaking, behavior, and interaction. These are areas of inquiry in which the social sciences are crucial for gaining a solid empirical understanding; however, the state of these fields is insufficient to meet the requirements of decisionmakers who need to understand and engage in UGS. Two classes of interrelated investments are needed and can be placed into context within the workings of the ASDA cycle.

First, better models of humans and systems of humans are needed to advance the state of the art regarding the Sensing phase of the ASDA cycle. For sensing to assist a decisionmaker’s understanding of the world, new techniques for collecting and connecting data and theory are needed—particularly at granular levels and frequencies that exist beneath the administration of formal governance institutions. Equally important is the need for theories that admit more complexity than contemporary approaches offer—in terms of heterogeneity of actors, their goals and behaviors, and their interdependency. Such work will also require a change from studying the rare and unusual to collecting and analyzing baseline information as a way to contextualize extraordinary moments. As new tools are developed, they will help make sense of the links between probing actions and observed changes in the environment, ultimately bringing new information into decisionmaking processes.

Second, research into the social sciences is needed to benefit the decisionmaking step of the ASDA cycle, thus continuing the earlier steps of data collection and assessment by converting analytic outputs into decision-relevant inputs. Here, the challenges are how to design decisionmaking processes and establish criteria for evaluating policy options based on robustness, resilience, and the ability to adapt to perpetual novelty. On this matter, answers are needed for questions about how to render decisionmaking more open to multiple stakeholders, reduce bureaucratic barriers within organizations, and maintain conceptual and resource commitments to continual exploration.

Collectively, advances in how social systems are understood and how such knowledge can be employed to greater effect in the pursuit of national security would enhance long-term competitiveness and U.S. ability to engage and adapt in UGS of all kinds.

UGS Will Require New Tools and Rationales for Policymaking

Contributors to this report identified characteristics of promising policy analytic tools and rationales for engaging in UGS and long-term competition more broadly. First, tools should assist in the development of options that do more to explore what is possible than conven-
tional planning tools that emphasize the exploitation of what is already known. Actions, particularly small ones, may be justified given the value of information they provide (successful probes), even if they are not understood as the most efficient path toward a goal.

Analytic tools should seek robust and resilient options rather than optimal ones. Such a shift admits to the immutable presence of uncertainty in multiple dimensions: the state of the world (parameters), the causal or relational structure of the world (model), and the value of different outcomes that may result (preferences).¹ Some sensitivities to these uncertainties are the need to model and evaluate data at multiple temporal and spatial scales and the need to consider alternative boundary conditions on system participants and other scoping conditions (e.g., available resource goals and policy priorities). It also requires the ability to mix multiple methods (e.g., data analytics, field surveys, case studies, human played games, and formal modeling and simulation) to create alternative competing analyses and integrated and federated studies.

In total, future analytic processes and products should be strengthened by their openness and ability to accept inputs from multiple stakeholders while finding a basis for motivating collective action among those stakeholders. This is particularly important in the context of UGS, given that these are domains in which a single decisionmaker or actor, without the cooperation of others, lacks the power to effectively control events and dictate outcomes.

Artificial Intelligence Will Be Important and Limited

The advances in artificial intelligence (AI) remain impressive but narrow. AI systems have proven to be adept at performing well-defined tasks, and many impressive results have emerged from the application to competitive games in which AI systems have displayed superhuman performance. Yet significant gaps remain in terms of harnessing computational power to understand strategic interaction and open-ended systems in which the space of possible interactions are massive, the results of interdependent choices are non-zero sum, and the conditions that bound choices and criteria from evaluating outcomes are perpetually altered. These higher-order features of complexity are likely to remain stubborn boundaries for AI.

Within the context of the ASDA cycle’s phases, whenever problems are well specified, AI will play an important role. These most likely will occur during phases in which probing actions and the sensing of their effects will reward acting at speeds or scales that strain human decisionmaking and organizations. Alternatively, within the Decide and Adapt phases, information is interpretated, models are developed and discarded, preferences are explored, and

new forms of organization and operations are considered. In these phases, computation may play significant roles, but the types of autonomy in decisionmaking and action achievable in other phases may give way to interactive systems, placing greater stress on the shared ability of humans and machines to handle uncertainty and ambiguity.

**Research and Analysis to Support UGS Will Need More-Robust Infrastructure and Organizations**

Engaging in UGS will require support from an adaptive planning capability, such as the ASDA cycle, and will demand analytical and data collection capabilities with considerably higher capacity and flexibility than existing infrastructure and tools offer today. The potential for rapid and continuous change in strategy and operations might require new ways to couple research and analysis with the decisions they inform and the capabilities that decisionmakers desire. Here, robust investments in research infrastructure could bridge the gap between the stability of resourcing and focus needed to develop and accumulate basic research and the ability to pivot rapidly toward prospective applications to keep pace with continuously shifting policy and operational needs.

Ironically, new approaches may revisit older visions of grappling with complexity in science. Specifically, when imagining approaches for coping with organized complexity, Warren Weaver drew inspiration from the interdisciplinary operations analysis teams of World War II that brought together mathematicians, physicists, and engineers with physiologists, biochemists, psychologists, and social scientists.² Connecting interdisciplinary research teams with operations exposed researchers to the practical problems for which there existed a demand for new solutions; it also allowed operators to better understand and appreciate how research processes and teams could be tailored to their needs. As Weaver noted, this should not be a template for all of science but would constitute an important step in aligning decisionmakers with operations and research communities—a set of relationships that will be strained—as the demands to adapt at faster rates and with greater magnitudes of change intensify in UGS.

**Concluding Thoughts**

We hope that the chapters in this report start a larger dialogue among scientists, technologists, and policymakers working at the interface between governance and national security. We believe UGS, while likely to remain an amorphous concept, present an opportunity to foster productive debate and assist in identifying threats, risks, and opportunities across increasingly heterogeneous and interdependent domains of competition.
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In this report, several authors explore the concept of undergoverned spaces (UGS) and the concepts, challenges, and prospects for developing new approaches to long-term competition in open-ended or infinite games within the context of UGS. This exploration marks an initial step toward developing a functional perspective on determining whether new approaches to strategy and engagement are warranted, and what the implications of those steps might be regarding the actions considered, the rationale for choosing among those actions, and the ways that the U.S. Department of Defense (DoD) and National Security Enterprise (NSE) organize to perform them.

This report is divided into four parts, each presenting different perspectives on the challenges posed by UGS and the opportunities to improve how the United States competes within them.