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Summary

Issue

- Training in the United States Department of the Air Force (DAF) is essential to develop, upskill, and sustain the abilities of airmen, guardians, and civilians.
- The DAF might leverage training and education technologies developed in industry, academia, and the government to maximize training effectiveness.
- Computational cognitive models of knowledge acquisition and retention are one potentially transformative training technology.
- These models can be used to develop empirically grounded curricula and to deliver personalized training.
- The DAF should develop and evaluate multiple courses of action (COAs) to find high-leverage applications of computational cognitive models to knowledge acquisition and retention.
- Second-language learning is one such application.

Approach

To evaluate the feasibility of applying cognitive models of knowledge acquisition and retention to DAF training and education, we conducted a market analysis and literature review of adaptive training technologies being developed by industry, academia, and the government. We then validated a computational cognitive model of knowledge acquisition and retention using a large dataset on second-language learning gathered in a naturalistic setting. Next, we developed statistical methods to calibrate the model to individual students and to groups of students. Finally, we conducted a detailed analysis of the goals, data-capture capabilities, and information technology system affordances of the Air Education and Training Command (AETC) Linguist Next (LN) Modern Standard Arabic Basic course. The synthesis of our analyses revealed that a specific computational cognitive model—the Predictive Performance Equation (PPE)—can be applied to the acquisition and sustainment of mission-critical knowledge. We demonstrate multiple COAs for applying PPE using the detailed case study of the LN Standard Arabic Basic course.

Key Findings

- Adaptive training approaches that use computational cognitive models are relatively underexplored, yet they offer more benefits than other approaches.
- Of the computational cognitive models that have been proposed, the PPE has been demonstrated in many domains and settings.
Building on previous work that has demonstrated PPE in real-world settings, we find that it also provides a valid account of second-language learning in representative settings.

Of the elements covered in the LN Standard Arabic Basic course, PPE is most applicable to the acquisition and retention of task-critical vocabulary.

PPE can be used to deliver empirically grounded recommendations for when to introduce and rehearse task-critical vocabulary in the LN curriculum at the classroom level.

Student performance measures captured in the LN Standard Arabic Basic course provide information about mastery, yet they are not intended for personalized training.

One promising COA is to deliver rehearsal activities and assess mastery of task-critical vocabulary using a separate software application designed for cognitive model–based personalized training.

Recommendations

We recommend the following:

- **The DAF should leverage cognitively inspired technologies to augment training.** These technologies are based on decades of learning-science research and have been shown to yield measurable benefits in terms of level of mastery and speed of learning.
- **The DAF should use computational cognitive models of knowledge acquisition and retention to deliver empirically based, personalized training.** Cognitive models are underexplored relative to other approaches to delivering adaptive training, yet they might be more suitable and might offer significant benefits beyond those methods. Furthermore, cognitive models provide a way to trace knowledge retention across long periods and during periods of disuse.
- **Air Force Research Laboratory (AFRL) should work with the DAF training enterprise to identify knowledge, skills, and abilities (KSAs) that underlie task performance to permit the application of cognitive models.** Furthermore, AFRL should work with the DAF training enterprise to tag training materials based on the KSAs they involve and to develop quantitative measures of KSA performance. This level of analysis is needed for cognitive model–based, personalized training.
- **AFRL should continue to develop statistical methods to calibrate cognitive models efficiently and effectively for individual students and groups of students.** Different implementations of the method used here, Bayesian hierarchical models, are needed to scale methods to larger numbers of students.
- **AETC LN should use a separate software application specifically designed for personalized training to deliver rehearsal activities of task-critical vocabulary.** The LN curriculum must satisfy several objectives. Thus, learning events cannot be fully tailored for cognitive model–based, personalized training. A promising alternative is to track all learning activities that students complete but to limit personalized training to a separate application that complements the full curriculum.
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Chapter 1. Introduction

The objective of training and education in the United States Department of the Air Force (DAF) is to give airmen, guardians, and civilians the occupational and institutional competencies needed to support DAF warfighting functions. By delivering effective training and education, the DAF can more effectively use its human capital. More to the point, the DAF’s success in training and education undergirds its ability to provide warfighting assets to combatant commanders and to maintain asymmetric advantage over competitors. New technologies that accelerate knowledge acquisition and retention can have an outsized impact on maintaining this advantage.

The training and education that is vital to DAF mission success is costly. The DAF fiscal year (FY) 2023 Operations and Maintenance (O&M) Budget request includes $2.16 billion for training and education. This does not capture the full cost of training and education, which also includes personnel and procurement expenses contained across other budget activities. In his call to accelerate change in multiple areas—including training and education—Chief of Staff of the Air Force (CSAF) General Charles Brown wrote that we must “transform the way we learn across all facets of USAF [United States Air Force] education and training curricula.” By doing so, the DAF can field a highly capable workforce in an economical manner.

The DAF has taken steps to modernize training and education. For example:

- The Air Force Research Laboratory, Airman Systems Directorate (AFRL/RH) develops human-centered technologies, including technologies to deliver training and assess human performance.
- The Air Education and Training Command Analysis and Innovation Directorate (AETC/A9) explores opportunities to integrate technologies into the DAF learning environment.
- The Technology Directorate (AFWERX) of the Air Force Research Laboratory’s (AFRL) partners with academia, industry, and government to develop and transition dual-use capabilities, including training capabilities.
- Numerous smaller-scale efforts are underway to leverage educational technologies in the DAF.

---

The DAF’s training and education portfolio encompasses a wide variety of technologies. These include technologies to deliver training in live and virtual environments, sensors to capture task behaviors and monitor physiological and mental states, algorithms to objectively assess performance, and information systems to deliver training globally and provide an integrated record of an individual’s training history.

Computational cognitive models of knowledge acquisition and retention are one potentially transformative training technology that the DAF is considering. These models emulate psychological processes that occur as people learn. Computational cognitive models are implemented as quantitative algorithms that estimate how knowledge is acquired and retained. These models can be used to simulate and predict the effects of various training interventions on knowledge acquisition and retention as well as to prospectively identify the interventions that will yield the greatest benefits for groups and individuals. Furthermore, these models can be calibrated to account for individual differences in ability and experience. In this way, computational cognitive models can be used to deliver personalized training that, in turn, can enhance learning gains and reduce training time.\(^4\) Terms of art from this area are defined in the box.

### Key Terms Related to Cognitive Modeling

- **Cognition.** Mental processes relating to the acquisition, storage, retrieval, and use of information.

- **Cognitive Model.** An approximation of cognitive processes that occur in humans or animals. These models might be used to predict and understand behaviors.

- **Computational Cognitive Model.** A type of cognitive model that approximates mental processes using mathematical equations and is run using computer simulations. Computational cognitive models often focus on the structural properties of the cognitive system that are common across all individuals.

- **Parameters.** Aspects of the cognitive system that vary across individuals, such as the efficacy and efficiency of learning and memory.

- **Inputs.** An individual’s current and historical experiences. When inputs and parameters are combined, a computational cognitive model might be used to predict an individual’s future behavior.

- **Calibration.** The process of using statistical methods to estimate parameters for an individual to account for their past behavior using a computational cognitive model.

- **Prediction.** The process of using a calibrated computational cognitive model to predict the future behaviors of the individuals.


\(^4\) In the remainder of the report, we use the phrase *cognitive models.*
Cognitive models encompass diverse approaches, such as neuron-level modeling, production systems that simulate the interaction between different psychology processes, and mathematical modeling that capture highly replicable behaviors. The models we consider in this report are primarily at the level of mathematical expressions of invariant cognitive phenomena.

AFRL asked RAND Project AIR FORCE to examine the feasibility of using cognitive models to deliver empirically grounded and personalized training to USAF linguists. In this report, we present results of a market analysis and academic literature review of state-of-the-art approaches for adaptive training. One cognitive model, the Predictive Performance Equation (PPE), emerged as especially well suited for adaptive training, given the large number of domains and settings in which it has been used. We validate the model in the context of second-language learning and demonstrate statistical methods to calibrate the model for individual students and groups of students. Finally, we show how the PPE can be integrated into the Air Education and Training Command (AETC) Linguist Next (LN) Modern Standard Arabic Basic Course.

Study Context

This study is positioned at the convergence of learning science, instructional design, adaptive training, and DAF training needs. In this report, we briefly review the history of learning science to situate contemporary work on cognitive models. We then discuss how cognitive models can be incorporated into a variety of instructional designs, ranging from self-guided to instructor-led and from fixed to personalized designs. Within different instructional designs, cognitive models can provide adaptive training that flexibly targets the development of skills based on the unique needs of groups or individuals. Finally, we highlight different DAF training needs that adaptive training technologies might address. Although the remainder of the report focuses on the potential for cognitive models to provide adaptive training for linguists, the rest of this section illustrates the broad applicability of these methods for a variety of training needs and learning environments.

Cognitive Science Approaches to Learning and Memory

The world is astonishingly complex, and human beings are not born knowing how to respond to all—or even most—of the circumstances they face. To deal with these challenges, human beings evolved general learning mechanisms. The key question in learning science is how humans acquire knowledge and adapt to environments as effectively as they do. Indeed, despite

---


impressive advances in artificial intelligence (AI) and machine learning (ML), no AI system yet exhibits anything like general human intelligence.\(^7\)

**Learning** refers to the acquisition of knowledge, skills, and abilities (KSAs) needed to enable long-lasting behavioral change, and **memory** refers to the mental records of knowledge and experiences that underlie that change.\(^8\) During the past two centuries, modern scientists have sought to understand how humans and animals learn, and, since the late 1800s, to link behavioral changes to the neural mechanisms that enable them. Scientists have also created computational models that emulate the neural and psychological processes that give rise to learning and memory. Several of these models have inspired contemporary approaches in AI. The following text box briefly summarizes the history of learning-science research.

---


History of Learning-Science Research

**Late 19th century.** Hermann Ebbinghaus conducted the first rigorous studies of memory and established that memory performance increased with the amount of practice and decreased with the time elapsed since practice had occurred. At around the same time, Edward Thorndike observed that animals learn to repeat behaviors followed by rewards and to avoid ones followed by punishment.

**Early 20th century.** Seminal findings on memory and learning gave way to grand theories of behavior. These theories emphasized the roles of learned associations between conditions, actions, and outcomes, and the flexible use of information stored in memory to decide how to act.\(^a\)

**Mid-20th century.** The advent of computing during the late 20th century led to computational cognitive models that could be implemented in computer code and used to simulate mental processes that give rise to behavior.\(^b\)

**Late 20th century.** Shortly thereafter, AI emerged as a separate academic discipline.\(^c\) Interestingly, AI researchers have developed methods that learn stimulus-response associations (e.g., model-free reinforcement learning) along with methods that manipulate knowledge in a more flexible manner (e.g., model–based reinforcement learning). This parallels historical and contemporary distinctions present in the study of human learning and memory.

At the same time, the burgeoning field of neuroscience has traced different forms of learning to different brain regions, first by studying patient populations, and then by using functional neuroimaging methods.\(^d\)

Finally, the nascent field of educational data mining (EDM) begin to develop two classes of methods, Bayesian knowledge tracing (BKT) and logistic knowledge tracing (LKT), for tracking student learning.

**Early 21st century.** The advent of methods to deliver training and education content on computers and to collect measures of student learning and performance has created large datasets.\(^e\) These datasets can be used to develop and refine cognitive models and to explore the implications of those models in naturalistic settings.


Findings from learning science have had significant practical implications. For example:

- **Desirable difficulties.** The primary goal of instruction is to produce long-term change, yet performance observed during instruction is an unreliable predictor of whether such change has occurred. Research on desirable difficulties has revealed that a variety of strategies (such as overlearning, distributed practice, variability of practice, and retrieval practice) make acquisition more difficult but boost long-term retention.\(^9\)

- **Cognitive load.** Cognitive load is the demand for working memory resources placed on a learner by a task. When cognitive load exceeds an individual’s working memory capacity, learning is impaired. Research on cognitive load theory has shown that varying

the cognitive load according to an individual’s level of expertise increases learning gains.\textsuperscript{10}

- \textit{Transfer}. Transfer refers to the application of learned KSAs to a new context—for example, rehearsing a task in a training environment and performing it for the first time in an operational environment. Research on transfer has helped to elucidate the perceptual, motor, and cognitive components of tasks that must be represented in simulators to engender transfer to live environments.\textsuperscript{11}

- \textit{Cognitive models}. Cognitive models have been developed to emulate human learning and memory. These models can be used to develop training schedules to increase long-term retention. These models can also be used to trace an individual’s level of mastery to select and deliver learning events in a personalized manner.\textsuperscript{12} A related class of models from EDM that account for the effects of myriad factors on learning have also been used to deliver personalized instruction.\textsuperscript{13}

These findings underlie learning-science applications that have enhanced the acquisition and retention of KSAs in myriad domains and for military and nonmilitary populations.\textsuperscript{14} In this report, we focus on the class of findings that involve cognitive models.

\textit{Instructional Design}

A fundamental distinction in educational psychology is between personalized versus instructor-led learning. A second distinction is between self-guided versus fixed learning. Additionally, there are training designs in which these two dimensions intersect. Though we use the terms \textit{student} and \textit{classroom} in our discussion, these designs apply to other types of trainees and training settings. Presented in Figure 1.1, these training designs can be categorized as follows:

- \textit{Fixed curriculum}. This design is most like a teacher delivering classroom instruction. The primary benefits of fixed curriculum are that the teacher can develop an effective sequence of learning events and modify their delivery to meet the needs of the class. Its primary drawback is the limited opportunity to tailor instruction to individuals’ needs.

• **Human tutor.** One-on-one tutoring is the gold standard in education. The primary benefits are that the teacher can continuously assess student understanding and tailor learning events to meet the student’s needs. Its primary drawback is cost.

• **Self-guided study.** This design entails student-guided selection of learning events. The primary benefit of self-guided study is the opportunity for students to review weak concepts. Its primary drawbacks are the reliance on accurate self-assessment and selection of effective learning strategies.

---

**Figure 1.1. Training System Designs Formed by the Intersection of Primary Dimensions**

These designs are not mutually exclusive. For example, a teacher might supplement classroom instruction with out-of-class assignments. The teacher might also provide limited one-on-one tutoring. Finally, students might engage in self-directed learning outside the classroom.

Figure 1.2 shows the expanded design space created by incorporating cognitive models into training and education. Models can be incorporated into each of the designs previously discussed. By enabling new affordances, models can enhance each design in the following ways:

• **Model evaluates curriculum.** The cognitive model is used to evaluate the quality of a curriculum, focusing on things like the selection and sequencing of learning events. This might produce a more empirically grounded curriculum.

• **Model recommends classroom activities to instructor.** The cognitive model traces student knowledge and then recommends classroom learning events to reinforce the weakest concepts for the most students.

• **Model recommends student activities to instructor.** The cognitive model also traces student knowledge and then recommends personalized activities for the instructor to deliver to students during one-on-one tutoring.

---


- **Model delivers student activities.** As in the previous two approaches, the cognitive model traces student knowledge. The model then directly delivers personalized activities to students to reinforce the weakest concepts. This is sometimes called a cognitive tutor.\(^\text{17}\)

To reiterate, these designs are not mutually exclusive. Educational designers can use a cognitive model to develop and evaluate a curriculum in advance. Instructors can then continue to use the model to tailor learning events to meet individual and class needs.

**Figure 1.2. Expanded System Design Space Created by Including Cognitive Models**

Adaptive Training

The philosophy of adaptive training is to create a flexible learning environment that supports the needs of individuals with different abilities, interests, and backgrounds. In terms of motivation and learning outcomes, the benefits of adaptive training are well established.\(^\text{18}\) However, it is difficult to monitor student progress and correctly diagnose the needs of different individuals.

Figure 1.3 shows how cognitive models can enable adaptive training.\(^\text{19}\) The figure shows a four-step adaptive training cycle. At the onset of the training cycle, personal information about

\(^{17}\) Anderson et al., 1995.


the learner and performance data, such as response accuracy, are captured and recorded in a learning management system (LMS). These data are analyzed to infer the learner’s current level of mastery. The output is sometimes called a student model because it is a digital representation of what the student understands. The model is used to select learning activities to correct or strengthen the learner’s grasp of domain knowledge. Finally, the selected content is delivered. The adaptive training cycle repeats as additional data from learner interactions are captured. The cognitive model emulates the role of a human instructor by diagnosing student weaknesses and selecting and delivering learning experiences to address those weaknesses.

**Figure 1.3. Adaptive Training Cycle**

United States Department of the Air Force Training Needs

The primary objectives of adaptive training are to allocate a fixed amount of training resources to optimize learning outcomes or produce equivalent learning outcomes using fewer resources. Compared with one-size-fits-all training, the adaptive cycle shown in Figure 1.3 achieves these objectives by accelerating training for individuals who quickly master the material by avoiding wasted learning experiences and by delivering learning experiences that are tailored to individual needs. By applying adaptive training, the DAF can accrue significant performance gains and savings across the full spectrum of training and education activities. As the examples in Table 1.1 show, adaptive training might address certain training challenges for many DAF occupations.
Table 1.1. Opportunities for Personalized Training in United States Department of the Air Force Occupations

<table>
<thead>
<tr>
<th>Example</th>
<th>Description</th>
<th>Potential for Cognitive Model–Based Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pilots</td>
<td>The Ready Aircrew Program (RAP) specifies the mix of live and virtual training mission types and events that pilots must complete annually to remain Basic Mission Capable or Combat Mission Ready.(^a)</td>
<td>Adaptive training, enabled by objective measures of pilot performance, might allow the DAF to allocate limited flying hours more effectively and better assess risks of failing to meet RAP requirements.</td>
</tr>
<tr>
<td>Maintainers</td>
<td>The DAF has considered consolidating F-35A maintenance career fields. This could reduce personnel requirements and increase force generation at austere locations. However, aircraft maintainers would need to be proficient in more skills than are now required.(^b)</td>
<td>Adaptive training could be used to deliver effective sequences of training events to develop and sustain a larger set of mechanical skills. By recording operational maintenance events, adaptive training could be used to reinforce skills that have likely decayed.(^c)</td>
</tr>
<tr>
<td>Medical</td>
<td>Comprehensive Medical Readiness Program checklists document knowledge and skills that medical professional must possess and maintain to be qualified to provide in-garrison care and to be ready for combat.(^c) Because of low patient volume at many medical treatment facilities, it might be difficult to build and maintain proficiency across the full set of elements.</td>
<td>Adaptive training could be used to deliver effective sequences of training events to develop and sustain a large set of clinical skills. A cognitive model could also be used to determine assignment sequences to build proficiency at critical times during an individual’s career (e.g., prior to a deployment).(^d)</td>
</tr>
<tr>
<td>Linguists</td>
<td>Second-language learning requires the acquisition of more than 1,000 task-critical words.(^d) Because many of the words occur with low to moderate frequency in natural language, words must be periodically restudied.</td>
<td>Adaptive training could be used to assess student mastery and tailor the review of task-critical vocabulary.</td>
</tr>
<tr>
<td>Multi-capable airmen</td>
<td>The USAF’s emerging multi-capable airmen construct calls for equipping airmen with secondary skill sets beyond those needed in their primary occupations. The cost to deliver training to develop these secondary skill sets along with the risk to sustain and assess proficiency during periods of disuse are significant.(^e)</td>
<td>Adaptive training could be used to deliver effective sequences of training events that develop and sustain secondary skill sets. A cognitive model could also be used to track proficiency and assess risk during periods of disuse.</td>
</tr>
</tbody>
</table>

\(^d\) Further details provided in Chapter 4.

**Study Methodology**

To evaluate the feasibility of applying cognitive models of knowledge acquisition and retention to DAF training and education, we followed the approach shown in Figure 1.4.
Figure 1.4. Study Approach

**Market Analysis**

We compiled a database of technology programs that spans a variety of sectors (academia, industry, and government) and research activities (basic research, advanced technology development, and operational system development). The database contains more than 35,000 records. We identified records that pertain to adaptive training technologies and analyzed the attributes and maturity of those technology programs. Our analysis led us to favor cognitive models as an approach for delivering adaptive training.

**Literature Review**

We reviewed academic literature on cognitive models of knowledge acquisition and retention. Using the collection of 55 publications identified from the past ten years, we analyzed major classes of cognitive models, along with the domains (e.g., language learning, medical skills, and military skills) and settings (e.g., laboratory, classroom, and field study) in which they have been used. Our analysis led us to favor PPE, a cognitive model employed across an exceptionally diverse set of domains and settings.

**Quantitative Analysis of Large-Scale Databases Gathered in Naturalistic Settings**

We fitted PPE to a dataset on second-language learning gathered on Duolingo, a commercial platform. The dataset provided the opportunity to validate PPE using large samples of individuals performing a knowledge-acquisition task (i.e., second-language learning) in ecologically valid conditions: that is, in a self-paced manner, using personal devices, and at times and in locations chosen by individuals. Evaluating PPE in ecologically valid conditions is an important step beyond laboratory evaluations. Using the construct of technology readiness levels

---

20 As described in Chapter 3, we used the second language acquisition modeling (SLAM) dataset from the U.S. language-learning website Duolingo.
(TRLs), this constitutes an advance from component validation in a laboratory environment (TRL 4) to prototype demonstration in a relevant environment (TRL 6).²¹

**Develop Statistical Methods to Calibrate PPE to Individuals and Groups of Students**

Using objective performance metrics like response accuracy, PPE can be calibrated to account for individual differences in learning and memory. In this way, PPE can make personalized predictions that can be used for adaptive training. In this regard, a key challenge is to combine information from an individual student with information from other students. At the outset of training, little is known about an individual’s learning abilities. Information about other students can be used to bootstrap model predictions. As more data are gathered from an individual, PPE can be calibrated to better reflect their distinct abilities. We used an approach called Bayesian hierarchical modeling to optimally pool information across individual students.

**Case Study Focused on Linguist Training**

To ground our evaluation of the feasibility of cognitive model–based personalized training, we focused on applying PPE to the LN Standard Arabic Basic course. We catalogued learning activities delivered via the course’s LMS, the Universal Curriculum and Assessment Tool (UCAT), and student response data captured by UCAT. We also catalogued learning activities delivered outside UCAT.

From our analysis of the course goals, data sources, and information technology (IT) system affordances, we propose four courses of action (COAs) that involve using PPE to (1) develop an empirically grounded curricula that adheres to the principles of knowledge acquisition and retention, (2) predict student retention of task-critical vocabulary during periods of disuse, (3) recommend activities to instructors to reinforce the weakest language concepts, and (4) automatically deliver activities to students to reinforce the weakest language concepts.

**Organization of the Report**

The remainder of this report is organized as follows:

- Chapter 2 describes data sources used for the market analysis and literature review and presents findings about trends in adaptive and cognitive model–based training.
- Chapter 3 describes the large-scale database used to validate PPE along with the statistical methods developed to calibrate the model.
- Chapter 4 describes the case study focused on integrating PPE with the LN Standard Arabic Basic course.
- Chapter 5 summarizes our findings and makes recommendations.

²¹ TRLs range from 1 (basic principles observed and reported) to 9 (actual system proven through successful mission operations).
• The appendix provides a technical description of PPE and of model fitting and evaluation methods. We also provide additional supporting analyses.
Chapter 2. Trends in Adaptive Training

Students receiving one-on-one tutoring reach dramatically higher levels of academic achievement than those in conventional classroom settings. Educational psychologist Benjamin Bloom observed that the average student who received one-on-one tutoring outperformed more than 95 percent of students in a conventional classroom.\(^{22}\) This finding has since been replicated; one-on-one tutoring is consistently found to be one of the most effective methods of instruction.\(^{23}\)

The benefits of one-on-one tutoring arise from numerous factors, including how content is adapted based on the learner’s needs. Recently, there has been increased demand for technologies to improve training effectiveness, including technologies to adapt the content being delivered to better suit the learner. Collectively, these are called adaptive training technologies.\(^{24}\)

In this chapter, we present a market analysis on adaptive training technologies spanning technology readiness (i.e., from basic research to operational system development) and sectors (i.e., academia, industry, and government). The purpose of the market analysis is to understand the landscape of adaptive training technologies being developed, including but not limited to computational cognitive models. Approaches that leverage cognitive models make up a subset of adaptive training technologies. We find that cognitive model–based approaches have not been sufficiently explored, yet they offer advantages beyond methods that use ML or heuristic approaches to adapt training.

Following the market analysis, we present a literature review focused on cognitive model–based approaches to adaptive training. The purpose of the literature review is to understand the origins of various cognitively inspired approaches and to survey the strength of evidence for each. For the adaptive training approaches and associated tools that we identify, we document the settings in which they have been demonstrated. The fact that the PPE model has been studied across multiple domains relevant to military operations and across field study, classroom, and laboratory settings make it an attractive option for delivering cognitive model–based adaptive training.

---

\(^{22}\) Bloom, 1984.


Market Analysis

Methods

To characterize the landscape of work on adaptive training technologies, we gathered descriptions of research and development programs from the sources shown in Figure 2.1. Technologies described in these sources exist across a variety of basic research, applied research, system development, and sustainment activities. Additionally, these technologies originate from government, industry, and academic sectors. The regions shown in Figure 2.1 correspond to the research and development activities and sectors that each source encompasses. For example, the National Science Foundation (NSF) primarily funds academic research to demonstrate scientific principles and develop proofs-of-concept (i.e., basic research and advanced technology development). The Small Business Innovation Research (SBIR) and Small Business Technology Transfer (STTR) programs fund academic and industry research to develop proofs-of-concept. The Defense Technical Information Center (DTIC) contains reports on industry and government work that span all research and development activities. Finally, the Research, Development, Test and Evaluation (RDT&E) Budget Submission and the AFRL Program Objective Memorandum (POM) submission pertain to government work that spans all research activities.

Figure 2.1. Data Sources

NOTE: RDT&E Defense Budget Materials (2,169 records); AFRL POM submissions (619 records); SBIR and STTR awards (33,084 records); DTIC abstracts (28,775 records); NSF awards (35,519 records).
To process data from these sources, we retained records with variations of the search terms “training,” “adaptive” or “personalized,” and “cognitive model” or “student model.” These three sets of terms encompass progressively narrower bands of training technologies.

Results

Table 2.1 shows the total number of records and monetary amounts of research activities related to adaptive and cognitive model–based training from the five sources. Adaptive training technologies made up less than one percent of total records. Cognitive model–based approaches, in turn, made up only about ten percent of all records on adaptive training technologies.

Table 2.1. Number and Size of Investments in Adaptive Training Technology Systems

<table>
<thead>
<tr>
<th>Source</th>
<th>Total Records</th>
<th>Adaptive Training</th>
<th>Cognitive Model–Based Training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Source</td>
<td>Count</td>
<td>Amount ($ millions)</td>
</tr>
<tr>
<td>AFRL</td>
<td>619</td>
<td>5</td>
<td>–</td>
</tr>
<tr>
<td>RDT&amp;E</td>
<td>2,169</td>
<td>3</td>
<td>51.3</td>
</tr>
<tr>
<td>SBIR/STTR</td>
<td>33,084</td>
<td>157</td>
<td>70.2</td>
</tr>
<tr>
<td>NSF</td>
<td>30,291</td>
<td>58</td>
<td>39.3</td>
</tr>
<tr>
<td>DTIC</td>
<td>28,737</td>
<td>38</td>
<td>–</td>
</tr>
</tbody>
</table>

NOTE: Data in the Cognitive Model–Based Training columns are subsets of the records contained in the matching Adaptive Training columns.

We performed a thematic analysis to group adaptive training technology programs according to how the technology adapts to meet learner needs (see graph 1 in Figure 2.2). Many records citing adaptive training technologies failed to specify how the system adapts. AI- and ML-based, heuristic-based, and cognitive model–based approaches were the most common methods.

25 This does not include, for example, O&M and purchases.

26 The descriptions of FY 2022 AFRL research programs included five on adaptive training, two of which used cognitive models. All were led by the Airman Systems Directorate (AFRL/RH). The descriptions of U.S. Department of Defense (DoD) projects from the FY 2023 RDT&E budget submission included three on adaptive training. Two were led by the Army, and the third, which included cognitive models, was led by the DAF. The DAF submission covers the portion of work being performed by AFRL/RH. Of the SBIR/STTR awards granted in calendar years (CYs) 2016–2021, 157 involved adaptive training, ten of which used cognitive models. DoD and the NSF funded the largest number of SBIR/STTRs on adaptive training, followed by the Department of Health and Human Services, the Department of Education, and the National Aeronautics and Space Administration. Of the NSF awards granted in CYs 2016–2021, 58 involved adaptive training, 12 of which used cognitive models. These were concentrated in the Computer and Information Science and Engineering and the Engineering directorates. Finally, DTIC records contained 38 descriptions of adaptive training technologies, only one of which involved cognitive models.
described among the remaining records. Of note, AI- and ML-based (combined) and cognitive model–based approaches made up most of the NSF records at 37.1 percent and 34.3 percent, respectively. Conversely, heuristic-based approaches (e.g., staircase procedures that incrementally adjusted difficulty or procedures that repeated content after the student responded incorrectly) made up most SBIR and STTR records, at 31.0 percent.

We also grouped adaptive training technology programs based on the training medium (see graph 2 in Figure 2.2). Of note, the majority of NSF and SBIR records involved adaptive training using online and computer platforms (39.7 percent and 36.3 percent, respectively), whereas the majority of DTIC records involved adaptive training using virtual or augmented reality (55.3 percent). Only SBIR and NSF records involve game-based adaptive training.

Figure 2.2. Approaches to Adaptive Training (Graph 1) and Training Medium (Graph 2)

---

27 Records varied greatly in terms of the amount of detail they provide. Although some described the manner of adaptation at length, others simply stated that a technology was adaptive or personalized.
Table 2.2 displays the three main approaches to adaptive training from the market analysis—cognitive model–based, AI- or ML-based, and heuristic-based—and the main differences between them. Cognitive model–based approaches use cognitive models to convert training-related variables into performance predictions. The underlying equations are based on psychology research and provide a precise mapping between inputs and performance predictions. ML-based approaches use ML to learn black-box models to map training-related variables to performance predictions. Unlike the case of cognitive models, these black-box models are developed from data and are not based on psychological theory. Finally, heuristic-based approaches use simple rules to adapt training in a principled manner based on an individual’s recent performance.

We evaluated these approaches along six dimensions. **Accuracy** is the ability of the approach to correctly predict learner performance. **Generalizability** is the ability to apply the model to new tasks and environments. **Completeness** is the extent to which the approach accounts for all factors that affect knowledge acquisition and retention. **Interpretability** is whether the model can be explained to an end-user. **Computational efficiency** refers to the computing demands to implement the approach. **Data efficiency** is the amount of performance data needed to apply the approach.

As shown in Table 2.2, cognitive model–based approaches perform well across all dimensions. ML-based approaches have relatively lower generalizability because they are typically developed for a specific task, context, and group of individuals. They might also learn “black box” models that increase predictive accuracy but trade off interpretability. Finally, ML-based approaches require a large amount of data to learn predictive models. Heuristic-based approaches have lower generalizability because they are typically tied to task-specific performance measures. These approaches are also incomplete because they do not represent all the factors that might affect performance. Finally, although not shown in the table, heuristic-based approaches do not predict current and future proficiency. Rather, they use rules to prescribe what to deliver next based only on how the learner has performed in the past.

### Table 2.2. Classes of Approaches to Adaptive Training

<table>
<thead>
<tr>
<th>Approach</th>
<th>Accuracy</th>
<th>Generalizability</th>
<th>Completeness</th>
<th>Interpretability</th>
<th>Computational Efficiency</th>
<th>Data Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cognitive model–based</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>ML-based</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Heuristic-based</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>
Summary

Across research programs and sectors, only a small percentage of work involves adaptive training. Furthermore, cognitive model–based approaches make up a small fraction (10 percent) of those projects. AI- and ML-based approaches (combined) and heuristic-based approaches are the other most common techniques cited in adaptive training research programs and made up 17 and 13 percent of adaptive training records, respectively.

The key takeaway from this analysis is that cognitive model–based approaches are relatively underexplored, yet they might offer benefits beyond ML- and heuristic-based approaches to adaptive training. Furthermore, adaptive training might be delivered in a variety of mediums, including online and computer platforms, virtual and augmented reality, and games.

Literature Review

Methods

To further characterize the current state of adaptive learning, we reviewed the academic literature on how cognitive models are being used for adaptive training.28 We collected relevant articles through online database searches and by using material from previous related research. We limited our search to English-language articles published during the past ten years (2011 to 2021) in peer-reviewed journals or conference proceedings.29

Our search returned 55 relevant articles. We grouped articles based on application domain (language, military tasks, medical tasks, unspecified, and other), setting (laboratory, classroom, field study, theoretical, and other), and population (civilian or military). Table 2.3 shows article counts by group.

28 As a scoping review, this is not intended to cover the field comprehensively but rather to examine the “nature and extent of research evidence.” See Maria J. Grant and Andrew Booth, “A Typology of Reviews: An Analysis of 14 Review Types and Associated Methodologies,” Health Information & Libraries Journal, Vol. 26, No. 2, 2009.

29 We conducted the search on Google Scholar using combinations of the terms “adaptive training,” “personalized training,” “language,” “artificial intelligence,” “machine learning,” “Air Force,” “Army,” “military,” “return on investment,” and “cognitive model.” A project team member reviewed the search results and retained articles on cognitive models and training.
Table 2.3. Article Counts by Application Domain, Setting, and Population

<table>
<thead>
<tr>
<th>Population</th>
<th>Setting</th>
<th>Language (13)</th>
<th>Military Tasks (4)</th>
<th>Medical Tasks (3)</th>
<th>Unspecified (15)</th>
<th>Other (20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Civilian</td>
<td>Laboratory</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Classroom</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Field Study</td>
<td>3</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Theoretical</td>
<td>1</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Military</td>
<td>Laboratory</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Classroom</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Field Study</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Theoretical</td>
<td></td>
<td></td>
<td></td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Results

Our literature review included multiple cognitive models of knowledge acquisition and retention. Figure 2.3 summarizes the models and shows how they are related. These models have been developed, refined, and validated extensively through laboratory studies, so tools that use these models are theoretically grounded.

One class of models has evolved from a common predecessor, Adaptive Control of Thought—Rational (ACT-R). ACT-R uses an activation-based theory of memory. Each time a piece of information is encountered, its representation in memory increases. Activation gradually decreases over time. Information with high activation is more accessible from memory. The General Performance Equation (GPE) and the PPE provide mathematical approximations of how the recency, frequency, and temporal spacing of practice determine activation. Finally, the

---


Pavlik and Anderson (P&A) model describes how factors such as desirable difficulty improve the durability of information in memory.\textsuperscript{33}

The second class of models have evolved from the Search of Associative Memory (SAM) model.\textsuperscript{34} SAM attributes practice and forgetting effects to the set of contextual elements associated with information (e.g., the external and internal context in which information was encountered). Because context changes over time, SAM predicts that memory performance will decline during periods of disuse. The multi-scale context model (MCM) and others derived from it borrow elements from SAM, but they also describe how the temporal distribution of practice affects the durability of information in memory.\textsuperscript{35}


Some cognitive models shown in Figure 2.3 have been embedded in tools to deliver adaptive training (Table 2.4). These tools include a cognitive model along with a decision method for using the model’s outputs to select instructional sequences. For example, the Predictive Performance Optimizer (PPO) allows users to enter performance objectives, and it applies operations research methods to PPE’s outputs to select schedules that optimally meet those
objectives. The Colorado Optimized Language Tutor (COLT) combines MCM with a heuristic that selects the item expected to benefit most from the very next practice repetition. General-purpose tools like reinforcement learning have also been applied to instructional sequences, or policies, to enhance learning outcomes.

Research has also shown that adaptive training systems benefit from models of time costs—that is, the difficulty of retrieving items from memory is associated with the time needed to complete the task. Thus, given a fixed amount of time, delivering practice that targets the hardest items might reduce the total number of items that can be rehearsed. To counter this, other tools use an efficiency metric that captures the rate of gain per unit of time. This metric is applied to model outputs to select items that will produce the greatest rate of gain.

Other tools have been developed that use heuristics derived from learning-science research, rather than cognitive models, to deliver adaptive training. The predecessor to these is the Leitner system, which gradually expands the amount of time between repetitions as memory performance improves. The Personalized Adaptive Scheduling System (PASS) follows the same principle, whereas Adaptive Response-Time-Based Sequencing (ARTS) uses correctness and speed of response to determine which items to present next. Finally, the MEMORIZE algorithm offers a general approach to computing optimal study schedules that can use any memory model.

---


Table 2.4. Model- and Theory-Based Tools

<table>
<thead>
<tr>
<th>Tool</th>
<th>Class</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPO</td>
<td>Cognitive model–based</td>
<td>Uses PPE to derive optimal study schedules</td>
</tr>
<tr>
<td>COLT</td>
<td>Cognitive model–based</td>
<td>Uses MCM to deliver review to maximize learning gains</td>
</tr>
<tr>
<td>Leitner System</td>
<td>Heuristic-based</td>
<td>Progressively increases time between repetitions based on memory performance</td>
</tr>
<tr>
<td>PASS</td>
<td>Heuristic-based</td>
<td>Progressively increases time between repetitions based on memory performance</td>
</tr>
<tr>
<td>ARTS</td>
<td>Heuristic-based</td>
<td>Progressively increases time between repetitions based on memory speed and performance</td>
</tr>
<tr>
<td>MEMORIZE</td>
<td>Cognitive model–based</td>
<td>General approach to derive optimal study schedules using cognitive models</td>
</tr>
</tbody>
</table>

Figure 2.4 maps model-based and heuristic-based adaptive training approaches to domains and settings where they have been applied. This visualization reveals three findings:

1. Cognitive models and other theory-based approaches have been commonly applied to second-language learning. Although our search terms were not tailored for military or medical training, cognitive models have been applied in these domains as well.
2. Although most models and tools have only been applied in one domain, PPE has been applied across all the domains we considered.
3. Most models and tools have been demonstrated only in laboratory studies or in classroom settings. PPE has also been evaluated in large-scale field studies. For this reason, and because PPE performs favorably in comparisons with other computational cognitive models, we focus on PPE in the subsequent chapters.\(^{42}\)

---

These methods vary in terms of theoretical motivation, computational complexity, and data requirements. However, all have been shown to produce significant memory gains beyond ones achieved using nonadaptive training. Table 2.5 summarizes the most-cited benefits of personalized training from the literature. These include size and durability of learning gains, increased learning efficiency, and associated cost savings.

Notwithstanding these benefits, there are also barriers to implementing these solutions (Table 2.5). The most cited barrier in the academic literature is TRL. In addition, adaptive training might require data sources that are not recorded or are not readily available—for instance, for security reasons. More fundamentally, it might be difficult to assess performance and automatically adapt training for complex, ill-defined tasks. Other cited barriers include upfront costs, standards and interoperability, and the difficulty of demonstrating return on investment.
Table 2.5. Opportunities and Barriers for Cognitive Model-Based Adaptive Training

<table>
<thead>
<tr>
<th>Class</th>
<th>Title</th>
<th>Description</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opportunities</td>
<td>Better learning outcomes</td>
<td>Students achieve higher levels of mastery and retain knowledge longer</td>
<td>59</td>
</tr>
<tr>
<td></td>
<td>Increased personalization</td>
<td>Training can be tailored based on each student’s strengths, weaknesses, and needs</td>
<td>44</td>
</tr>
<tr>
<td></td>
<td>Increased learning efficiency</td>
<td>Students achieve the desired level of mastery in less time and using fewer resources</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Readiness assessment</td>
<td>Training data can be used to evaluate performance and track proficiency during periods of disuse</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Cost savings</td>
<td>Related to learning efficiency, training can be accomplished more efficiently</td>
<td>15</td>
</tr>
<tr>
<td>Barriers</td>
<td>State of technology</td>
<td>The algorithms for delivering adaptive training and the enabling infrastructure are not yet mature</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Data challenges</td>
<td>Models require a large amount of data, or data that are not captured or made available</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Complex environments</td>
<td>It is difficult to assess performance and to select learning events for complex environments</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Upfront cost</td>
<td>An upfront investment is needed to field an adaptive training system</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Standards and interoperability</td>
<td>The adaptive training system must be interoperable with other information systems in the training ecosystem</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Training asset evaluation</td>
<td>It might be difficult to demonstrate the benefits of adaptive training solutions</td>
<td>5</td>
</tr>
</tbody>
</table>

NOTE: Frequency shows the percentage of articles that mentioned the benefit or barrier.

Complementary Approaches from Educational Data Mining

The approaches described in the previous section arose from cognitive science research and reflect an attempt to apply basic scientific principles to training and education. The field of EDM arose from the complementary perspective of leveraging data on student learning to enhance training and education.

Figure 2.5 summarizes EDM approaches for personalized learning and shows how they are related. One class of approaches build on BKT. These approaches treat learning as a Hidden Markov Model. The goal of BKT is to estimate the probability that, for a particular knowledge component, the student transitions from non-mastery to mastery following each practice repetition. A second class of approaches build on LKT. These approaches combine a variety of

44 For a review, see Eglington and Pavlik, 2022.
variables (such as item, number of practice repetitions, number of correct and incorrect responses, elapsed time, and spacing) in a general linear model to predict the probability of a correct response.

The distinction between EDM methods and cognitive models is somewhat unclear. For example, LKT methods like base2 and base4 incorporate features that use psychological theory. In turn, cognitive models like PPE, Difficulty, Ability, Student History (DASH) MCM, and item Difficulty, student Ability, Skill, and Student Skill practice History (DAS3H) are expressed as general linear models much like LKT methods.

---

Summary

This chapter presented a market analysis and literature review. Together, these support three findings. First, cognitive models have not been sufficiently explored but offer advantages beyond other approaches that use ML or heuristics to adapt training. Second, the cognitive model PPE has been demonstrated across a wide variety of application domains and settings. Finally, the potential to use cognitive models to deliver personalized training is especially well established in language learning.

Although it was beyond the scope of this report to evaluate alternative approaches to personalized learning from EDM, many of these methods show considerable promise in basic and applied settings as well. Future work should elucidate conditions that favor each class of methods.
Chapter 3. Validating a Cognitive Model of Knowledge Acquisition

Of the cognitive models considered in the previous chapter, PPE stands out in terms of the number of domains and settings where it has been applied. As discussed in Chapter 1, we choose to focus on linguistic training, specifically the acquisition and retention of foreign language vocabulary. Several cognitive models considered in the previous chapter, including PPE, have been used to track item-level proficiency and to deliver personalized vocabulary reviews in laboratory, classroom, and field studies.

In this chapter, we evaluate PPE using the publicly available second language acquisition modeling (SLAM) dataset from the U.S. language-learning website Duolingo. This dataset was from a diverse set of learners who completed activities in a self-paced manner, on personal devices, at their preferred times and locations. This makes the data highly generalizable. Evaluating PPE under such conditions is an important step because it constitutes an advance from component validation in a laboratory environment (TRL 4) to prototype demonstration in a relevant environment (TRL 6).

This study also presents a statistical approach, Bayesian hierarchical modeling, to calibrate PPE to account for individual differences in rates of learning and forgetting. This approach optimally pools information across individual students and groups of students to estimate model parameters. As more data about the individual become available, model predictions become increasingly personalized. This is especially helpful for selecting content at the outset of training when relatively little is known about a student.

Descriptive Analyses of Second Language Acquisition Modeling

Data Description

SLAM contains more than two million words and answers from more than 6,000 students during their first 30 days of using Duolingo in 2018. Students were categorized according to three language tracks: native French speakers learning English, native Spanish speakers learning English, and native English speakers learning Spanish. Students answered three types of assignments: translate required translating a word from one’s native language (L1) to the second

---


language (L2); *select* required selecting the correct translation from a word bank; and *listen* required translating a spoken word from L2 to L1. All questions involved a single vocabulary item. SLAM contains student- and item-level information on study history and performance (i.e., response accuracy), as well as metadata descriptors, including question format, language, and part of speech. Our analysis excluded students who were not exposed to at least three unique words three or more times—that is, students who dropped out soon after beginning to use Duolingo. The remaining dataset included 6,447 unique users.

**Student Performance**

A key finding from learning-science research is that performance improves with the amount of practice. The curves marked “Observed” in Figure 3.1 show how the average user’s response accuracy changed based on the number of times they had studied the word. The curves marked “Model” represent the outputs of the cognitive model, PPE, as described later in this chapter.

Observed accuracy increased with the amount of practice; initial practice produced the largest gains, and subsequent practice produced additional gains but at a diminishing rate. Accuracy also varied by question type; it was higher for questions that involved recognizing the correct translation from an answer bank relative to questions that involved generating correct translations from memory. Finally, accuracy varied by language track; it was lower for native French speakers learning English relative to the other tracks.\(^{48}\)

---

\(^{48}\) The regression analysis contained in the Appendix reports the sizes of these effects.
Another key finding from learning-science research is that performance decreases with time elapsed since practice occurred. In SLAM, the elapsed time since previous exposure to a word is a continuously varying value. To visualize the data, we combined elapsed times into bins from minutes to hours to days (displayed in Figure 3.2). The solid lines marked “Observed” show how the average user’s response accuracy changed based on the time since they had last studied the
word. Accuracy decreased with the length of the retention interval and varied by question type and language. The regression analysis contained in the Appendix reports the sizes of these effects.

Figure 3.2. Second Language Acquisition Modeling Forgetting Curves by Question Type and Language
Application of the Predictive Performance Equation to Student Performance

**Model Description**

PPE is a cognitive model that accounts for the effects of three sets of factors on knowledge acquisition and retention: (1) amount of practice, (2) elapsed time since practice occurred, and (3) the distribution of practice across time. PPE has previously been evaluated alongside other models of knowledge acquisition and retention and has been shown to provide an equally good or better account than other models across many datasets. The Appendix contains a technical description of PPE.

**Predicted Performance**

We fitted PPE to the SLAM data using maximum likelihood estimates (MLE). This involves finding values for model parameters to maximize the correspondence between model outcomes and observed performance (see the Appendix). The dotted lines marked “Model” in Figures 3.1 and 3.2 shows PPE’s average performance by question type, language, number of practice repetitions, and elapsed time since the previous repetition occurred. Model outputs reproduced the patterns observed in the SLAM dataset—performance increased with number of repetitions, and it decreased with the time elapsed since the previous repetition. In addition, the model reproduced the observed effect of question type and language.

**Evaluation of Model Variants**

One parameter in PPE shifts overall level of performance up or down. For the fits displayed in Figures 3.1 and 3.2, we allowed the parameter to vary by question type to capture differences in intrinsic difficulty. For example, retrieving the correct translation from memory is more difficult than selecting it from a word bank. Other parameters in PPE affect rate of learning and forgetting. For the fits displayed in Figures 3.1 and 3.2, we allowed these parameters to vary by language (but not by question type). To determine whether this was appropriate, we fitted variants of the model where parameters corresponding to those effects were held constant or allowed to vary. The results of this analysis are presented in the appendix (Table A.1), and they provide decisive support for allowing parameters to vary by question type and language. The implication is that PPE is a valid model for multiple languages, but it must be calibrated separately for each. In addition, question type must be included when fitting PPE.

**Individual Differences**

For the PPE fits displayed in Figures 3.1 and 3.2, a single set of parameter values was estimated for all students. This assumes that the efficiency and effectiveness of cognitive processes, as captured by model parameters, do not vary by individual. To determine whether
this was the case, we refitted PPE at the level of individuals. The results of this analysis are presented in the Appendix, and they provide decisive support for allowing parameters to vary by individual. The implication is that PPE should be calibrated separately for each student to enable valid and reliable personalization.

Figure 3.3 illustrates the practical significance of individual differences. The figure shows expected retention across 60 days after first studying a term, where each curve corresponds to one of eight different individuals from the SLAM dataset. Retention levels are predicted using individual-level parameter estimates from PPE. All individuals exceed a hypothetical standard of 75 percent accuracy immediately after studying a term. However, given the vastly different decay rates, some individuals are predicted to drop below the standard within the first ten days, others drop below the standard from ten to 60 days, and still others remain above the standard for more than 60 days.

Figure 3.3. Retention Predictions for Eight Individuals from the Second Language Acquisition Modeling Dataset

NOTE: Horizontal dotted line shows a 75 percent standard, and filled points show when the model predicts that retention will first fall below that standard. The solid lines represent eight individual retention predictions.

50 For the 6,445 individuals, the average number of observations per individual equaled 886. Observations corresponded to different words repeated different numbers of times and spread across different retention intervals. The most common question format on average was translate (345 observations), followed by listen (302 observations), and then by select (239 observations). Each language track contained different individuals.
A challenge when fitting a model like PPE to individual students is that little is known about a student when they first begin. Bayesian hierarchical models offer a way to use data from previous students to inform model parameter estimates. To demonstrate the utility of this approach, we fitted a Bayesian hierarchical model using data from a random sample of 30 English-speaking students learning Spanish (see the Appendix). Figure 3.4 shows how well the Bayesian hierarchical model accounts for the performance of a different random sample of students. Higher values on the y-axis (corresponding to the negative log-likelihood of the observed responses given the model’s predictions) denote larger model error. For comparison, outcomes from a model that only uses individuals’ data are shown as well. At the onset of training, the Bayesian hierarchical model gives a vastly better account of students’ performance. As more data are collected about individuals in later weeks, both models do a good job of accounting for student performance. This example demonstrates the value of Bayesian hierarchical models to bootstrap predictions at the outset of training using data from previous students.

Figure 3.4. Comparison Bayesian Hierarchical and Nonhierarchical Models

---

51 Specifically, a Bayesian hierarchical model learns about the structure of individual differences, expressed as prior distributions. As more data are gathered about an individual, these data might gradually shift parameter estimates (i.e., the posterior distributions) away from the priors.
Practical Considerations for Using Bayesian Hierarchical Models in the Field

Bayesian hierarchical models have often taken on the order of hours to fit for a group of students. However, once the models have been fitted, the information they provide in the form of prior probabilities for parameter values can be immediately incorporated into parameter estimates for new students. Additionally, they can produce performance predictions in real time. Thus, while there is an upfront cost to using Bayesian hierarchical models, they can improve predictions on a session-by-session basis.52

Summary

This chapter evaluated PPE, a cognitive model of knowledge acquisition and retention, using a dataset gathered under naturalistic conditions. The evaluation supports three primary findings. First, PPE offers a valid account of learning and retaining foreign language vocabulary. Second, individuals differ in terms of the effectiveness and efficiency of cognitive processes, as represented by model parameters. PPE might be calibrated to individuals to account for these differences. Finally, Bayesian hierarchical models provide a way to combine information from previous students along with new students to calibrate PPE more reliably.

PPE is an exemplar from a class of methods developed in cognitive science and EDM research. Although PPE provides a compelling account of performance in the Duolingo SLAM dataset, future research should continue to explore task characteristics and environment conditions that favor selecting or combing alternate methods.

52 Bayesian hierarchical models have also been fitted in real-time to prescribe specific items. For example, see Woojae Kim, Mark A. Pitt, Zhong-Lin Lu, Mark Steyvers, and Jay I. Myung, “A Hierarchical Adaptive Approach to Optimal Experimental Design,” Neural Computation, Vol. 26, No. 11, 2014.
Chapter 4. Case Study Using Arabic Curriculum in Universal Curriculum Assessment Tool

This chapter presents a case study on using cognitive models to develop an empirically grounded training curriculum and deliver personalized training to DAF linguists. The AETC LN program seeks to accelerate the rate at which airmen can achieve competency in a foreign language by using new and existing methods from learning science along with training technologies such as virtual reality, gamification, and AI. Although the goals of LN and traditional curricula delivered through the Defense Language Institute (DLI) are fundamentally the same, LN seeks to use updated and modern learning environments to “decouple the time component from the competency component to produce skilled language analysts for the mission.”

The case study reported in this chapter illustrates some of the opportunities and challenges of using cognitive models to meet the training goal. Although the case study involves the LN Standard Arabic Basic course, the steps and findings reported are generalizable.

The LN Standard Arabic Basic course uses the DLI’s UCAT, which is a learning platform that allows instructors to develop curricula, deliver learning material, build student assessments, and track student progress over time. We assessed the structure of the LN Standard Arabic Basic course and the data available from UCAT to identify opportunities, potential drawbacks, and requirements for integrating cognitive models at the individual student and classroom levels. The box lists the requirements for model integration with UCAT for the LN Standard Arabic Basic course. We discuss each of these requirements in turn.

**Capabilities Required to Integrate a Cognitive Model with the Universal Curriculum and Assessment Tool**

1. Validate cognitive model.
2. Extract, process, and evaluate curriculum data in UCAT modules.
3. Extract student data in UCAT to track proficiency over time.
4. Recommend student activities using the model.
5. Deliver activities to students or instructors.


54 The analyses reported in the previous chapter did not include Arabic because the SLAM dataset does not contain an English-to-Arabic track. Future work is needed to confirm that the findings also hold for Arabic.
Capability 1. Validated Cognitive Model

Before integrating a cognitive model with a training design, the model and the statistical methods to calibrate it must be validated. PPE and the corresponding statistical methods for calibration have previously been validated in laboratory settings for the acquisition and retention of psychomotor skills and factual knowledge, including foreign language vocabulary. Chapter 3 shows that PPE also extends to the acquisition and retention of foreign language vocabulary under naturalistic conditions that are representative of language learning using an online platform.

Assessment of Capability

Collectively, these results establish a body of support for applying PPE to the LN Standard Arabic Basic course. There are two caveats, however. First, although PPE accounts for dynamics of English, Spanish, and French language learning, PPE has not yet been validated for Arabic specifically. Although it is reasonable to expect that PPE will also provide a valid account of Arabic language learning, this has not yet been shown. Second, PPE has been applied to one aspect of language learning—the acquisition and retention of task-critical vocabulary. PPE has not yet been validated for other linguistic constructs or for speech production, and so it is most relevant to the vocabulary portions of the LN Standard Arabic Basic course.

Capability 2. Extract, Process, and Evaluate Curriculum Data in Universal Curriculum and Assessment Tool Modules

The 64-week LN Standard Arabic Basic course consists of a mix of classroom and independent study time at a 5:1 ratio. The course is tailored to military students and emphasizes listening, reading, and speaking skills. The course consists of 14 units, each with multiple modules that students move through individually and in classroom activities. These modules are accessible online. Different modules contain different types of activities.

The course consists of basic course modules and assessment modules. Basic course modules contain the bulk of the learning material, which students can access in three ways: (1) individually outside a classroom setting, (2) individually in a classroom setting, and (3) collaboratively in a classroom setting. Assessment modules are assigned by instructors for specific dates and times to determine whether students learned and retained the material. Although students move through assessment modules in a linear fashion, they do not necessarily cover all parts of the basic course modules or progress through basic course modules linearly.

As discussed in Chapter 3, the key determinants of memory performance are number of repetitions, elapsed time since those repetitions occurred, and how the repetitions are spread out over time. Thus, the repetition of words across the curriculum is an important input to PPE and a potential curriculum design parameter that PPE could be used to optimize.

We used data from UCAT to characterize the frequency of words across the 61 basic course modules in the LN Standard Arabic Basic course. Figure 4.1 displays the percentage of the remaining modules that include each term after its first appearance. For example, the first column in Figure 4.1 corresponds with terms that appear in the first module. The boxplot shows the percentage of the remaining 60 modules that these terms appear in, displayed as a range. Note that this figure accounts only for items in the LN Standard Arabic Basic lexical item spreadsheet and not all Arabic words that appear in the curriculum.

---

56 This process involved parsing JavaScript Object Notation (JSON) objects for basic course modules pulled from the UCAT service, parsing html within those objects, tokenizing the words within the relevant fields of each module, searching for all variants of each token across modules (e.g., searching for versions with and without short vowels), and creating a dataset of word frequency across all modules. We limited the search to terms identified in UCAT’s spreadsheet of lexical items. Note that this list is not exhaustive of words appearing in the LN Standard Arabic basic course. For example, many of the Arabic terms appearing in responses to questions in the assessment modules do not appear in the lexical item spreadsheet. Parsing JSON objects and embedded HTML elements requires extensive manual effort. The LN curriculum should permit access to curriculum data in a fashion that does not require such manual processing.

57 Words in the lexical item spreadsheet are specifically added by instructors and constitute “task-critical” vocabulary.
Repeating words multiple times across the curriculum and after meaningful delays (i.e., spacing) is useful for enhancing learning and long-term retention. For example, many of the words that appear for the first time within Modules 1 through 10 also appear in 50 percent or more of the remaining modules. This degree of repetition and spacing will produce a more lasting retention of those terms. Conversely, many of the words that appear after Module 10 (along with some of the words that appear in Modules 1 through 10) appear in fewer than 25 percent of the remaining modules. Presenting these terms again in later modules would lead to longer-lasting retention.

**Assessment of Capability**

UCAT is the primary LMS used in the LN Standard Arabic Basic course, and the activities and vocabulary contained in modules can be extracted from UCAT. Item-level histories can be used as inputs for a PPE model that predicts learning and retention. Alternatively, predictions generated by PPE can be used to optimize when items first appear and when they are repeated.

Notwithstanding this potential, the UCAT data are limited in a variety of ways. First, some of the material that is presented is not machine readable. Modules contain many pieces of audio-visual content (e.g., images, audio, and video clips), a minority of which have associated...
transcripts to allow for a straightforward tracking of word exposure. Ideally, the LN Standard Arabic Basic course would ensure text is as machine-readable as possible. However, a full integration of PPE in UCAT would likely require the use of optical character recognition to identify text in images and speech-to-text to identify text in audio passages. Such technologies are available.

Second, we are unable to track extracurricular exposure to words through independent study and consumption of other Arabic-language materials. LN students use other technologies and media to practice outside the classroom, including NetProf, Maya Lingo VR, Memrise, Quizlet, and a variety of other online or physical media such as YouTube videos or flashcards. To the extent that these exposures are delivered in applications that automatically capture exposures and student responses, these data should be captured and combined with UCAT data.

Third and finally, the interface for extracting activities and item exposures from UCAT (i.e., parsing JavaScript Object Notation objects from course modules) is not intended to support research and development efforts. Changes to the interface would be necessary to support efforts to capture data for a cognitive model.

Capability 3. Extract Student Data in the Universal Curriculum and Assessment Tool to Track Proficiency over Time

Students complete formative assessments during most UCAT modules. These come in the form of activities that call for student responses. Students also complete summative assessments at the end of each of the 14 units. These are delivered in modules dedicated specifically to assessment. Assessment modules are separate from the basic course and consist of a mix of multiple-choice, fill-in-the-blank, speaking, short answer, and transcription activities (listed from most- to least-common activity types). Only certain types of activities can be assessed automatically, at least with ease. For example, automatic assessment of multiple-choice questions is straightforward, although short answers are more challenging because a variety of responses to a given prompt might be considered correct.

Activity Types and Student Assessment

We used data from UCAT to characterize the distribution of questions across the curriculum. This has important implications for assessing learning and retention, but also for calibrating PPE to individual students and groups of students.

Figures 4.2 and 4.3 display the count of activity types in the LN Standard Arabic Basic course and assessment modules, respectively. The figures also note which types of activities have scoreable answers; that is, whether student responses can be automatically assessed. The
bulk of activities in both sets of modules are automatically assessable. Exceptions are the short answer, speaking, writing, and presentation activities.\textsuperscript{58}

\textbf{Figure 4.2. Count of Activity Types in Linguist Next Standard Arabic Basic Course Modules}

\begin{itemize}
\item Presentation activity types present content without requiring student responses.
\end{itemize}

\textsuperscript{58} Presentation activity types present content without requiring student responses.
Only certain activities provide information on student proficiency with a particular word. For example, many of the multiple-choice questions in the assessment modules require students to select a statement or statements in English that best characterize a passage in Arabic. In other words, multiple-choice questions provide a holistic assessment of student performance that is not tied to terms.

The activity counts shown in Figures 4.2 and 4.3 pertain only to the portion of the curriculum delivered through UCAT. For example, activities such as speaking and writing might also be delivered outside UCAT. These activities are not automatically assessable, and they create blind spots in terms of tracking students’ complete study history. Nonetheless, they are an important part of the curriculum.

Assessment of Capability

Activities, assessments, and student performance data can be extracted from UCAT and, in most cases, automatically scored. These data include student responses and timestamps, two things needed by the model. In principle, these data can be used to calibrate PPE to individual students and groups of students. However, the basic course curriculum is not currently structured in a manner that easily allows this. For example, most questions provide a holistic assessment of comprehension rather than a measure of student familiarity with specific Arabic terms. Additional item-level assessments are needed to apply the model.
Summative assessments occur infrequently—at the end of the 14 units—and they contain sparse coverage of task-critical vocabulary. Formative assessments contained in activities throughout the course modules provide additional measures of student learning. However, these low-stakes assessments are not delivered in controlled conditions; students might complete them with other students and with supplementary aides. Furthermore, student responses are not part of the grades they receive, and students might not complete all activities.

Finally, formative assessments pertain to material that was just learned. These assessments measure learning rather than retention.

**Capability 4. Recommend Student Activities Using the Model**

The LN Standard Arabic Basic course contained in UCAT is fixed. Modules, activities, and assessments are determined in advance and, for the most part, delivered uniformly to all students. However, instructors have flexibility to tailor content delivered in the classroom, and students have flexibility to allocate attention as they determine during extracurricular study.

This section reviews options for integrating PPE in the LN Standard Arabic Basic course. The goals of integrating PPE are to (1) deliver a more empirically grounded curriculum, and (2) deliver learning content tailored to the performance of a particular training audience. There are many ways to do this, both in terms of content (i.e., what is to be delivered) and in terms of the audience (i.e., will content be tailored to individuals or to classrooms).

**Using the Predictive Performance Equation to Enhance the Curriculum**

PPE can be used to recommend practice on individual words without tuning model parameters based on individual performance histories. Figure 4.4 illustrates what the predicted response accuracy looks like for three words in the LN Standard Arabic Basic course that repeat different numbers of times and in different numbers of the 61 modules. Predicted performance increases after each repetition, denoted by the blue bubbles. The greater the number of repetitions, the higher the predicted level of performance. Alternatively, during the time between repetitions, predicted performance gradually decreases.

The top and middle panels show items that appear in the same number of modules but that repeat a different number of times. Increasing the number of repetitions (middle panel) increases the predicted level of performance. The middle and bottom panels show items that repeat a similar number of times but in a different number of modules. Spacing repetitions across more modules (bottom panel) slows the speed of learning but increases retention during later modules.

These item-level profiles can be used to find study schedules to optimize different learning and retention goals. For example, PPE can simulate how performance would be affected by distributing the same number of repetitions across the curriculum in different ways. PPE could then be used to find schedules that accelerate learning, that maximize performance during the course, or that maximize end-of-course performance.
NOTE: Bubble size is proportional to the number of word repetitions in a module.

Using the Predictive Performance Equation to Continuously Track Student Knowledge and Retention

Performance assessments provide a measure of the student’s knowledge at a point in time. However, because of the dynamics of memory, knowledge is always changing. Thus,
performance assessments provide an incomplete and backward-looking view of a student’s level of mastery.

By calibrating PPE using a student’s historical performance data, and by providing it with the student’s history of exposures to a particular item, PPE can be used to continuously track a student’s level of mastery. For example, Figure 4.4 shows how memory performance declines during the time between repetitions. Item-level profiles can be generated for each student and used to continuously trace mastery during the time between assessments.

**Using the Predictive Performance Equation to Tailor Content Delivered to Individual Students or to Groups of Students**

Aside from reallocating item exposures across the curriculum and continuously tracking student proficiency, PPE can be used to recommend content for student groups or individuals. For example, performance profiles like the one shown in Figure 4.4 can be used to predict when performance will drop below a given threshold, at which time PPE can recommend review. Given a threshold of 85 percent, PPE would first recommend additional practice in early modules for all three items, along with additional practice for the first and second items in subsequent modules when the predicted level of performance drops below 85 percent.

PPE could be used to recommend additional practice of a word based on student exposures to that word and an *individual* student’s rates of learning and forgetting, as estimated based on a student’s past performance. Alternatively, instructors might wish to adapt learning content at the level of the *classroom* rather than the individual student. As discussed above, content could be delivered based on observed performance, where the model is used to deliver content when some metric—say, the average predicted accuracy of students in a classroom—crosses a threshold. Here, collective metrics would be informed by individual performance histories.

To provide this level of integration, student exposure to words and student performance on activities that require recognition of those words must be tracked. Together, these data would allow for delivery of content based on differences in the rates at which individuals learn and forget. These data would not be available at the outset of training. To bootstrap predictions and recommendations, a statistical method that pools information across individuals, like the one described in the previous chapter, is needed.

**Assessment of Capability**

Using PPE to enhance the curriculum requires tracking how items are distributed across the curriculum. This is possible in the LN Standard Arabic Basic course. Using PPE to track student proficiency and tailor content delivered to individual students and groups of students further requires capturing performance data to calibrate the model. As discussed, UCAT does capture performance data, but these are not generally of the form needed to calibrate the model.
Capability 5. Deliver Activities to Students or Instructors

Just as the audience for adaptive learning can be narrow or broad, learning content can be narrowly or broadly focused on proficiency goals. In the LN Standard Arabic Basic course, adaptive content could narrowly focus on individual words (e.g., if additional practice is meant to develop proficiency in a single word) or groups of related words (e.g., if vocabulary related to travel requires additional practice).

The most-targeted content delivery strategy would transmit discrete activities (such as multiple choice or fill in the blank) from a database that cue a targeted vocabulary word. This option has the benefit of directly targeting the proficiency goal and is well suited to instances where assessment on specific items is a priority.

Opening the aperture, content could be selected from a database of media that contain the vocabulary item in question. When selecting media for additional practice, it is important to avoid overloading students, so there is a premium on maximizing the value of externally delivered content. Criteria for selecting media include the following:

- **Media length.** Media should be of a length that fits within the time allocated to additional practice and not so long as to discourage completion by students. All else being equal, students might miss target items if media are not consumed in their entirety.
- **Media complexity.** Media should be appropriate to the skill level of students. Potential metrics include mean sentence length, mean word length, or number of words not previously encountered in the curriculum.
- **Occurrences of target word(s) and other related or priority words.** To maximize the value of additional practice for developing proficiency in the target word(s), media could be chosen that simultaneously provides exposure to the target word(s) alongside other related or priority words. For example, a recommendation engine could deliver content that contains terms related to travel if items requiring practice are determined to cluster around that topic. Alternatively, media might be selected to maximize the number of terms from a module that are within a certain distance from some threshold of predicted accuracy. This method would maximize the number of terms requiring additional practice rather than the thematic relatedness of terms. A combination of these methods might be employed, for example, by maximizing the thematic similarity of terms subject to a constraint on maximum predicted accuracy.
- **Word frequency outside the curriculum.** Words that are very frequent in a target language might not be high priority for additional exposure—students will encounter them repeatedly as a matter of course, so lower frequency words have higher value for choosing media.59

Content for additional practice could be delivered a few ways, depending on instructor goals and other constraints.

59 It might be less important to master very low-frequency words, given that they are also less likely to be encountered in natural settings.
• **Content could be delivered to instructors via email as optional material to present or assign to students in upcoming sessions.**
• **Content could be automatically recommended to students based on real-time interactions with activities.** This method is most appropriate where individual student performance is consistently tracked across a course of instruction and requires close integration with a content recommendation engine.
• **Content could be posted online for students to access as optional, additional practice.** This method is again suitable where student performance is tracked across a curriculum, but it places looser demands on integration with a recommendation engine. For example, a recommendation engine could be queried on a daily or weekly basis to select media for additional practice.

**Assessment of Capability**

UCAT is not configured to vary content in real-time. This constrains how PPE can be integrated with the LN Standard Arabic Basic course. However, the instructor or students can receive tailored recommendations outside UCAT to reinforce linguistic concepts in a targeted manner.

An important enabler for delivering supplemental instruction is a content management system that contains learning events. One such option for an external recommendation engine is Haystack, a content management system for foreign language media that is built on the Apache Solr open-source search platform and is already in limited use at DLI. Haystack can be queried with English and foreign language words and phrases to deliver multimedia content that contain those words and phrases.

Haystack preprocesses uploaded files and extracts content using machine learning, optical character recognition, and other methods. Haystack can be used to select specific kinds of media (e.g., video clips), specific translation engines, media on certain topics (e.g., technology or military), and sections of media that feature certain words (e.g., trimmed video clips). An initial integration with Haystack might employ the model to select words that require additional practice and query the engine for relevant content. The existing capabilities of Haystack provide a backbone for a recommendation engine that can meet the criteria discussed above to maximize the value and relevancy of additional practice.

**Summary**

The structure of the LN Standard Arabic Basic course and technical design of UCAT pose difficulties for delivering tailored content through UCAT. More fundamentally, the optimal type and presentation of student activities to support the cognitive model might be in tension with the instructional design of the LN Standard Arabic Basic course. For example, small group activities and highly varied response formats might be desirable for instructors, but they pose difficulties for model integration with the LMS as it stands.
The integration of cognitive models still holds promise for reducing the amount of hand-crafting that instructors must do. Integration can be relatively light; it can use the model to deliver content when it expects proficiency to be waning without tracking and tailoring to individual performance. Alternatively, integration can be deep; it can deliver individually tailored content based on systematic tracking of performance and real-time integration with a content delivery engine. Integrating the model using an external recommendation engine can facilitate these different degrees of personalization while avoiding some of the barriers to integration with an existing LMS.

This specific use case points to broader lessons for employing cognitive models for personalized training:

- The capability to track trainee performance throughout a course of instruction opens possibilities for tailoring learning content to the individual, but it also allows instructors to understand which methods produce performance gains and can help drive the business case for personalized training methods.
- Instructor and student feedback is necessary for implementing new learning technologies. Different integrations pose trade-offs and prioritize some goals over others. It is necessary to understand which options fit with instructor plans, fall within time constraints, and engage the training audience. Continuous user feedback should therefore be incorporated throughout the development and deployment of personalized training technologies.
- Relatedly, instructors need to trust model recommendations when employing a personalized training technology. Another benefit of tracking individual performance is to help build this trust by demonstrating the effectiveness of cognitive models for developing proficiency.
Chapter 5. Conclusion

The DAF must deliver effective training and education to develop, upskill, and sustain the KSAs of its workforce. The DAF’s success in training and education underlies its ability to deliver mission-capable forces to combatant commanders and maintain asymmetric advantage over competitors. Yet training and education are costly in terms of time, personnel, and resources.

The objective of this research was to examine how the DAF might leverage cognitively inspired technologies—specifically, cognitive models—to transform how it delivers training and education. Cognitive models have been used to deliver personalized training in classroom settings and engender the acquisition and retention of complex medical and military skills in diverse contexts. These applications have established that personalized training can result in higher levels of skill attainment and reduced training times. This report documents how cognitive models can be applied to linguist training, although the findings and are broadly applicable.

Key Findings

Table 5.1 summarizes the key findings of our analyses. These align to three general themes. First, industry, academia, and the government are actively developing a diverse portfolio of cognitively inspired technologies. These technologies are grounded in decades of psychology research, and they have been successfully applied in many domains and settings. The DAF training enterprise can leverage these technologies to produce a more highly skilled workforce in an economical manner.

Second, personalized training can allow individuals to achieve higher levels of proficiency in less time. Cognitive models are a relatively unexplored approach to deliver personalized training, yet they might be more suitable than other approaches that use ML or heuristic-based rules. Among cognitive models, PPE has been demonstrated in an exceptionally wide variety of domains and settings. We find that PPE is a valid model for second-language acquisition in realistic conditions, and that modern statistical techniques can be used to tailor PPE to individual students and groups of students.

Third, PPE is generally applicable to DAF training and education, and linguistic training is one high-leverage use case. The digitization of LN curricula permits use of data analytic tools, including cognitive models such as PPE. Furthermore, the ability to deploy and flexibly modify information technologies (such as a separate language-learning application) within LN curricula creates an opportunity to deliver personalized training. This might be especially effective for learning and rehearsing task-critical vocabulary. Models such as PPE can support both lighter,
supplemental integration, or more in-depth and individually targeted integration with existing curricula, depending on instructional goals and design, as well as technical limitations.

Table 5.1. Summary of Key Results

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Focus</th>
<th>Key Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Reporting the findings of a market analysis and a review of academic literature on adaptive training technologies</td>
<td>Adaptive training approaches that use cognitive models are relatively underexplored, yet they offer benefits beyond other more common training approaches. Of the cognitive models that have been proposed, the PPE has been demonstrated in an exceptionally large number of domains and settings. Adaptive training approaches, including cognitive models, might be delivered in a variety of mediums, including online and computer platforms, virtual and augmented reality, and games.</td>
</tr>
<tr>
<td>3</td>
<td>Validating the PPE cognitive model for second-language learning in realistic conditions</td>
<td>PPE provides a valid account of second-language learning in real-world conditions. PPE must be recalibrated for new languages. A statistical method called Bayesian hierarchical modeling provides a principled way to pool information across individual students and groups of students.</td>
</tr>
<tr>
<td>4</td>
<td>Evaluating the feasibility of integrating a cognitive model with the LN Standard Arabic Basic course</td>
<td>Of the elements covered in the LN Standard Arabic Basic course, PPE is most applicable to the acquisition and retention of task-critical vocabulary. PPE can be used to deliver empirically grounded recommendations for when to introduce and rehearse task-critical vocabulary in the LN curriculum at the classroom level. Student performance measures captured in the LN Standard Arabic Basic course provide information about student and classroom proficiency, yet they are not delivered in the manner needed to enable personalized training. One promising alternative is to deliver rehearsal activities and assess student mastery of task-critical vocabulary using a separate application that complements existing IT systems used in the LN Standard Arabic Basic course but is designed specifically for cognitive model–based, personalized training.</td>
</tr>
</tbody>
</table>

Recommendations

Recommendation 1. The DAF should leverage cognitively inspired technologies to augment training. The learning sciences have yielded empirically grounded principles and approaches to enhance knowledge acquisition and retention. To leverage this body of work, the DAF should do the following:

- Use service labs, federally funded research and development centers, centers of excellence, and other mechanisms to track advances in the learning sciences. By doing so, the DAF can identify opportunities to enhance training and education using well-established and emerging technologies. Given the foundational and pervasive nature of training, these opportunities might have outsized impact relative to other technologies.
- Conduct a campaign of experiments using cognitively inspired technologies, and capture lessons learned in a central repository. As with other commercial products, the DAF might conduct small-scale experiments to evaluate the feasibility and utility of
transferring training technologies to the force. Given that many training challenges are common across organizations, lessons learned from these experiments should be shared DAF-wide.

**Recommendation 2.** The DAF should use computational cognitive models of knowledge acquisition and retention to deliver empirically based, personalized training. Cognitive models are underexplored relative to other approaches for delivering adaptive training, yet they might be more suitable and might offer significant benefits beyond other methods. Furthermore, cognitive models can be used to continuously track skill retention during periods of disuse. This is especially valuable for readiness assessment.

- **The DAF should use computational cognitive models to tailor delivery of training in multiple domains including linguist training.** Laboratory, classroom, and field studies have established the feasibility of using cognitive models for second-language learning. These form a basis for the DAF to use cognitive models for linguistic training.
- **The DAF should use computational cognitive models to track proficiency during periods of disuse.** As with training delivery, laboratory, classroom, and field studies form a basis for the DAF to use cognitive models in this way.

**Recommendation 3.** AFRL should invest in core and surrounding technologies to enable computational cognitive models to be applied to training at scale. In this report, we present a proof-of-concept for applying a computational cognitive model to knowledge acquisition and retention. Numerous technical advances are needed to apply the technology at scale.

- **AFRL should expand the set of factors represented in cognitive models.** PPE accounts for the effects of the amount of practice, elapsed time since practice occurred, and temporal distribution of practice. Other factors, such as stress and fatigue, also affect knowledge acquisition and retention. To enable more-accurate predictions and develop more dimensions of training, PPE should be expanded to account for the effects of additional factors.
- **AFRL should work with the DAF training enterprise to refine methods to identify KSAs that underlie task performance to permit the application of cognitive models.** To apply PPE, the underlying elements of task performance must be identified. Methods to automate and assist task decomposition by human subject matter experts would allow cognitive models to be applied to more tasks. Relatedly, methods to automatically tag training content would also allow cognitive models to be more readily applied to tasks.

**Recommendation 4.** AETC LN should use a separate software application specifically designed for personalized training to deliver rehearsal activities of task-critical vocabulary. The LN curriculum must satisfy multiple learning, assessment, and social objectives. Thus, learning events cannot be fully tailored to meet requirements for cognitive model–based, personalized training. A promising alternative is to track all learning activities that students complete but to limit personalized training to a separate application that complements the full curriculum.
Appendix. Technical Description of the Predictive Performance Equation and Ancillary Analysis

In this appendix, we provide a technical description of PPE and of model fitting and evaluation methods. We also provide additional supporting analyses.

Model Description

At a high level, PPE takes details related to an individual’s study history for a given item. PPE converts those inputs into an activation value that represents the strength of the item in the individual’s memory. The activation value determines the probability that the individual will correctly retrieve the item.

In PPE, the effects of practice and elapsed time on activation ($M_n$) are multiplicative,

$$M_n = N^c \cdot T^{-d}. \quad (Eq. 1)$$

where $N$ is the number of practice repetitions, $T$ is the elapsed time, $c$ is the learning rate, and $d$ is the decay rate. In PPE, activation increases as a power function of amount of practice ($N^c$), and activation decreases as a power function of elapsed time since practice ($T^d$).

Elapsed time is calculated as the weighted sum of the time since each of the previous study opportunities for an item,

$$T = \sum_{i=1}^{n} w_i \cdot t_i. \quad (Eq. 2)$$

The weight assigned to each study opportunity decreases exponentially with time,

$$w_i = \frac{t_i^{-x}}{\sum_{j=1}^{n} t_j^{-x}}. \quad (Eq. 3)$$

where the variable $x$ controls the steepness of weighting.\(^{60}\)

The variable $d$ in Equation 2 accounts for decay. Decay is calculated using the history of lags between successive study opportunities of an item ($lag$),

\(^{60}\) Using past simulation studies, the value of the learning rate ($c$) is fixed to 0.1 and the value of $x$ is set to 0.6 (Walsh, Gluck, Gunzelmann, Jastrzembski, Krusmark, Myung, et al., 2018).
\[ d_n = b + m \cdot \left( \frac{1}{n-1} \sum_{j=1}^{n-1} \frac{1}{\log(lag_j + e)} \right). \quad (Eq. 4) \]

The key innovation in PPE is the way spacing affects decay rate. This is produced by Equation 5. The quantity inside the summation approaches zero when lags are long, reducing decay rate. Conversely, the quantity inside the summation approaches one when lags are short, increasing decay rate. Spaced practice extends the lags between successive item repetitions, thereby reducing an item’s decay rate and increasing retention. The effects of training history are scaled by a decay slope parameter \( m \) and offset by a decay intercept parameter \( b \).

The probability of recalling an item \( P_n \) is a logistic function of its activation,

\[ P_n = \frac{1}{1 + \exp \left( \frac{\tau - M_n}{s} \right)}. \quad (Eq. 5) \]

Model Fitting Methods

We fitted the model using maximum likelihood estimation. For each question, the model predicts the probability of a correct response. By treating the observed outcome as a binomial variable, one can compute the likelihood of the outcome on question \( t \) given the model’s prediction, \( P(outcome_t|predicted) \). These probabilities can be multiplied together to find the likelihood of the complete set of outcomes. However, the negative value of the sum of the natural logarithm of the likelihoods, or the negative log-likelihood estimate (–LLE), is typically used instead,

\[ -LLE = \sum_{t=1}^{n} \log \left( P(outcome_t|predicted_t) \right). \quad (Eq.6) \]

To fit the model, we found parameter values that minimized the –LLE, thereby maximizing the likelihood of the observed outcomes.

Supporting Analyses

To determine whether it was appropriate to allow the parameter \( \tau \) to vary by question type and to allow \( \tau \) and other model parameters to vary by language, we fitted four variants of the

---

\(^{61}\) Lag prior to the first presentation of an item (lag\(_1\)) is \( \infty \). Consequently, decay after the first presentation of an item is \( b \) (Eq. 5).
model where different subsets of parameters were held constant across conditions or allowed to vary (Table A.1). We evaluated model variants using out-of-sample predictions. This involved fitting the models by using combined data from a random split of 90 percent of students and evaluating model predictions using data from the remaining 10 percent of students excluded from the test set.

Table A.1 shows –LLE for out-of-sample predictions. Smaller values denote more-accurate predictions. The variant of the model where parameters were allowed to vary by question type and language had the lowest –LLE. The size of the difference amounts to decisive evidence in favor of that model.

Table A.1. Negative Log-Likelihoods for Models That Allow Parameters to Vary by Question Type and Language

<table>
<thead>
<tr>
<th>Vary Parameters by Question Type</th>
<th>Vary Parameters by Language</th>
<th>–LLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>No</td>
<td>171,698</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
<td>171,487</td>
</tr>
<tr>
<td>Yes</td>
<td>No</td>
<td>166,172</td>
</tr>
<tr>
<td>Yes</td>
<td>Yes</td>
<td>164,490</td>
</tr>
</tbody>
</table>

To determine whether it was appropriate to allow parameters to vary by individual, we fitted two variants of the model: one where all parameters were shared across individuals, and another where they were allowed to vary. We fitted the models using combined data from 90 percent of the words that each student studied, and we evaluated model predictions using data from 10 percent of words held out as the test set. The –LLE for the combined and individual-level models were 213,572 and 149,735, respectively. The size of the difference amounts to decisive evidence in favor of the individual-level model.

Bayesian Hierarchical Model

To demonstrate how to calibrate PPE to new students while taking into consideration data from previous students, we implemented PPE as a generative probabilistic model and fitted it using fully Bayesian inference. Figure A.1 expresses the model in graphical notation.
We gave PPE each student’s exact study history (i.e., the number and timing of questions for each vocabulary word). This is represented by the history node in Figure A.1, which is shaded to denote that the values are observable. The data are the student response accuracies from each question. These are represented by the $y$ node in Figure A.1, which is also shaded to denote that the values are observable. PPE assumes that accuracy (the $\theta$ node) is determined by training history according to a power law of learning and a power law of forgetting. The model contains four free parameters that are allowed to vary by individual ($b$, $m$, $\tau$, and $s$). Individual differences are constrained by the hyper-parameters shown outside the plates. All unshaded parameter nodes in Figure A.1 denote that the values are not observable and are estimated to maximize the probability of the observed responses. The model was implemented and fitted using Stan.\(^\text{62}\)

To simplify matters, we fitted the models using data only from native English speakers learning Spanish. In addition, although we provided the models with students’ complete history of exposures, we used response accuracy only from questions that involved translating written

words from L1 to L2. The model shown in Figure A.1 can be expanded to account for multiple languages and question formats.

Regression Analysis of Second Language Acquisition Modeling Data

To confirm the observations from Figures 3.1 and 3.2, we performed a logistic regression treating item-level response accuracy as the outcome, and treating question type, language, number of practice repetitions, and elapsed time since the previous repetition as predictors. Table A.2 shows the odds ratios (ORs) and 95 percent confidence intervals estimated for the effects. Values less than 1.0 indicate that the factor reduces the probability of a correct response, and values greater than 1.0 indicate that the factor increases the probability of a correct response.

Accuracy was lowest the first time a word was tested (OR = 0.6), increased with the number of repetitions (OR = 1.31), and decreased with the time elapsed since the previous repetition (OR = 0.95). In addition, accuracy varied by question type, language, and part of speech (not shown). This analysis confirms how response accuracy is affected by amount of practice and elapsed time since practice occurred. It also demonstrates that secondary factors, such as language and question type, can further affect performance.

Table A.2. Odds Ratios and Confidence Intervals from Logistic Regression Analysis of Second Language Acquisition Modeling

<table>
<thead>
<tr>
<th>Factor</th>
<th>Odds Ratio</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>5.83</td>
<td>5.74</td>
<td>5.92</td>
</tr>
<tr>
<td>First presentation</td>
<td>0.60</td>
<td>0.59</td>
<td>0.61</td>
</tr>
<tr>
<td>Number of previous repetitions (log)</td>
<td>1.31</td>
<td>1.31</td>
<td>1.32</td>
</tr>
<tr>
<td>Elapsed time since previous repetition (log)</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>Language: French speakers learning English&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.70</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td>Language: Spanish speakers learning English&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.99</td>
<td>0.99</td>
<td>1.00</td>
</tr>
<tr>
<td>Question type: select&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.58</td>
<td>3.55</td>
<td>3.61</td>
</tr>
<tr>
<td>Question type: translate&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.90</td>
<td>0.90</td>
<td>0.91</td>
</tr>
</tbody>
</table>

<sup>a</sup> Relative to base level of native English speakers learning Spanish.
<sup>b</sup> Relative to base level of native English speakers learning Spanish.
<sup>c</sup> Relative to base level of Listen Translation.
<sup>d</sup> Relative to base level of Listen Translation.

Effects are significant at the $p < 0.05$ level if the 95 percent confidence interval does not include 1.0.

Although not shown in Table A.2, accuracy varied across the 17 different parts of speech contained in the dataset.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACT-R</td>
<td>Adaptive Control of Thought—Rational</td>
</tr>
<tr>
<td>AETC</td>
<td>Air Education and Training Command</td>
</tr>
<tr>
<td>AETC/A9</td>
<td>Air Education and Training Command Analysis and Innovation Directorate</td>
</tr>
<tr>
<td>AFRL</td>
<td>Air Force Research Laboratory</td>
</tr>
<tr>
<td>AFRL/RH</td>
<td>Air Force Research Laboratory, Airman Systems Directorate</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ARTS</td>
<td>Adaptive Response-Time-Based Sequencing</td>
</tr>
<tr>
<td>BKT</td>
<td>Bayesian knowledge tracing</td>
</tr>
<tr>
<td>COA</td>
<td>course of action</td>
</tr>
<tr>
<td>COLT</td>
<td>Colorado Optimized Language Tutor</td>
</tr>
<tr>
<td>CSAF</td>
<td>Chief of Staff of the Air Force</td>
</tr>
<tr>
<td>CY</td>
<td>calendar year</td>
</tr>
<tr>
<td>DAF</td>
<td>United States Department of the Air Force</td>
</tr>
<tr>
<td>DASH</td>
<td>Difficulty, Ability, Student History</td>
</tr>
<tr>
<td>DAS3H</td>
<td>item Difficulty, student Ability, Skill, and Student Skill practice History</td>
</tr>
<tr>
<td>DLI</td>
<td>Defense Language Institute</td>
</tr>
<tr>
<td>DoD</td>
<td>U.S. Department of Defense</td>
</tr>
<tr>
<td>DTIC</td>
<td>Defense Technical Information Center</td>
</tr>
<tr>
<td>EDM</td>
<td>educational data mining</td>
</tr>
<tr>
<td>FY</td>
<td>fiscal year</td>
</tr>
<tr>
<td>GPE</td>
<td>General Performance Equation</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>KSA</td>
<td>knowledge, skill, and ability</td>
</tr>
<tr>
<td>L1</td>
<td>A student’s native language</td>
</tr>
<tr>
<td>L2</td>
<td>A student’s second language</td>
</tr>
<tr>
<td>LKT</td>
<td>logistic knowledge tracing</td>
</tr>
<tr>
<td>LMS</td>
<td>learning management system</td>
</tr>
<tr>
<td>LN</td>
<td>Linguist Next</td>
</tr>
<tr>
<td>–LLE</td>
<td>negative log-likelihood estimate</td>
</tr>
<tr>
<td>MCM</td>
<td>multi-scale context model</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>MLE</td>
<td>maximum likelihood estimates</td>
</tr>
<tr>
<td>NSF</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>Operations and Maintenance</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>P&amp;A</td>
<td>Pavlik and Anderson</td>
</tr>
<tr>
<td>PASS</td>
<td>Personalized Adaptive Scheduling System</td>
</tr>
<tr>
<td>POM</td>
<td>Program Objective Memorandum</td>
</tr>
<tr>
<td>PPE</td>
<td>Predictive Performance Equation</td>
</tr>
<tr>
<td>PPO</td>
<td>Predictive Performance Optimizer</td>
</tr>
<tr>
<td>RAP</td>
<td>Ready Aircrew Program</td>
</tr>
<tr>
<td>RDT&amp;E</td>
<td>Research, Development, Test and Evaluation</td>
</tr>
<tr>
<td>SAM</td>
<td>Search of Associative Memory</td>
</tr>
<tr>
<td>SBIR</td>
<td>Small Business Innovation Research</td>
</tr>
<tr>
<td>SLAM</td>
<td>second language acquisition modeling</td>
</tr>
<tr>
<td>STTR</td>
<td>Small Business Technology Transfer</td>
</tr>
<tr>
<td>TRL</td>
<td>technology readiness level</td>
</tr>
<tr>
<td>UCAT</td>
<td>Universal Curriculum and Assessment Tool</td>
</tr>
<tr>
<td>USAF</td>
<td>United States Air Force</td>
</tr>
</tbody>
</table>
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The purpose of training and education in the United States Department of the Air Force (DAF) is to develop and sustain mission-critical knowledge, skills, and abilities (KSAs) among airmen, guardians, and civilians. The DAF must deliver effective training and education to fully use its human capital, provide warfighting assets to combatant commanders, and maintain asymmetric advantage over competitors. Yet training and education is costly. A recent budget request included more than $2 billion for training and education, and recent guidance has highlighted that the U.S. Air Force must transform all facets of training and education to field a highly capable force in an affordable manner.

This report focuses on computational cognitive models, a class of training technologies with transformative potential. Computational cognitive models emulate psychological processes like knowledge acquisition and retention. These models have been used to develop empirically grounded training curricula and deliver personalized training in diverse domains. The primary benefits of using these models to deliver personalized training are enhanced learning gains and reduced training time.

This report explores the feasibility of applying computational cognitive models to the acquisition and sustainment of mission-critical KSAs, with emphasis on second-language learning. The authors affirm that cognitive models can be integrated with training curricula in a variety of ways, and each of these potential courses of action presents different levels of benefits along with different technical and logistical challenges.