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Summary

Issue

The U.S. Air Force has become increasingly interested in the potential for artificial intelligence (AI) to enhance different aspects of warfighting. For this project, the Air Force asked the RAND Corporation to consider instead what AI cannot do in order to understand the limits of AI for warfighting applications.

Approach

Rather than attempt to determine the limits of AI in general, we selected and investigated four specific warfighting applications as potential use cases: cybersecurity, predictive maintenance, wargames, and mission planning. These applications were chosen to represent a variety of possible uses while highlighting different constraints. We tailored the research approach to each use case. In the three cases for which we believed we could obtain sufficient data, we performed AI experiments; in the remaining case, wargames, we looked broadly at how AI could or could not be applied. The details for each use case are presented in separate volumes.

Key Findings

Two common themes emerge from the use cases: (1) data to train and test AI systems must be current, accessible, and of high quality; and (2) the limitations of AI algorithms can significantly restrict their utility. Table S.1 summarizes the major findings for each use case.
Table S.1. Summary of Findings

<table>
<thead>
<tr>
<th>Use Case</th>
<th>Data Limitations</th>
<th>Algorithm Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cybersecurity</td>
<td>• To recognize adaptive threats, data must be recent. Distributional shift—the growing gap between real-world experience and initial training data—degrades model performance, and it cannot be avoided in malware or network intrusion, especially for high-dimensional data.</td>
<td>• AI classification algorithms cannot be relied on to learn what they are not taught. AI did not anticipate or recognize new kinds of malware or network intrusion.</td>
</tr>
<tr>
<td></td>
<td>• Distributional shift—the growing gap between real-world experience and initial training data—degrades model performance, and it cannot be avoided in malware or network intrusion, especially for high-dimensional data.</td>
<td></td>
</tr>
<tr>
<td>Predictive maintenance</td>
<td>• Data must be accessible and well-conditioned. Relevant logistics data are maintained in multiple databases and are often ill-conditioned. Without an automated data pipeline, sufficient data cannot be captured to enable AI.</td>
<td>• AI can estimate complex functions well, but this comes at a loss of generality. AI can estimate part failure rates far better than a universal probability distribution, but it must be trained on each part separately.</td>
</tr>
<tr>
<td></td>
<td>• Peacetime data cannot be substituted for wartime data. AI cannot make up for a scarcity of appropriate data.</td>
<td></td>
</tr>
<tr>
<td>Wargames</td>
<td>• Digitization must precede AI development. Most wargames are not conducted in a digital environment and do not generate electronic data. Digitization is a precursor to an AI data pipeline.</td>
<td>• AI is far from achieving human-level intelligence. Therefore, it cannot stand in for humans, nor can it apply human judgments. AI is therefore only likely applicable to certain stages of wargames conducted for certain purposes.</td>
</tr>
<tr>
<td></td>
<td>• New kinds of data are needed. To enable AI, human-computer interaction (HCI) technology is needed to capture aspects of wargaming that are not captured today.</td>
<td></td>
</tr>
<tr>
<td>Mission planning</td>
<td>• To counter adaptive threats, data must be recent. Models must be refreshed with updated conditions to survive against dynamic threats.</td>
<td>• AI is tactically brilliant but strategically naive. It tends to win by getting within the opponent’s observe, orient, decide, act loop rather than by coming up with a clever grand strategy.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• AI is less accurate than traditional optimization methods. But its solutions can be more robust, and it can reach them faster.</td>
</tr>
</tbody>
</table>

Recommendations

In the recommendations across all use cases, two themes emerged: the need to conduct tests and experiments and the need to develop better infrastructure to support future AI development. Table S.2 summarizes the recommendations, specific to each use case.
### Table S.2. Summary of Recommendations

<table>
<thead>
<tr>
<th>Use Case</th>
<th>AI Tests and Experiments</th>
<th>Supporting Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cybersecurity</td>
<td>• Perform dataset segmentation tests to determine the significance of distributional shift for AI systems and to determine an approximate decay rate and AI shelf life.</td>
<td>• Not applicable.</td>
</tr>
<tr>
<td>Predictive</td>
<td>• Experiment with AI to improve demand forecasting for readiness spares packages (RSPs) and extend the proof-of-concept models to all aircraft. This will likely have to be done on a part-by-part, platform-by-platform basis.</td>
<td>• Build a data operations pipeline to conduct a retrospective analysis of aircraft maintenance and RSP efficiently for multiple parts and platforms.</td>
</tr>
<tr>
<td>maintenance</td>
<td>• Consider AI to solve the larger operations research problem of selecting which parts to send where.</td>
<td></td>
</tr>
<tr>
<td>Wargames</td>
<td>• Concentrate resources for developing AI applications for wargames on the most promising areas: those that investigate alternative conditions or that are used for evaluation with well-defined criteria; those that already incorporate digital infrastructure, including HCI technologies; and those that are regularly repeated.</td>
<td>• Increase the use of digital gaming infrastructure and HCI technologies, especially in games designed for systems exploration and innovation, to gather data to support AI development.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Employ AI capabilities to support future wargaming efforts more generally.</td>
</tr>
<tr>
<td>Mission planning</td>
<td>• Consider how AI could power a fast-reaction policy for drones facing unexpected conditions.</td>
<td>• Invest in developing tools to apply reinforcement learning to existing mission planning models and in simulations, such as the Advanced Framework for Simulation, Integration, and Modeling (AFSIM).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Chapter 1

Overview

Introduction

The Department of the Air Force (DAF) has become increasingly interested in the potential for artificial intelligence (AI) to enhance different aspects of warfighting. As Secretary of Defense Lloyd Austin said in 2021, “AI is central to our innovation agenda, helping us to compute faster, share better . . . and make decisions faster and more rigorously.” Over the past five years, RAND Corporation researchers have investigated how AI might be used to improve command and control, intelligence analysis, operational assessment, human resources management, and many other applications. For this project, the U.S. Air Force (USAF) asked RAND to consider instead what AI cannot do in order to understand the limits of AI for warfighting applications.

Of course, determining the limits of AI for all possible warfighting applications would be too large of a subject to address in any one report. Rather than attempting to determine the limits of AI in general, we selected and investigated four specific warfighting applications as potential use cases: cybersecurity, predictive maintenance, wargames, and mission planning. These applications were chosen in consultation with our sponsor, Air Force Materiel Command, Strategic, Plans Programs, Requirements, and Analyses (AFMC/A5/8/9), to represent a variety of possible AI uses in the DAF while highlighting different constraints on AI use.

In this report, we describe various inherent limits to using AI to help solve different problems, including data and algorithmic issues. However, there is an important category of limitations that we do not consider: the potential for adversarial attacks to disrupt AI systems, such as generative

---


adversarial networks, data poisoning, so-called Trojan algorithms, and others. Those limitations are discussed in other RAND reports.3

What Do We Mean by Artificial Intelligence?

Updating Marvin Minsky’s original 1968 definition, we echo prior RAND reports that define AI broadly as “the use of computers to carry out tasks that previously required human intelligence.”4 For the purposes of discussing warfighting applications, we also follow prior RAND practice and consider AI to consist of these six specific capabilities:

- computer vision, the detection and classification of objects in visual media5
- natural language processing, the recognition and translation of speech and text
- planning, the use of models to find actions that lead to goals
- prediction and classification, the categorization of current and future data based on prior data
- generative learning, the synthesis of language, images, and other media
- expert systems, rules-based models constructed to reflect expert knowledge and general heuristics.6

In this series of reports, we look almost exclusively at the potential to use current machine-learning (ML) methods—primarily, neural networks—to achieve these AI capabilities. ML and AI are not synonymous, although they are often treated as such because the rapid progress in AI capabilities over the past decade has largely been the result of the revolution in deep learning, a subfield of ML that has rendered obsolete prior approaches to computer vision and natural language processing.

---

3 For example, Andrew J. Lohn, Jair Aguirre, Mark Ashby, Benjamin Boudreaux, Johnathan Fujiwara, Gavin S. Hartnett, Daniel Ish, John Speed Meyers, Caolionn O’Connell, and Li Ang Zhang, Attacking Machine Learning in War, RAND Corporation, RR-4386-AF, 2020, Not available to the general public; and Li Ang Zhang, Gavin S. Hartnett, Jair Aguirre, Andrew J. Lohn, Inez Khan, Marissa Herron, and Caolionn O’Connell, Operational Feasibility of Adversarial Attacks Against Artificial Intelligence, RAND Corporation, RR-A866-1, 2022.


5 Although computer vision is technically a subset of prediction and classification, its techniques are sufficiently specialized and subject to unique vulnerabilities that we treat it as its own category for these purposes.

6 These capabilities were derived from a standard AI reference, Stuart Russell and Peter Norvig, Artificial Intelligence: A Modern Approach, 4th ed., Pearson, 2021. See also Li Ang Zhang, Lance Menthe, Ian Fleischmann, Sale Lilly, Joshua Kerrigan, Michael J. Gaines, and Gregory A. Schumacher, Incorporating Artificial Intelligence into Army Intelligence Processes, RAND Corporation, RR-A729-1, 2021, Not available to the general public.
processing. Deep learning is a loose term referring to neural networks that have many “hidden” interconnected layers of “neurons” between the input and output streams.

Modern ML is also commonly spoken of in terms of three subcategories: supervised learning, in which the AI system is trained using labeled data; unsupervised learning, in which the AI system seeks to uncover hidden structures in unlabeled data; and reinforcement learning, in which the AI system is rewarded for maximizing an expected utility function through its interactions with its environment.

We consider all three in this report but look mostly at supervised and reinforcement learning, which might not require more data than unsupervised learning but which do usually require the data to be processed or labeled.

We do not look at the potential for artificial general intelligence or any other groundbreaking new methods in ML. Although there is no standard definition for artificial general intelligence, it is more or less the hypothetical ability to achieve cognition that is “human-like” or “general” in the sense that it is not tied to specific tasks. There is no consensus as to what technologies could achieve this ability, and many experts believe that fundamental breakthroughs are needed first. As one recent observer put it,

Machines may someday be as smart as people, and perhaps even smarter, but the game is far from over. There is still an immense amount of work to be done in making machines that truly can comprehend and reason about the world around them. This is why basic research remains crucial.

We are mindful, however, that it is the nature of breakthrough research to defy prediction. When we speak of the limits of AI for warfighting applications, therefore, we wish to be explicit that we refer only to the limits of the field as we understand it today. Describing the limits of AI today might be similar to describing the limits of electricity in 1950, when nuclear-powered electric cars seemed just as plausible as flying cars. Still, we expect these predictions to be useful for planning over a 20-year time frame.

Selecting the Use Cases

The first task in this project was to select potential AI use cases that were of interest to the DAF and were likely to highlight different types of limits to AI use. We first proposed the five selection criteria shown in Table 1.1.
Table 1.1. Selection Criteria

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAF importance</td>
<td>How important to the DAF is the capability gap or process that this AI application addresses?</td>
</tr>
<tr>
<td>DAF impact</td>
<td>How much could an AI application theoretically improve efficiency, effectiveness, use of human capital, and/or agility in this process?</td>
</tr>
<tr>
<td>AI success</td>
<td>How much success has AI been shown to have in achieving these kinds of improvements in related areas?</td>
</tr>
<tr>
<td>AI limit relevance</td>
<td>How likely is it that this use case will highlight an important limitation or boundary of AI application for the warfighter?</td>
</tr>
<tr>
<td>Research feasibility</td>
<td>How feasible is it for RAND to conduct ML experiments in this area?</td>
</tr>
</tbody>
</table>

We then proposed 14 research areas, varying from intelligence, surveillance, and reconnaissance (ISR) applications, to command and control (C2) and operations, to enterprise uses, such as logistics and personnel. These were a combination of areas in which AI work was already active in the DAF or at RAND or in which the subject-matter experts (SMEs) we consulted felt there was untapped potential. Table 1.2 shows the potential research areas by category, along with our rough rankings according to the five selection criteria.

Table 1.2. Artificial Intelligence Use Selection

<table>
<thead>
<tr>
<th>Category</th>
<th>Use Case</th>
<th>Importance to DAF</th>
<th>Potential Impact of AI</th>
<th>Likelihood of AI Success</th>
<th>AI Limit Relevance</th>
<th>Feasibility of Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISR</td>
<td>Tactical Multi-language Transcription</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Full Motion Video Exploitation</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>OSINT Data for Battle Damage Assessment</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Automated Identification of Friend-or-Foe</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Tracking Adversary Disposition of Forces</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Dynamically Optimized Sensing Grid</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>C2/Operations</td>
<td>Wargames</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Mission Planning</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>Defensive Counterspace</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td></td>
<td>OSINT-informed PSYOPS</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>Enterprise</td>
<td>Cybersecurity</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Predictive Maintenance</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Promotion Selection Criteria Analysis</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td></td>
<td>Repurpose Legacy PowerPoint Data</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
</tbody>
</table>

NOTE: OSINT = open source intelligence; PSYOPS = psychological operations.

12 We initially proposed 13 research areas. The wargames use case was suggested by our sponsor in one of the initial meetings, during which we talked through the potential research areas.
While we hoped that the selection criteria would yield obvious candidates, a quick examination of Table 1.2 shows that the results are mixed and there are no obvious winners. AI is broadly applicable, and many areas of research are interesting, but every area has some issues as well. In the end, we decided (in consultation with our sponsor) to rule out the entire ISR category because RAND researchers have already done considerable work in this area and because there were ongoing studies involving the disposition of forces and the sensing grid. Nevertheless, this is an important area for further research. We also ruled out any area with a “low” ranking in any category. The last area we omitted was promotion criteria selection analysis because it had the fewest “high” ratings and because RAND researchers had recently investigated this area.

That left us with the four use cases: cybersecurity, predictive maintenance, wargames, and mission planning. These cases covered a variety of options and posed different research challenges.

How to Read These Reports

Chapter 2 presents a summary of the research approach, findings, and recommendations from each use case. The subsequent four volumes in the series discuss each use case separately and in more detail. We offer these details in distinct volumes because we expect the use cases might be of interest to different warfighting communities.

---

13 For example, see Menthe et al., 2021a; and Menthe et al., 2021b.
14 Schulker et al., 2021.
We tailored our research approach to each use case. In the three cases for which large datasets are publicly available, we drilled down to particular tasks so we could perform technical experiments on the data. In the remaining case, wargames, we developed a framework for analysis and looked broadly at how AI could or could not be applied in the future. In this chapter, we describe each use case separately and conclude with a summary of the common themes.

Cybersecurity

The research objective for this use case was to consider how the potential for distributional shift could limit AI effectiveness for cybersecurity applications.

Distributional shift occurs when the data that an AI system encounters in the field diverge over time from the data on which the AI system was trained and tested. Depending on the precise nature of the shift, this can significantly degrade AI system performance over time. We focused on distributional shift because recent research indicated that distributional shift was likely to be a significant factor for AI cybersecurity applications. As one research group explained, “In the real network security, hackers often change different ways to attack the network, in such cases, there could be multiple variables changes might have happened during the period.”\(^{16}\)

Distributional shift is particularly challenging in such cases where the shift is unpredictable and the number of dimensions along which it can occur is very large. In cybersecurity, hackers can adapt in unexpected ways, and thousands of extracted features are needed to categorize each software program or event. This differs from more conventional AI tasks, such as facial recognition, which have thousands of features to consider, but the information contained in the features does not shift over time. This means that the straightforward mitigation for distributional shift—expanding the initial dataset to incorporate potential future shifts—is simply infeasible. For example, one of the datasets uses 2,000 dimensions to categorize potential malware. Expanding the search space by just 10 percent along each dimension would increase the total volume of the search space by many orders of magnitude.

---

Approach

On the basis of our review of the literature, we selected two common cybersecurity tasks—network intrusion detection and malware identification—for which there are large, publicly available, benchmark datasets. For the network intrusion detection task, we built two AI models using the open-source framework TensorFlow to analyze two Canadian Institute for Cybersecurity (CIC) datasets: CIC-IDS2017 and CSE-CIC-IDS2018.\(^\text{17}\) For the malware identification task, we used AI systems created specifically for three very large, interrelated datasets: Endgame Malware BE\(\text{N}\)chmark for Research (EMBER), Sophos-\(R\)eversing Labs–20 Million (SOREL-20M), and Blue Hexagon Open Dataset for Malware Analysis (BODMAS).\(^\text{18}\)

We used these AI models to investigate how much distributional shift was present within these datasets and whether this shift was sufficient to degrade AI performance. To do this, we used a novel data segmentation process: We sliced the dataset into time windows and repeatedly trained and tested the same AI model on these different datasets. By freezing the AI architecture instead of optimizing the hyperparameters and other settings to each subset of data (which is the usual process), we could isolate the effects of changing data on AI performance. This enabled us to look for the presence of distributional shift and estimate the significance of its effect on AI performance over time.

Results

We confirmed that the cybersecurity datasets we studied suffer from distributional shift and that, to the extent that these datasets reflect reality, AI performance in these tasks should be expected to degrade over time. This means that AI systems for cybersecurity have an inherent shelf life and must be retrained regularly. There are two main findings:

- **Distributional shift is a significant factor for some cybersecurity applications, but timescales vary.** For network intrusion detection, both AI models exhibited a rapid degradation of about 4.5 percent in accuracy per day. For malware identification, we found a much slower change of about 1.5 percent in accuracy per year.\(^\text{19}\) We emphasize, however, that

---


\(^\text{19}\) We used slightly different measures for each dataset because of their construction. For network intrusion detection, we measured accuracy using precision: true positives divided by all positives. For malware identification, we used the F\(_1\) score, the harmonic mean of precision and recall.
these specific estimates arise from only a few periods of measurement, and other datasets might exhibit significantly different behavior.\textsuperscript{20}

- **AI systems cannot reliably recognize new cyberattacks from old data.** Indeed, in the cases we considered, the AI systems could not recognize new attacks at all, but it is possible that more advanced AI models with more attuned hyperparameters could do a better job. However, when AI systems require recent data and data are only generated at a certain rate, such optimization can only go so far. This extends beyond cybersecurity to any AI algorithm facing unpredictable changes in a high-dimensional space.

From these findings, we obtain one general recommendation: **dataset segmentation tests like this can, and should, be performed to estimate the significance of distributional shift for any AI system for cybersecurity.** This kind of test yields a decay rate that provides an estimate of the retraining interval or shelf life for any AI system in this adaptive, complex space. It also indicates whether the AI system is generally sufficient or whether human oversight might be needed to address sudden new threats. This also requires AI developers to specify the training and testing datasets used—although this is widely recommended as a best practice, anyway.\textsuperscript{21}

For more information on this use case, see Vol. 2, *Distributional Shift in Cybersecurity Datasets.*\textsuperscript{22}

## Predictive Maintenance

Our research objective for this use case was to consider how AI could improve failure analysis for aircraft parts, which is used to help determine the contents of readiness spares packages (RSPs).

USAF squadrons deploy with RSPs to support 30-day operations. The USAF currently uses the Aircraft Sustainability Model (ASM) to create a shopping list for each RSP on the basis of several factors, such as current supply, back order history, and estimates of part failure rates.\textsuperscript{23} ASM uses a Poisson distribution to predict part failure rates.\textsuperscript{24} In this research, we assessed the accuracy of part failure demand forecasting using a Poisson distribution and evaluated using AI as an alternative means to predict failure rates. It is important to note that ASM does much more than this: We consider only one of its many functions.

\textsuperscript{20} In particular, while the network intrusion dataset represented real traffic running over a real computer network, it was created somewhat artificially on the basis of the actions of a small number of users over the course of a week. We do not know whether the threats represented were compressed in timescale or affected by the small number of users.


\textsuperscript{23} F. Michael Slay, Tovey C. Bachman, Robert C. Kline, T. J. O’Malley, Frank L. Eichorn, and Randall M. King, *Optimizing Spares Support: The Aircraft Sustainability Model*, Logistics Management Institute, AF501MR1, October 1996.

\textsuperscript{24} Other probability distributions, such as a negative binomial distribution, are technically available in the model, but they are not used by the USAF.
Approach

After considerable effort, we obtained a limited sample of historical data on ASM outputs and cross-referenced this sample with empirical data from the Logistics, Installations, and Mission Support–Enterprise View (LIMS-EV) system. This enabled us to compare predicted failure rates with actual failure rates to see how well the Poisson model used by ASM was actually working. We then built a proof-of-concept AI model to see whether it was possible to use AI to improve on these predictions.

Given the limitations of time and data, we looked only at part failures for a single platform, the A-10C, and used historical data pulled from September 2007 to June 2022. This time frame represented approximately 105,000 part failures for 113 unique part numbers. We then built a long short-term memory model, a neural network designed to learn temporal relationships. We trained this AI model on the first ten years of data and tested on the data from the following years. Mindful of the potential for distributional shift, we then retrained the model on the basis of each month’s data going forward, although we did not have time to perform the same kinds of data segmentation tests as we did for cybersecurity.

Results

A Kolmogorov-Smirnov test found that more than 80 percent of the failures did not match a Poisson distribution, which suggested that an AI model, or at least a non-Poisson distribution, had the potential to do better. Figure 2.1 offers a side-by-side comparison of the scatterplots showing how well the ASM model and the AI model were able to predict part failure rates.

25 In the end, 16 percent of the data had to be discarded as ill-conditioned (e.g., lacking a date).
Figure 2.1. Comparison of Actual Part Failure Rates for the A-10C from 2007 to 2022 with Predictions by the Aircraft Sustainability Model and Artificial Intelligence Model

NOTE: The dotted red line indicates parity: If all predictions were accurate, they would all fall on the dotted red lines. These lines are tilted differently because the scales of the two charts differ. The scale of the ASM failure prediction rate axis is roughly four times higher than for the AI-predicted rates.

It is apparent to the eye that the predictions of the AI model are much closer than the Poisson distribution used by ASM. The ASM model has a wide scatter and significantly overstocks parts, while the AI predictions are almost always within one or two parts of the actual number. The average mean error of the AI model is 1.6 percent, resulting in $1.2 million in average monthly overstock costs; the average mean effort of the ASM model is 119 percent, resulting in $31 million in average monthly overstock costs.\(^2\) Of course, there are good practical reasons why overstock might be desirable from a policy perspective, but likely not to this extent.

Despite these promising results, there are some important caveats. First, our AI model considers only parts for a single platform, whereas ASM must consider all platforms. The same ML approach used here can be reused to create new models for other platforms, although significant additional work might be needed to tune them, and we cannot know a priori if these models would show the same kinds of improvements as we found for the A-10C.

Second, as mentioned earlier, ASM does much more than predict part failures. It must also, for example, determine from which depots the parts will be pulled and to which bases they will be sent. This adds a complex operations research (OR) problem on top of the prediction problem. Significant additional work would be needed to address the more complicated question of selecting depots and bases. Furthermore, our work on mission planning, described in the “Mission Planning” section of this chapter, indicates that the application of AI to OR problems does not always improve optimality. (Although the benefits of the improved failure rate model would still hold.)

Finally, the RSP process involves forecasting rare events, which is inherently a difficult problem. A closer look at Figure 2.1 reveals that the AI model achieved some of its positive results simply by

---

\(^2\) Although the AI model underpredicts failure, understock is not counted as a credit against overstock in this metric. Overstock and understock pose different policy challenges, and understocking generally is not beneficial.
predicting that some parts would never fail—a zero failure rate—which is clearly unsatisfactory for policy reasons. We built a separate proof-of-concept AI model specifically to examine these cases and achieved 77 percent accuracy to within plus or minus six months; however, while this is somewhat promising, the sample size was small. Likely, some hybrid would be needed for any real AI model. This is a particular issue for wartime failures, for which there is little available data. No matter how clever, AI cannot make up for a scarcity of data.

This proof of concept should not be viewed as a condemnation of ASM but rather as an invitation to experiment further in how the DAF might apply modern AI techniques to a venerable model.

From these results, we draw the following summary findings:

- **AI can improve demand forecasting for RSPs.** A static Poisson process is a poor predictor for many parts, and, likely, any single probability distribution would fall well short. We only showed this for a single platform and a single probability distribution, however, and we did not consider the larger issue of allocation from depots to bases.

- **A complex and labor-intensive data operations pipeline on DAF maintenance databases is necessary before any application of AI can occur.** Pulling LIMS-EV data is a manual process involving scripting, drop-down lists, and nested menus. It is practical only for a proof-of-concept model. Moreover, considerable data cleaning is necessary to unlock further historical data (e.g., linking variants prior to platform upgrades) and other potential predictors.

- **AI cannot alleviate the scarcity of wartime data.** Additional assumptions and policy considerations will be needed to account for this limitation. However, a regular retraining and updating policy, which is possible with an AI model, can assure adaptability when wartime comes.

From these findings, we make the following recommendations:

- **AFMC should build a data operations pipeline to conduct retrospective analysis of aircraft maintenance and RSP efficiency.** Aircraft maintenance programs and databases function effectively for the purposes for which they were designed, but they clearly were not designed for retrospective analysis or to train AI models. Unless the data can be properly conditioned and pulled for this analysis, none of the following recommendations can be implemented. As the *Artificial Intelligence Acquisition Guidebook* states, this is a common issue:

  > Just gathering every piece of “data” does not solve our data asset crisis. Data can come in many forms, which may not be appropriate for the specific mission at hand. The PM [project manager], to the maximum extent possible, should request data in common formats and sizes to facilitate efficient data supply pipelines. In general, beneficial formats for AI projects include: image, video, tabular, comma-separated value (CSV), and/or tab-separated values (TSV). The proper data format will be dependent upon your AI algorithm and will be influenced by the type of model being trained. . . . Even with the proper file format, data needs to be curated and conditioned prior to AI training.27

---

27 Department of the Air Force and Massachusetts Institute of Technology, 2022, p. 25.
• Experiment with AI to improve demand forecasting for RSPs. Extend the proof-of-concept models to all aircraft. Although the modeling might need to be done on a part-by-part, platform-by-platform basis, doing so will be much simpler once the data operations pipeline is in place.

• Consider using AI to solve the larger OR problem of selecting which part to send from which depot to which base. This is a separate and complex problem.

For more information on this use case, see Vol. 3, Predictive Maintenance.28

Wargames

The research objective for this use case was to understand which aspects of wargames were most (and least) amenable to automation using AI systems.

In the 2010s, rapid progress in AI for playing games—Chess, Go, StarCraft II—inspired intense interest in the possible benefits of AI for playing wargames.29 AI advocates suggested that AI might make wargames more effective or make it possible to apply wargames to novel kinds of problems. Recent RAND research, however, indicates that AI success at playing regular games does not carry over to real military C2 problems, so there is also reason for skepticism.30 Moreover, there are many types of wargames and many parts of wargaming practice to which AI might apply, and it is reasonable to think that some are more promising for AI application than others.

Approach

The first step was to develop a general framework for thinking about how we design and execute wargames. We did so by reviewing the literature on AI in wargaming, both historical and contemporary, and interviewing SMEs, both wargame experts and AI practitioners. The framework we developed owes much to earlier RAND research by Elizabeth Bartels, who categorized wargames by purpose.31 Table 2.1 summarizes these four types of wargames; the typical maturity of the tactics, techniques, and procedures (TTPs) employed; and the analytic focus.


30 Walsh et al., 2021a.

Table 2.1. Taxonomy of Wargames by Purpose

<table>
<thead>
<tr>
<th>Type</th>
<th>Purpose</th>
<th>TTPs</th>
<th>Analytic Focus</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systems exploration</td>
<td>Improve understanding of tactical or technological problems by eliciting and synthesizing mental models of the problem from expert players.</td>
<td>Evolving</td>
<td>Problem</td>
<td>RAND’s Gray Zone Games(^a)</td>
</tr>
<tr>
<td>Innovation</td>
<td>Propose new decision options outside the status quo, to “think outside the box” in terms of solutions.</td>
<td>Evolving</td>
<td>Solution</td>
<td>DARPA’s Mosaic Warfare Games(^b)</td>
</tr>
<tr>
<td>Alternative conditions</td>
<td>Examine how decisionmaking does or does not change in response to variations in starting conditions, to test strategic robustness.</td>
<td>Mature</td>
<td>Problem</td>
<td>USAF Strategy and Force Evaluation (SAFE) Games(^c)</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Judge the outcomes of player decisions against some normative standard.</td>
<td>Mature</td>
<td>Solution</td>
<td>DARPA/CNA “Scud Hunt”(^d)</td>
</tr>
</tbody>
</table>


NOTE: CNA = Center for Naval Analyses; DARPA = Defense Advanced Research Projects Agency.


Although these types of games are not mutually exclusive, they call for different approaches to planning and execution that are in tension with one another. For example, the rigidity of form that makes alternative conditions and evaluation games useful likely would be counterproductive for systems evaluation and innovation.

We extended this framework to separate the time-phased tasks of wargames: *preparing, playing, adjudicating, and interpreting*. This grouping by purpose and division by task was the general framework for analysis. We then estimated the technical feasibility and cost-effectiveness of applying AI to each task and purpose. This was primarily done through discussions with SMEs but also following theoretical considerations from which no previous attempt to apply AI to this area could be identified.

**Results**

Figure 2.2 shows our estimate of the combined technical feasibility and cost-effectiveness of developing and deploying AI for wargames by type (purpose) and time-phased task.
Figure 2.2. Technical Feasibility and Cost-Effectiveness of Developing Artificial Intelligence for Wargames

<table>
<thead>
<tr>
<th>Type</th>
<th>Preparing</th>
<th>Playing</th>
<th>Adjudicating</th>
<th>Interpreting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systems Exploration</td>
<td>Feasible and affordable when the problem specification is simple and available, especially for repeated games</td>
<td>Feasible for well-defined domains</td>
<td>Feasible when adjudication terms are straightforward</td>
<td>Requires human-level AI</td>
</tr>
<tr>
<td>Innovation</td>
<td>Requires human-level AI</td>
<td>Feasible for well-defined domains</td>
<td>Possibility of unforeseen player actions complicates adjudication</td>
<td></td>
</tr>
<tr>
<td>Alternative Conditions</td>
<td>Feasible for well-defined domains</td>
<td>Feasible when adjudication terms are straightforward</td>
<td>Feasible except where differences are very complex</td>
<td></td>
</tr>
<tr>
<td>Evaluation</td>
<td>Feasible if low-quality players are adequate for game application</td>
<td>Feasible when adjudication terms are straightforward</td>
<td>Feasible except where goals are not well specified</td>
<td></td>
</tr>
</tbody>
</table>

The figure is presented as a traditional stoplight chart: Red is prohibitively expensive or difficult, green is relatively easy or affordable, and yellow is somewhere in between. We also have intermediate rankings for a few areas. It is immediately evident that not much is easy and there are many areas where AI is very limited. Nevertheless, there remain opportunities for investing in AI for wargames today, and there are other areas where appropriate investments in technology could move the rating from yellow to green.

We find that AI application is most promising for wargames that

- are designed to investigate alternative conditions or are used for evaluation, especially those with a small set of well-defined evaluation criteria
- employ computational models in a significant role during the adjudication process or that generate large volumes of digital data that must be adjudicated
- use advanced human-computer interaction (HCI) technologies for data capture and interaction (e.g., cameras and microphones)
- are repeated many times, especially those that model zero-sum, force-on-force conflicts.

In contrast, AI application appears to be least promising for wargames that

- are designed for systems exploration or innovation
- employ limited digital infrastructure or interaction with computational models
- are conducted in security environments in which advanced HCI technologies are restricted
- are played as one-offs or a very limited number of times for specific purposes.

From these determinations, we make three recommendations for how to direct investment in AI to support future wargames.

1. **Resources devoted to developing AI applications for wargames should be concentrated on the most promising areas**: those that investigate alternative conditions or are used for
evaluation, with well-defined problems and criteria; those that already incorporate digital infrastructure, including HCI technologies; and those that are regularly repeated.

2. The use of digital gaming infrastructure and HCI technologies should be increased, especially in games designed for systems exploration and innovation. The digitization of wargaming tasks must precede the future application of AI to many wargaming tasks. HCI technologies can and should be employed to gather data on discourse and decisionmaking to support AI development. This could be of particular value in cases in which AI can learn from evaluation-type wargames.

3. AI capabilities should be employed in strategic studies to support future wargaming efforts more generally, to shift items from the possible to the feasible. These studies include scenario generation and case identification to find challenging conditions that merit the attention of games and sentiment or stance analysis in support of qualitative research on wargames.

For more information on this use case, see Vol. 4, Wargames.32

Mission Planning

The research objective for this use case was to find the limits of when and how AI methods can improve on more conventional OR methods for mission planning (specifically, route planning).

The general problem of mission planning involves the simultaneous assignment of multiple assets to prioritized targets, including dynamic routing to their destinations under complex environmental conditions. Previous RAND research on the deliberate Master Air Attack Plan process identified low data availability and operational risks as the most challenging constraints to AI implementation for this case.33 An experiment conducted during that research showed that a mixed integer program, a more conventional OR method, was able to achieve very close to the optimal solution but took several hours to do so, whereas a simple ML method could come “within 17 percent of optimality after two seconds.”34 Moreover, the case considered was relatively simple: The explosion of possible combinations that would result from considering thousands of assets would render conventional methods obsolete. Meanwhile, a more detailed look at AI for mission planning in the Advanced Framework for Simulation, Integration, and Modeling (AFSIM) showed some promise in this area, but only one of the many algorithms tested was able to generate reasonable routes reliably.35

In this research, we built on this previous modeling and simulation work with AFSIM to understand under which conditions standard AI methods could equal or exceed OR methods.

---

32 Edward Geist, Aaron B. Frank, and Lance Menthe, Understanding the Limits of Artificial Intelligence for Warfighters: Vol. 4, Wargames, RR-A1722-4, 2024.
33 Walsh et al., 2021a.
Approach

We used the RAND Target Acquisition Model (RTAM) of one drone attempting to avoid detection as it navigates to a point. We compared two navigation methods. One was a more conventional method that divided the airspace into discrete spaces and selected the best route between these spaces on the basis of an assigned cost function. Because of the relatively small number of discrete spaces, it is possible to find the mathematically optimal space given those constraints in a reasonable time frame, even though the problem grows in complexity in polynomial time. The other was an AI method based on reinforcement learning in AFSIM that sought to discover the best path between these spaces in an open-ended manner. Screenshots of both models are shown in Figure 2.3.

Figure 2.3. Screenshots of the RAND Target Acquisition Model and Advanced Framework for Simulation, Integration, and Modeling

As part of this research, we created a pipeline between AFSIM and a widely used ML framework, which has been shared with AFMC.\textsuperscript{36} We produced an end-to-end integration that enabled the training of an AI model in AFSIM to perform basic tasks. Importantly, this version does not require a Python harness, which would cause substantial delays to runtime.\textsuperscript{37} Trained AI models instead can be deployed directly to AFSIM.\textsuperscript{38} We used this to implement AI in AFSIM to test when it would be more efficient than other methods.

Results

In our results, OR methods are always more optimal than AI methods. This might seem surprising, but in this case, the OR method yields the mathematically maximal value, while AI

\textsuperscript{36} Gary J. Briggs, AF SIM Reinforcement Learning Tool, RAND Corporation, TL-A1722-1, 2022, Not available to the general public.

\textsuperscript{37} Many AI models are written in Python, so a special interface is needed to use these models in other programming environments.

\textsuperscript{38} Because AF SIM supports C++ commands and TensorFlowLite exports to C++, it is possible to run an AI model without involving any Python.
methods are inherently function approximators. However, AI has three distinct advantages. First, the solutions it generates are often more robust, meaning that the paths might be suboptimal, but they remain viable if the threats move; second, it can consider dynamic pop-up targets without retraining; and third, the solution is often developed much faster.

From these results, we extract the following major findings:

- AI-based mission planning produces less optimal results than traditional OR methods for well-defined route-finding problems.
- AI produces many paths that are near-optimal, produces more-robust solutions, and can develop them much faster.
- AI can augment mission planning by generating potential paths for human consideration because it considers many options explicitly.
- Current technological limitations prevent AI from being applied to long-term strategic-level planning.

From these findings we draw the following recommendations:

- The DAF should invest in developing appropriate tools to enable reinforcement learning models to be applied to existing mission planning models. Applying such approaches within AFSIM can assist in tactical mission planning as well.
- The DAF should consider how AI could power a fast-reaction policy for drones facing unexpected conditions. We demonstrated efficient small models that can run onboard small drones.

For more information on this use case, see Vol. 5, Mission Planning.\(^{39}\)

**Conclusion**

Across all use cases, two common themes emerged: (1) Data to train and test AI systems must be current, accessible, available, and of high quality, and the scarcity of such data significantly restricts the effectiveness of AI for warfighting applications, especially where this scarcity cannot be mitigated; and (2) the limitations of AI algorithms, in terms of how and what they learn, can significantly restrict their utility to specialized uses, especially where human insights are involved. *AI clearly has potential to benefit all four use cases,* but because of these limits, its application suffers from significant constraints on its use. Table 2.2 summarizes the major findings for each use case, grouped by these common themes.

---

Table 2.2. Summary of Findings

<table>
<thead>
<tr>
<th>Use Case</th>
<th>Data Limitations</th>
<th>Algorithm Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cybersecurity</td>
<td>• To recognize adaptive threats, data must be recent. Distributional shift degrades model performance, and it cannot be avoided, especially for high-dimensional data.</td>
<td>• AI classification algorithms cannot be relied on to learn what they are not taught. AI did not anticipate or recognize new kinds of cyberattacks.</td>
</tr>
<tr>
<td>Predictive</td>
<td>• Data must be accessible and well-conditioned. Relevant logistics data are maintained in multiple databases and are often ill-conditioned. Without an automated data pipeline, sufficient data cannot be captured to enable AI.</td>
<td>• AI can estimate complex functions well, but this comes at a loss of generality. AI can estimate part failure rates far better than a universal probability distribution, but it must be trained on each part separately.</td>
</tr>
<tr>
<td>maintenance</td>
<td>• Peacetime data cannot be substituted for wartime data. AI cannot make up for a scarcity of appropriate data.</td>
<td></td>
</tr>
<tr>
<td>Wargames</td>
<td>• Digitization must precede AI development. Most wargames are not conducted in a digital environment and do not generate electronic data. Digitization is a precursor to an AI data pipeline.</td>
<td>• AI is far from achieving human-level intelligence. Therefore, it cannot stand in for humans, nor can it apply human judgments. AI is therefore only likely applicable to certain stages of wargames conducted for certain purposes.</td>
</tr>
<tr>
<td></td>
<td>• New kinds of data are needed. To enable AI, HCI technology is needed to capture aspects of wargaming that are not captured today.</td>
<td></td>
</tr>
<tr>
<td>Mission</td>
<td>• To counter adaptive threats, data must be recent. Models must be refreshed with updated conditions to survive against dynamic threats.</td>
<td>• AI is tactically brilliant but strategically naive. It tends to win by getting within the opponent’s observe, orient, decide, act loop rather than by coming up with a clever grand strategy.</td>
</tr>
<tr>
<td>planning</td>
<td></td>
<td>• AI is less accurate than traditional optimization methods. But its solutions can be more robust, and it can reach them faster.</td>
</tr>
</tbody>
</table>

In the recommendations across all use cases, two themes emerged: the need to conduct tests and experiments and the need to develop better infrastructure to support future AI development, including digitization technologies and data pipelines. Table 2.3 summarizes the recommendations, specific to each use case.
There is much work to be done to answer the overall question of the limits of AI for warfighting applications. We have found several limits, some general, some specific, and no doubt there are many others. AI is not a panacea. There is much it can do but also much that it cannot. This is a promising area for tests and experiments, but data pipelines and other technologies are necessary to enable that research. The DAF should support both.
# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFMC</td>
<td>Air Force Materiel Command</td>
</tr>
<tr>
<td>AFSIM</td>
<td>Advanced Framework for Simulation, Integration, and Modeling</td>
</tr>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>ASM</td>
<td>Aircraft Sustainability Model</td>
</tr>
<tr>
<td>C2</td>
<td>command and control</td>
</tr>
<tr>
<td>CIC</td>
<td>Canadian Institute for Cybersecurity</td>
</tr>
<tr>
<td>DAF</td>
<td>Department of the Air Force</td>
</tr>
<tr>
<td>HCI</td>
<td>human-computer interaction</td>
</tr>
<tr>
<td>ISR</td>
<td>intelligence, surveillance, and reconnaissance</td>
</tr>
<tr>
<td>LIMS-EV</td>
<td>Logistics, Installations and Mission Support–Enterprise View</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>OR</td>
<td>operations research</td>
</tr>
<tr>
<td>RSP</td>
<td>readiness spares package</td>
</tr>
<tr>
<td>RTAM</td>
<td>RAND Target Acquisition Model</td>
</tr>
<tr>
<td>SME</td>
<td>subject-matter expert</td>
</tr>
<tr>
<td>TTPs</td>
<td>tactics, techniques, and procedures</td>
</tr>
<tr>
<td>USAF</td>
<td>U.S. Air Force</td>
</tr>
</tbody>
</table>
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