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The resilience and stability of the U.S. financial system is critical to economic prosperity. However, the rapid pace of technological and geopolitical change introduces new potential threats that must be monitored and assessed. This report explores emerging and understudied threats to the financial system, focusing on risks from social media, advances in artificial intelligence, and from the changing role of economic statecraft in geopolitics.

Drawing on historical examples, the economic literature, and discussions with subject-matter experts, we assess the potential costs and likelihood of four threats: attacks on financial trading models, bond dumping by foreign holders of U.S. debt, using deepfakes to spread misinformation, and memetic engineering to manipulate beliefs and behaviors. Our analysis suggests these threats pose a limited near-term risk of significant economic damage because of the interconnectivity of global finance and existing safeguards. However, the gradual erosion of financial resilience and institutional trust over time could make attacks more impactful.
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Key Findings

- Emerging threats to U.S. financial markets—such as attacks on AI-enabled financial models, bond dumping, deepfakes, and memetic engineering—pose a limited risk of significant economic damage because of the high costs of such attacks to adversaries and existing market safeguards.

- However, risks may increase because of geopolitical tensions and advancing technological capabilities that alter adversaries’ cost–benefit calculations.

- The most significant threat is not an abrupt event, akin to a “financial 9/11,” but rather a slow and steady process, akin to “financial climate change.” This phenomenon could occur when disinformation or misinformation diminishes public trust in markets, consequently complicating the distinction between reality and fabrication and thereby escalating market volatility.

- To address evolving threats, regular economic wargames that simulate and assess financial vulnerabilities, should be implemented. These exercises would identify weaknesses and shape proactive countermeasures. Previous research has proposed an “Economic Joint Chiefs” framework, which could enhance these wargames by providing a dedicated structure and centralized expertise for their coordination and analysis.

- Data privacy regulations could limit the threat posed by AI-augmented disinformation campaigns. Regulations would make it harder for malicious actors to collect detailed data that could be used to create and disseminate highly customized messages to influence individual behavior.
Technological and Economic Threats to the U.S. Financial System: An Initial Assessment of Growing Risks

This report provides an exploratory assessment of foreign threats to the U.S. financial system, focusing on emerging risks posed by artificial intelligence (AI), social media, and changes in the geopolitical landscape. Specifically, we study attacks on financial trading models, bond dumping, deepfakes, and memetic engineering. These threats were selected based on discussions with focus groups and subject-matter experts as well as a detailed literature review. The box below summarizes the risks posed by each threat as well as our primary methods of analysis. For each threat, we discuss prior similar events (to the extent they exist), the potential economic costs of an attack, and factors that contribute to the likelihood of an attack.

This report is meant to be an initial assessment of these threats with the aim to inform policymakers, financial institutions, and relevant stakeholders on the emerging risks and the possible courses of action to enhance the resilience of the U.S. financial system.

### Threat Scenarios Studied in This Report

**Attacks on Financial Trading Models**: Algorithmic trading accounts for a large share of total trading on U.S. exchanges. This creates risks if adversaries can manipulate or disrupt algorithms or the data they use. We assess potential impacts of techniques, such as adversarial attacks and data poisoning, on neural networks used in trading.

**Bond Dumping**: Foreign countries hold over $7 trillion in U.S. bonds, which—if dumped rapidly—could potentially roil markets. We model potential economic costs using historical cases, such as China’s bond sales.

**Deepfakes**: Advances in AI have made it easier to generate fake images, videos, and text. Deepfakes could be used to spread misinformation and undermine trust in financial institutions. We examine historical cases in which fabricated content has moved markets.

**Memetic Engineering**: Memetic engineering is the process of creating and spreading memes to achieve a specific outcome. Adversaries could harness AI tools to craft viral ideas or memes that manipulate beliefs and behaviors. We examine how “meme stocks” influence broader market dynamics.

### Methods Used to Identify Threats

Our goal was to focus on threats to the U.S. financial system that are new, poorly understood, or for which the risks might be changing because of recent technological and geopolitical events. To identify relevant and emerging threats, we first developed a framework to describe all threats. We started by conducting an environmental scan of the literature. There is a large literature on
financial threats that spans the risks posed by cyberattacks,\textsuperscript{1} deepfakes,\textsuperscript{2} cloud computing,\textsuperscript{3} physical attacks,\textsuperscript{4} and economic statecraft.\textsuperscript{5} The environmental scan yielded a number of threat scenarios that had been described or assessed by scholars, industry groups, or the government.

Informed by the environmental scan, the overall framework consisted of broad threat categories and subcategories (examples of which are included in parentheses): cyberattacks (hacking, attacking algorithms and models), physical attacks (kinetic attacks, espionage, theft of assets), market manipulation (counterfeiting currency, bond dumping), economic statecraft (tariffs, sanctions), and information operations (through social media, synthetic media).

Next, we held focus groups with RAND experts as well as external conversations with experts in academia, industry, and government. We presented experts with several categories of threats and asked them to comment on which threats they saw as most relevant to the question of financial-sector vulnerability.

During our discussions, several primary threat vectors emerged. Nearly all experts agreed that information operations were likely to be a significant threat and that emerging AI capabilities lower the cost of carrying out such an attack. However, some experts had different concepts of information operations in a financial setting. To some, the likely method of attack was the spread of deepfake material broadcast through social media platforms. To others, the primary concern was memetic engineering, which is a more focused attack of ideas that may or may not involve the use of deepfakes. Several experts offered recent events, such as the collapse of Silicon Valley Bank (SVB) and the GameStop short squeeze,\textsuperscript{6} as evidence that social media is likely to play a role in propagating deepfakes and memetic engineering attacks into the financial sector.

Cyberattacks were deemed to be a relevant threat as well, and the growing use of AI and machine learning (ML) by financial institutions was noted as a potential vulnerability. Experts noted the potential for manipulating data that feed into financial algorithms and suggested that


\textsuperscript{2} See, for example, Bateman, “Deepfakes and Synthetic Media in the Financial System.”

\textsuperscript{3} See, for example, U.S. Department of Treasury, *The Financial Services Sector’s Adoption of Cloud Services.*


\textsuperscript{6} The SVB collapse took place between March 8th and 10th, 2023. The GameStop short squeeze was a market phenomenon that happened in January 2021, when a group of online retail investors from Reddit’s r/wallstreetbets forum drove up the price of GameStop, a struggling video game retailer, by buying shares and options. This caused losses for hedge funds that had shorted the stock.
this could be a relevant vector of attack. They considered the consequences of these vulnerabilities in a financial setting to be an important and unresolved economic question.

In addition to these cyber- and AI-related threats, we included bond dumping in the analysis—that is, the deliberate sell-off of U.S. Treasury bonds to wreak market havoc. Although experts and focus group participants downplayed concerns about market manipulation, they noted that bond dumping has been arising more often in public commentary and in their conversations with policymakers. This uptick was attributed to the changing geopolitical relationship between the United States and China. Therefore, we deemed bond dumping worthy of separate focus.

Other threats, such as physical attacks, were believed to cause only localized damage, and were better understood and surveilled than AI-related threats. Besides bond dumping, other economic statecraft measures such as tariffs and sanctions were deemed to be outside of the scope of this project because they are traditional tools of international economic interaction and have been studied extensively.

Synthesizing our discussions with subject-matter experts, we identified four unique threats: attacks on models, bond dumping, deepfakes, and memetic engineering. Table 1 displays the four threats, their objectives, primary targets, and methods.

---

7 For instance, after the 9/11 terrorist attacks, the U.S. stock market closed for four trading days. Since 9/11, the U.S. financial system has built-in resilience, allowing it to remain open or open quickly following other black swan events. For instance, the market remained open during the COVID-19 pandemic and shut down for only two days following Hurricane Sandy. SEC regulations require annual tests of exchanges’ disaster plans. See Osipovich, “After the 9/11 Attacks, Wall Street Bolstered Its Defenses.” Research on the financial cost of terrorist attacks suggests that the market rebounds relatively quickly. Scanlon found that domestic terrorist attacks cause a significant increase in price variability and a decrease in price levels in the hour following the attack, but that price levels recover within the same day, on average (Scanlon, “Effects of Terrorism on the U.S. Stock Market”). Other studies found a similar result (e.g., Johnston and Nedelec, “The Impact of Terrorism on Financial Markets”; Richman, Santos, and Barkoulas, “Short- and Long-Term Effects of the 9/11 Event”).

8 See, for example, Baldwin, Economic Statecraft.
Table 1. Threat Objectives, Targets, and Methods

<table>
<thead>
<tr>
<th>Threat</th>
<th>Objective</th>
<th>Primary Target</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attacks on models</td>
<td>Manipulate financial AI and ML models to cause suboptimal trading decisions</td>
<td>Trading models and data sources</td>
<td>Technical exploits, such as data poisoning and adversarial attacks</td>
</tr>
<tr>
<td>Bond dumping</td>
<td>Weaken the U.S. economy by selling large amounts of treasury bonds</td>
<td>U.S. bonds market</td>
<td>Sale of a large volume of U.S. treasury bonds</td>
</tr>
<tr>
<td>Deepfakes</td>
<td>Use of fake or manipulated media to discredit, extort, or cause panic in financial markets</td>
<td>Consumers, investors, companies, policymakers</td>
<td>Spreading falsified video, audio, text, or images to mass audiences</td>
</tr>
<tr>
<td>Memetic engineering</td>
<td>Spread propaganda, memes, and disinformation to undermine U.S. economic stability</td>
<td>Targeted set of consumers, investors, or policymakers</td>
<td>Spreading ideas to targeted audience to change attitudes, beliefs, and behavior</td>
</tr>
</tbody>
</table>

NOTES: This table displays a description of the threats studied in this report, which were identified based on literature and discussions with subject-matter experts.

Although there is some overlap between some threats, we view these four threats as differentiated based on their methods and objectives. For instance, we conceptualize deepfake attacks as those that involve using advanced technology to alter or fabricate video, audio recordings, images, or text to create a false impression or challenge the authenticity of genuine media. Attackers seek to disseminate this misleading media through social media platforms to influence or manipulate public opinion. In contrast, memetic engineering involves the strategic creation or manipulation of ideas, concepts, or beliefs to influence a targeted audience, often relying on psychological triggers or cognitive biases. It is a more targeted attack than a deepfake attack and can be tailored to specific individuals or groups based on their position within social and economic networks. Attacks on models are unique in that they target infrastructure rather than individuals or institutions. Their primary aim is to manipulate market outcomes by distorting the AI or ML models that traders and trading algorithms rely on. Finally, bond dumping is unique because selling bonds is a legal financial transaction that could be weaponized by an adversary.

In the remainder of this report, we discuss each of the four threats. Using economic theory and historical evidence, we estimate potential costs if each attack were to occur. Finally, we characterize the likelihood of each threat scenario. We base the analysis in each section on the existing literature as well as the opinions of subject-matter experts. In areas where little relevant literature exists, we provide more detail on why subject-matter experts believed the threat was relevant and potentially costly as well as highlight the need for further research.
Threat 1: Attacks on Models

Nearly 80 percent of trading volume in the United States is executed by an algorithm.\textsuperscript{9} Algorithmic trading has opened liquidity access and provision in equities markets to a broader range of participants across multiple trading platforms.\textsuperscript{10} AI and its subfield of ML play a prominent role in financial trading because they allow algorithms to quickly process information and make decisions on timescales much faster than humans. Specific models such as neural networks are increasingly employed by traders and firms to predict market trends and have been found to perform better than traditional linear models in predicting asset prices and identifying real-time trends and patterns in market data.\textsuperscript{11} Neural networks and deep learning models are particularly useful in capturing complex nonlinear relationships and for sentiment analysis in text data, which are critical for strategies like high-frequency trading.\textsuperscript{12}

Studies show that algorithmic trading systems have enhanced liquidity and market quality, though they have also created a more complex and integrated market.\textsuperscript{13} Higher integration can increase systemic risk, which can make the market more vulnerable to algorithmic failures. For example, the U.S. Securities and Exchange Commission (SEC) described how technological errors in algorithmic trading strategies and automated execution programs (which execute a sale or purchase if market conditions meet a specific set of criteria) in one corner of the market can quickly erode overall market liquidity, particularly in periods of high market volatility.\textsuperscript{14}

Adversarial attacks and data poisoning are among the potential reasons for algorithmic failures, both arising from the use of AI and ML in financial trading models. Adversarial attacks are deliberate attempts to manipulate or deceive a neural network by introducing subtle perturbations or noise into its input data.\textsuperscript{15} These perturbations can cause the model to misclassify or inaccurately predict an outcome. In a report on adversarial attacks, OpenAI, the producer of the popular ChatGPT AI tool, notes that defending against adversarial attacks is challenging because there are many (potentially infinitely many) ways that an adversary could manipulate an input that is fed into the model and that creating a model that produces quality output for every possible input is challenging.\textsuperscript{16}

\textsuperscript{9} Li, “80% of the Stock Market is Now on Autopilot.”
\textsuperscript{11} Sirignano and Cont, “Universal Features of Price Formation in Financial Markets.”
\textsuperscript{12} El Hajj and Hammoud, “Unveiling the Influence of Artificial Intelligence and Machine Learning on Financial Markets.”
\textsuperscript{13} SEC, 2020.
\textsuperscript{14} U.S. Commodity Futures Trading Commission (CFTC) and the U.S. Securities and Exchange Commission (SEC), Findings Regarding the Market Events of May 6, 2010.
\textsuperscript{15} Ren et al., “Adversarial Attacks and Defenses in Deep Learning.”
\textsuperscript{16} Goodfellow et al., “Attacking Machine Learning with Adversarial Examples.”
Data poisoning attacks are designed to influence a model during the training stage by adding elements into the training data. Unlike adversarial attacks, data poisoning attempts to “teach” the model incorrect patterns and bias predictions made after training is complete.\footnote{Shabsigh and Boukherouaa, “Generative Artificial Intelligence in Finance: Risk Considerations.”} This means that data poisoning attacks require an adversary to have some knowledge about the model’s training data.\footnote{Wang and Chaudhuri, “Data Poisoning Attacks against Online Learning.”} However, some research has also found that a successful data poisoning attack can be carried out by leaving poisoned data on the internet and waiting for it to be scraped and fed into a model.\footnote{Shafahi et al., “Poison Frogs! Targeted Clean-Label Poisoning Attacks on Neural Networks.”}

**Potential Cost**

Research finds that adversarial attacks on deep learning trading models can result in substantial financial losses. Xie et al. demonstrates how text-based models that generate public sentiment analysis for traded companies can be fooled by adversarial attacks.\footnote{Xie et al., “A Word Is Worth a Thousand Dollars.”} By changing just one word in retweets on X (formerly Twitter), attackers can inject subtle false sentiment into the online discourse. The study found that this type of adversarial attack could result in losses in the range of 23 to 32 percent in simulated trading portfolios because it causes the model to make suboptimal trading decisions.

Apart from text data, recent research showed that only a couple of generated, false transaction prices in trading data can alter the response of deep learning models.\footnote{Fursov et al., “Adversarial Attacks on Deep Models for Financial Transaction Records.”} Using black-box attack methods, meaning the attacker does not have access to the original model, Fursov et al. (2021) finds that these attacks degrade model accuracy and result in significant financial losses. However, the authors also note that detecting and repelling most of these attacks is relatively straightforward.

Other research has found evidence of attempts to manipulate markets through financial bot activity on X. For instance, there is evidence that financial bots attempt to boost the value of unpopular, low market cap stocks by spreading tweets that mention these stocks alongside popular, high market cap stocks, attempting to lure automated trading algorithms to buy shares of the low value stock.\footnote{Cresci et al., “$FAKE$: Evidence of Spam and Bot Activity in Stock Microblogs on Twitter”; Tardelli et al., “Characterizing Social Bots Spreading Financial Disinformation.”} However, this line of research does not examine whether these financial bots were created by a foreign adversary.

Overall, literature on adversarial attacks suggests that the trading losses that result from feeding a pretrained model false inputs could be large, whether these false inputs are text-based (such as social media posts) or numeric (such as transaction price data). Additionally, prior
events—such as the flash crash of 2010—highlight how automated and algorithmic trading can cause market-wide price fluctuations, particularly when volatility in the market is already elevated.\textsuperscript{23} Taken together, this suggests that a successful adversarial attack on a firm or industry in one corner of the market could, in theory, cause widespread market disruption. This disruption could be particularly significant if the adversarial attack was timed to occur during a period of market uncertainty (such as the beginning of a pandemic, war, or during a contested election).

The aftermath of the 2010 flash crash led to new volatility controls that might help limit financial losses from such an attack. For instance, in 2012, the national securities exchanges and the Financial Industry Regulatory Authority updated their rules to allow for market-wide circuit breakers in the event of extreme and sudden market downturns. When index prices fall by at least seven percent from the prior day’s closing price, a market-wide circuit breaker is triggered and pauses trading for 15 minutes. For instance, during the onset of the coronavirus disease 2019 (COVID-19) pandemic, the market-wide circuit breaker was triggered four times in ten days.\textsuperscript{24}

Assuming that an adversarial attack results in rapid losses substantial enough to trigger a circuit breaker, the 7 percent decline in market value would amount to approximately $2.7 trillion in initial losses.\textsuperscript{25} There are additional circuit breakers if index prices continue to fall after the initial 15-minute break. Additional protections were also adopted following the 2010 flash crash, including the \textit{limit up–limit down plan}, which functions like a circuit breaker for a single stock, and the short selling–circuit breaker, which prevents short selling from driving down a plummeting stock further. However, some studies caution that markets with circuit breakers can experience increased price volatility compared to those without them.\textsuperscript{26}

While there is relatively little research on the potential implications of data poisoning for financial markets, the idea of poisoning historical pricing data was raised in our discussion with subject-matter experts. Some experts suggested that data feeds providing traders and trading algorithms with up-to-date price information could be manipulated to deliver false information to predictive models. However, the consensus in our discussions was that existing redundancy in these data networks would likely render such an attack ineffective at creating long-term disruptions to the U.S. financial system.

\textsuperscript{23} Trading algorithms and automated execution programs have generated \textit{flash crashes}, a rapid decline and recovery of prices, such as the flash crash of May 6th, 2010, in which future and security markets fell 5–6 percent in minutes before recovery just as quickly.

\textsuperscript{24} Vereckey, “The Dark Side of Stock Market Circuit Breakers.”

\textsuperscript{25} We assume a $39 trillion market capitalization for the S&P 500 index, which captures roughly 80 percent of the overall market capitalization (S&P, “S&P 500”). Although the total market capitalization in 2023 is around $46 trillion, we treat the $39 trillion estimation for the S&P 500 index as if it represents the entire impacted market for the purposes of the attack outlined above (Siblis Research, “Total Market Value of the U.S. Stock Market”). This is because 20–35 percent of trades are not executed algorithmically and—because of the fast-acting nature of the attacks presented—most human traders would not be able to execute trades before markets are shut down. See Siblis Research, “Total Market Value of the U.S. Stock Market”; S&P, “S&P 500.”

\textsuperscript{26} Chen et al., “The Dark Side of Circuit Breakers.”
A particularly concerning aspect of a data poisoning attack is the slow speed at which the market might respond. If AI models are trained on faulty data and then used in automated trading algorithms, the model might make inaccurate predictions about which investments are profitable. The losses from these inaccurate predictions might be small and not reach the point at which a market circuit breaker is triggered. However, the cumulative losses over time could still be significant. More research is required in this area to draw firmer conclusions.

**Factors That Impact Likelihood**

Several factors influence the likelihood of an attack on financial models. For instance, the development of advanced AI models is concentrated among several leading firms, all of which operate outside of the financial sector.\(^{27}\) This market concentration could give rise to financial sector dependencies on a small number of third-party model providers, creating a new source of systemic risk. For instance, if an adversary were able to successfully poison the training data of a model used by a large segment of the financial sector, the consequences could be larger than if the market for models was more diversified. The SEC chairman has noted the risk posed to financial stability from many institutions relying on the same model or data aggregator.\(^{28}\)

A factor that might limit the likelihood of an attack is the difficulty of scaling attacks in the real world versus in limited laboratory settings. Laboratory demonstrations offer the strongest evidence for adversarial attacks’ potential, but their effectiveness in real-world markets remains largely unproven. Carrying out a successful adversarial attack using text-based inputs would likely require precise timing of the deployment of the artificial messages on a public platform, and the artificial sentiment must not be crowded out by other messages on the platform. Data poisoning might be easier to carry out because an attacker can simply put false data on the internet and wait for it to be used in model training. Although the literature has yet to show what caused losses in the financial sector, the overall effectiveness of this strategy remains unclear.

**Threat 2: Bond Dumping**

A recurring question in some policy discussions is whether foreign states would use market power to harm the U.S. economy or U.S. economic hegemony—in particular, by dumping U.S. Treasury bonds. The possibility was illustrated vividly during the 2008 financial crisis, when Russia urged China to cooperate in dumping U.S. government agency (GSE) debt to further inflame the distressed market.\(^{29}\) Since then, talk of weaponizing U.S. debt recurred in 2019 in

\(^{27}\) Vipra and Korinek, *Market Concentration Implications of Foundation Models.*

\(^{28}\) Palma and Jenkins, “Gary Gensler Urges Regulators to Tame AI Risks to Financial Stability.”

\(^{29}\) Paulson, *On the Brink.*
response to China downsizing its U.S. Treasury holdings, and yet again in 2022 and 2023 as China continued to reduce its holdings of U.S. Treasuries.

Bond dumping is different from another concern raised by some commentators, namely, the de-dollarization of markets or payment systems. Unlike de-dollarization, bond dumping would hypothetically be an acute, surprise event for which markets and governments could not plan. The hypothetical story is that a massive, one-time sell-off causes bond prices to plummet, interest rates to rise, and widespread havoc to shake markets. Commentators have presumed that the threat comes solely from China, which holds more U.S. Treasuries than any foreign country except Japan. With optimal strategic timing, China could theoretically raise U.S. government borrowing costs when it needs to expand borrowing—for example, immediately after China precipitates a war with Taiwan.

**Potential Cost**

The quantitative effects of bond dumping can be estimated based on macroeconomic studies of how interest rates respond to sales of foreign-owned debt. As of June 2023, China owned $835 billion in U.S. Treasuries; for each $100 billion that it sold off, interest rates would rise by 0.26 to 0.71 percentage points. That increase would taper off over the course of the next 12 months.

---


32 Commentators point to several specific events as evidence of the de-dollarization threat: the diversification of central bank reserve holdings, a proposed currency to settle payments between so-called BRICS countries, China’s launch of a central bank digital currency (the digital renminbi [e-CNY]), and China’s implementation of a new crossborder payments system. See Arslanalp, Eichengreen, and Simpson-Bell, “Dollar Dominance and the Rise of Nontraditional Reserve Currencies.”

33 U.S. Department of the Treasury, The Financial Services Sector’s Adoption of Cloud Services.

34 Prior studies estimated the elasticity of treasury rates—that is, the percentage change in five-year interest rates to a one-percent change in foreign ownership. To make elasticities more interpretable, macroeconomists rescale the estimates in dollar terms. Using recent elasticity estimates along with total outstanding treasury securities and U.S. gross domestic product (GDP) as of June 2023, a $100 billion sell-off would increase five-year treasury rates by 26 to 71 basis points; that would taper to 18 to 32 basis points within a year as the market absorbs the shock (a basis point is one one-hundredth of a percentage point). See U.S. Bureau of Economic Analysis (BEA), “Gross Domestic Product, Second Quarter 2023 (Advance Estimate)”; Johnson, “Information Disorder Machines”; U.S. Department of Treasury, The Financial Services Sector’s Adoption of Cloud Services.

The 71 basis-point figure is calculated based on Ahmed and Rebucci, who estimated a short-run elasticity of 21.8; this amounted to an immediate change in interest rates of 112 basis points based on the total marketable U.S. debt as of 2017 (Ahmed and Rebucci, Dollar Reserves and U.S. Yields). Their approach most closely modeled the scenario discussed here: a sudden change in foreign official holdings, controlling for the fact that the Federal Reserve will likely respond. Their estimates were higher than that of others (see Table 1 of their paper), so our own calculations based on their estimates are unlikely to be conservative. See Ahmed and Rebucci, Dollar Reserves and U.S. Yields. The other statistics cited are based on Beltran et al., who calculated an immediate effect of 50 basis points and a 12-month effect of 39 to 62 basis points based on GDP as of June 2007 (Beltran et al., “Foreign Holdings of U.S. Treasuries and U.S. Treasury Yields”). To rescale the estimates, we used data as of June 2023: China’s foreign
months. Both empirical studies and historical precedent suggest that markets could absorb such a shock.\textsuperscript{35} This resilience can largely be attributed to the market’s size and liquidity, as well as to the promise of Federal Reserve intervention.

For historical examples, consider the 2008 scenario noted above: China and Russia sold off a combined $220 billion in GSE securities late that year, including nearly all of Russia’s holdings. This increased interest rates by 1.4 percentage points.\textsuperscript{36} However, it was not the once-and-for-all dumping scheme that Russia intended, and the U.S. government response effectively limited the fallout. As another comparison, the Federal Reserve’s relatively rapid monetary policy tightening has raised five-year Treasury rates by 4 percentage points since 2020.\textsuperscript{37} Based on the estimates above, China would need to sell off at least $500 billion in U.S. Treasuries to generate an interest rate shock of roughly the same magnitude.

In both historical cases, the market absorbed the effects because it is deep and highly liquid. More importantly, in the 2008 scenario, the Federal Reserve intervened to purchase large amounts of assets, thereby stabilizing interest rates and limiting the volatility to the very short term.\textsuperscript{38} Even prior to the sell-off, then-Chairman Ben Bernanke noted that the Fed would intervene in such a situation, and the Fed has set a strong precedent for repeating its actions in the future.\textsuperscript{39} Therefore, although sharp interest rate increases cause market volatility, particularly affecting bond portfolios (Adrian and Oura, 2023),\textsuperscript{40} the effects are limited and short-term.

**Factors That Impact Likelihood**

We conclude that bond dumping would likely cause short-run volatility and potentially severe losses to some bondholders, but it would not destroy the economy. More importantly, it is highly improbable. This assessment concurs with those from other experts who have discounted official holdings were $835.4 billion, equivalent to 3.3 percent of all Treasury debt and 3.1 percent of U.S. GDP at the time (U.S. Department of the Treasury, “Table 5: Major Foreign Holders of Treasury Securities”). For a similar calibration exercise and additional details on how and why the effects would be limited by Fed intervention, see Setser, “What Would Happen if China Started Selling Off its Treasury Portfolio?” In general, estimates vary depending on the method, data, and time horizon used as well as on whether the researchers control for foreign interest rates or Federal Reserve response (Setser, “What Would Happen if China Started Selling Off its Treasury Portfolio?”).


\textsuperscript{36} Steil and Walker, “The Dangers of Debt.”

\textsuperscript{37} This change was from a low of 0.19 percentage points in August 2020 to a high of 4.46 percent by August 2023. See U.S. Board of Governors of the Federal Reserve System, “Market Yield on U.S. Treasury Securities at 5-Year Constant Maturity.”

\textsuperscript{38} In particular, the government put the GSEs under conservatorship, and the Federal Reserve bought a large amount of GSE debt to stabilize interest rates, as described by Drezner, “Bad Debts.”

\textsuperscript{39} Morrison and Lebonte, *China’s Holdings of U.S. Securities*.

\textsuperscript{40} When interest rates rise, bond portfolios can experience high redemption rates and reallocations toward other assets. See Adrian and Oura, “Tracking Global Financial Stability Risks from Higher Interest Rates.”
the possibility of such a scenario since 2008 (Morrison and Lebonte, 2013; Ikenson, 2019; Pettis, 2019). First, Russia is no longer a factor. By 2018, Russia had sold off much of its holdings, placing it below the U.S. Treasury’s threshold for a “major foreign holder”; as of summer 2023, the U.S. Treasury reported that Russian holdings amounted to just $29 million (U.S. Treasury, 2023).

That leaves China as the sole country with the ability—and possible geopolitical incentive—to dump U.S. Treasury bonds in an offensive way. But China has virtually no incentive to do so because it would hurt China more than it hurts the United States or financial markets. China’s investment strategy reflects a defensive stance, not an offensive one. China buys U.S. assets and U.S. dollars to make the renminbi more competitive and support export-led growth. At the time of this writing, China’s macroeconomy is too weak to gamble on that strategy; in fact, it is so weak that it no longer reports certain fundamental indicators. China’s growth is slowing, its youth unemployment is exceedingly high, and additional cracks are appearing in its financial markets.

Again, the 2008 GSE sell-off is a useful example. Political scientist Daniel Drezner concluded in 2009 that the sell-off did have some offensive intent as financial statecraft, but it failed to get any meaningful and permanent political concessions from the U.S. government. Since then, Chinese officials have failed to sway U.S. monetary policy, showing that China’s market power is insufficient to generate meaningful geopolitical concessions.

Given its macroeconomic conditions, as of September 2023 China has sought to support its currency through a series of changes to bank regulations and U.S. Treasury holdings. It sold U.S. Treasuries in July 2023, continuing this trend from prior months. China also cut its foreign exchange reserve ratio, and state-owned banks have been using U.S. dollars to buy yuan, thereby
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supporting the strength of its own currency. All these actions are responses to its deteriorating economic conditions, not offensive plays to damage the dollar. Indeed, they have not affected U.S. markets in any substantive way. In July, despite China’s net sell-off, total foreign Treasury holdings grew.

As of September 2023, the geopolitical environment is rapidly evolving, and some experts are reevaluating the likelihood of a U.S.-China conflict over Taiwan. A military conflict or a blockade of Taiwan would have their own economic ramifications, but in any case, China will be affected by changes in the U.S. dollar’s value. The threat of a conflict over Taiwan—more than the threat of bond dumping per se—has critical implications for financial stability, but that threat must be countered by geopolitical means, not by financial institutions.

**Threat 3: Deepfakes**

The term *deepfake*, a mix of the terms deep learning and fake media, is commonly used to refer to digitally forged or altered video, images, documents, or audio. Deepfakes are typically created using AI tools, which have developed rapidly over the past several years. Not only have deepfakes become easier to create, but their quality has also improved to the point that surveys consistently find people are unable to tell the difference between fake and real media. This technological advancement has triggered concern about the use of deepfakes in spreading disinformation in political contexts, though the threat to financial systems is less studied.

In 2020, the Carnegie Endowment for International Peace convened a roundtable of experts from the financial sectors, technology industry, and regulatory community to discuss the potential future impact of deepfakes on financial markets. The report states that there was disagreement among experts about the feasibility and likely outcome of a deepfake attack on the financial sector; some believed deepfakes were overhyped while others thought they were a critical future challenge facing the financial system. The report ultimately concluded that deepfakes did not pose a current threat to financial stability, but that the risk to individual companies could grow in the future, particularly those facing public relations crises as deepfakes could amplify existing negative sentiment around the company.

Unlike the Carnegie Endowment’s panel of experts, the experts in our focus groups and discussions largely held the belief that deepfakes pose a significant risk to financial markets.
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Several experts offered the perspective that one deepfake could briefly disrupt markets, but an orchestrated deepfake campaign effort might cause deeper and more lasting harm. Others noted the quality of deepfake detection technology is lagging. This belief seems to be supported by research, though it is also an area where rapid improvements are occurring. For instance, in a 2020 deepfake detection contest held by Meta, the winning detection model achieved an accuracy of only 65 percent.\textsuperscript{54} However, some recent improvements in deepfake detection are occurring, particularly in lip-synching deepfake videos.\textsuperscript{55} Intel’s deepfake detection technology, FakeCatcher, which uses AI to find indicators of inauthenticity in such biological characteristics as blood flow of the humans depicted, claims to catch 96 percent of video deepfakes.\textsuperscript{56}

**Potential Cost**

In past incidents, deepfakes have caused relatively minor financial damages. One notable example occurred on May 22, 2023, when an image of an explosion outside the Pentagon began circulating on social media. The image first appeared on Facebook but was quickly spread on X (formerly Twitter), including by those posing as the official account of news organizations.\textsuperscript{57} Although the image was quickly debunked as a fake, it caused the Standard & Poor’s (S&P) 500 to drop by 0.3 percentage points in minutes.\textsuperscript{58} Smaller scale uses of voice clones, such as real-time deepfake voices, have been used to target individuals (scammers stole $667 million from U.S. residents in 2019 using voice clones), and businesses (U.S. businesses lost more than $1.7 billion because of voice clone fraud in 2019).\textsuperscript{59}

However, both the Carnegie report and our discussions with experts suggest that a coordinated deepfake attack campaign on a company going through a public relations crisis could cause larger-scale financial damage. Paired with social media’s capability to quickly erode consumer confidence,\textsuperscript{60} the deepfake attack could damage the company’s reputation, sales, and share price.
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For example, suppose an adversary created a hyper-realistic deepfake video of a highly visible corporate leader of a consumer facing company making derogatory comments at a private event and then spread the video through verified accounts on X, on Reddit, and through YouTube. Following the initial deepfake video, the adversary then releases forged corporate documents, text messages, audio messages, or additional videos that provide evidence of an attempted corporate cover-up of the target’s behavior.

Although plausible, it is not immediately clear how much financial damage such a scenario would cause to the targeted company. If the company was already dealing with low trust among the public, it is possible that the attack could cause sales to fall, prompting investors to sell shares. Empirical research on the market response to CEO scandals (including affairs, insider trading, investment fraud, and sexual harassment) suggests that scandals can cause a decline in share prices and increase price volatility in the days following the announcement of the scandal.\(^6^1\) Other studies have looked at corporate scandals involving the #MeToo movement, finding that the average scandal within the movement led to a short-term decline in stock returns of the affected company by 1.5 percent and a 0.78 percent long-term decline in returns.\(^6^2\) Although the scandals studied in the literature are real, the findings suggest that a believable deepfake-driven corporate scandal could have moderate financial implications for the affected company.

The implications of this type of attack for the broader market are uncertain. For instance, if the company is highly networked—meaning it plays a meaningful role in national or global supply chains, business transactions, or lending—other stocks could also decline. On the other hand, the degradation to the company’s brand could have a positive effect on the stock price of its direct competitors, and the net result on the overall market could be zero.

**Factors That Impact Likelihood**

Because deepfakes have already affected financial markets to some extent and the AI tools used to create deepfakes are improving rapidly, it is likely that fake images, videos, audio, and text will continue to disrupt markets. However, several factors could amplify the financial impact of deepfakes.

One primary factor is the ability and costs for an adversary to engage in a deepfake campaign involving many deepfakes that potentially span multiple forms of media. The type of campaign discussed above, in which an adversary uses multiple deepfakes to attack a target, could be more
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costly and difficult than producing a single deepfake. However, the cost of producing believable deepfakes is falling. For instance, voice cloning technology has improved significantly over the past several years, and now produces audio that sounds less robotic and might be more difficult to detect.\(^{63}\) Experts say that deepfake technology has progressed to the point where it can be used in real time without detection.\(^{64}\) Deepfake videos and images have also become increasingly realistic.\(^{65}\) As of this writing, the costs of training generative AI models capable of creating realistic deepfakes could deter non-state actors or nation-state actors with limited budgets from developing their own tools.\(^{66}\) However, as the cost of developing this technology decreases, or as open-source tools improve, this financial deterrent could become less significant.

A factor that might limit the likelihood of greater deepfake disruptions in financial markets is opportunity costs. Most of the attention paid to the threat of deepfakes has involved risks to political discourse because of the direct correlation between public sentiment and political outcomes.\(^{67}\) In our discussions with subject-matter experts, some noted that if an adversary’s goal is to create instability, targeting the financial sector might not be as effective as targeting political systems. This suggests that the financial system might be more likely to be collateral damage of such an attack than a target. A foreign state deploying a deepfake video of the U.S. President or the Secretary of Defense could rock financial markets, even if the primary goal was to create political chaos. However, while there appear to be more deepfakes directed at public officials than corporate leaders or entities,\(^{68}\) it is not clear that the costs of attacking both political and financial institutions would prohibit such a deepfake attack.

**Threat 4: Memetic Engineering**

Memetic engineering involves designing viral ideas or culture (memes) to achieve a specific psychological or material outcome. The term is derivative of genetic engineering, with memes being the cultural equivalent of a biological gene. More specifically, memes are multifaceted units of culture, such as images, videos, phrases, or concepts, that spread rapidly online through imitation and sharing. When weaponized, memes can tap into human tribalism, emotions, cognitive biases, and identity and potentially manipulate behavior or beliefs.\(^{69}\) Potent memes can shape what issues people focus on, who they see as part of their in-group, and how they direct their energy and anger.
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Historically, Russia has been the primary actor in using covert memetic engineering. However, China has begun shifting its focus from social media memetic engineering operations that rely on volume to those that target at specific individuals. The 2023 Microsoft Threat Intelligence report notes that Chinese influence operations have begun using generative AI tools to create visual content that has drawn higher levels of engagement in social networks than their prior efforts. The Microsoft report also notes that Chinese operations have expanded across multiple social media platforms, including Reddit, in which many financial discussion boards are hosted.

Although foreign actors have shown increased interest in memetic engineering, there are no reported cases of memetic engineering by foreign adversaries to manipulate financial markets. Additionally, to our knowledge, there have been no analyses of the feasibility of a memetic attack on markets, how an attack might play out, nor the potential economic costs of such an attack. However, in our discussions, subject-matter experts were concerned about the potential for a memetic attack on financial markets because they perceived such an attack to be feasible and potentially impactful.

There are likely two potential use cases of memetic engineering in a financial setting. One is a quick strike attack aimed at creating a rapid frenzy over a specific set of stocks; the other is a longer-term degradation of beliefs, ideologies, or confidence in the market or financial institutions. Although there are no documented cases of either such attacks in a financial context, prior memetic engineering efforts outside of the financial sector and prior organic meme-driven stock market bubbles have occurred. An example of the former is the Russian company Internet Research Agency’s (IRA) interference in the 2016 U.S. presidential election. As early as 2014, the IRA strategically spread false, polarizing social media content designed for maximum shareability to intentionally manipulate beliefs and actions. The GameStop saga is an example of the latter case. In January 2020, users of the Reddit community r/wallstreetbets sparked a massive rise in the stock price of the video game store GameStop and pushed the “Main Street versus Wall Street” meme around the stock. Although there is no evidence that foreign agents instigated the GameStop short squeeze on Reddit, there is some evidence that bots pushed GameStop memes on other social media platforms.

An important feature of memetic engineering is the highly targeted nature of the attack. Unlike deepfake attacks, which attempt to spread fake media as widely as possible by broadcasting it through social media platforms, memetic engineering involves narrowcasting a
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specific idea (a meme) to a specific set of individuals who then spread it to their network. Psychographic data can be compiled from such sources as internet browsing habits, online purchases, and social media interactions and used to craft highly effective messages. Additionally, with such data, ML tools can identify highly influential individuals in social, political, or financial networks. These individuals could then be targeted with personalized and persuasive content.

Some experts we spoke with believed that adversaries can also collect information on market positions and identify the types of stocks that are the most responsive to new information, in which case a memetic engineering attack on the financial sector could be particularly disruptive. However, this is a truly unstudied area in the economics literature, and there is currently no empirical evidence supporting this scenario.

**Potential Cost**

There is very little evidence—empirical or otherwise—on the costs of memetic engineering attacks. However, there is an emerging line of empirical research on the rapid growth and crash of meme stocks that suggests these stock movements have implications for the broader equities market. Costel et al. (2021) notes that *memetic stocks*—stocks that quickly jump in price and become overvalued because of attention on social media platforms—can exert influence on the broader market by allowing individual retail investors to coordinate and act as a single large trader and that the “memementum” that drives meme stock prices can be seen as a form of market manipulation. Others find that evidence of spillovers from meme stocks to conventional assets. Yousaf et al. (2023) finds that meme stocks drive shocks to the broader market during periods of extreme upward market movements, but, during meme stock crashes, investors flood to safer assets, such as gold and U.S. Treasuries. Additionally, the authors find that during periods of greater market uncertainty, such as during the onset of the Russia-Ukraine war, the spillovers between meme stocks and conventional assets intensify.

The Federal Reserve Board (Fed) highlighted the risks of meme stocks in the November 2021 Financial Stability Report. The Fed notes that the implication of meme stocks on broader market stability had been limited but also notes that changing regulations, investor demographics, and technology warrant continued monitoring of how meme stocks affect the broader market. The elimination of trading commissions at retail brokerages for stocks and options and the proliferation of mobile trading apps have contributed to the growing share of
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younger retail investors. Younger investors tend to have higher levels of debt relative to assets, making them vulnerable to large stock price fluctuations. If these younger market participants suffer significant losses from meme stock activities, the adverse effects could spill over into other areas of the financial system, contributing to broader instability.

To our knowledge, there are no studies that provide estimates for the potential cost of a memetic engineering attack that promotes a longer-term degradation of beliefs and values. Identifying the occurrence of such an attack is challenging because of the latency between when the attack begins and when it manifests in markets. However, the threat of memetic engineering used to degrade trust in markets, institutions, or regulators is a growing concern. Some commentators have suggested that “it is only a matter of time” before foreign actors use memetic attacks to manipulate American markets.

Factors That Impact Likelihood

Overall, the empirical research on meme stocks suggests that, under specific conditions, a meme stock bubble could have broader economic implications. For instance, research suggests that extreme upward movements of meme stock prices (e.g., price bubble or short squeeze) can cause the price of other assets to grow as well. Depending on the size and nature of these contagion effects, a meme stock bubble burst could cause spillover bubble bursts in other asset classes. If the meme stock’s rise coincides with other events that increase market uncertainty, the impact could be magnified.

Another significant factor is the ability to create believable and viral disinformation. Before the advent and adoption of generative AI tools, creating this type of content required human labor, increasing the cost of engaging in such an activity. For instance, the IRA is believed to have hired upwards of 400 people. Leveraging generative AI might reduce the number of workers needed to carry out information operations or make workers more effective at producing high-quality content. The continued development of these tools could increase the likelihood of a successful memetic engineering attack. However, some generative AI companies appear to take the risk of misuse seriously.

A second, related factor that could influence the likelihood of a successful attack is the position and protection of consumer data by data-collecting enterprises. Data on purchases, online browsing habits, and social media interactions are essential to building profiles and crafting individualized and highly persuasive content. Collecting this data might be easy in some cases (for instance, if a social media platform is foreign-owned) or may be more difficult (for
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instance, collecting data on individual credit card purchases). In cases where data collection is more difficult, traditional cyberattacks and hacking may complement memetic engineering actions. However, a single source of data on an individual is likely insufficient to build an accurate profile, meaning that adversaries would likely need to collect data on individuals from a variety of sources. Coordinated efforts across data-collecting entities to prevent the joint use of data by foreign adversaries could slow progress in creating the types of personality profiles needed to engage in highly effective memetic engineering campaigns. Policies to restrict the flow of data to third countries—similar to the European Union’s General Data Protection Regulation (GDPR)—could be effective as a coordinating mechanism.\footnote{There is an emerging literature that suggests that the GDPR has stifled some economic activity (Chen et al., “Privacy Regulation and Firm Performance”; Johnson, “Economic Research on Privacy Regulation”), thus extraterritorial data privacy regulations need to be balanced with opportunities for businesses to engage in legitimate data collection activities.}

**Crosscutting Cost and Likelihood Considerations**

Our analysis suggests that the tools and methods available to adversaries to attack the U.S. financial system are unlikely to cause meaningful medium- or long-term economic damage in most instances. The most robust lines of defense are the redundancies and safeguards within the financial system, which are explicitly designed to prevent such crises from escalating. Additionally, the global interconnectivity of the U.S. financial system creates a natural deterrence against attack by state actors, though it might not deter non-state actors, and potential changes in geopolitical relationships could make economic repercussions of an attack less politically costly for adversaries.

Several common themes emerge in the potential costs and likelihood of the threats studied in this report. Each threat has some direct cost associated with it, as well as potential indirect costs to broader markets. Some threats also carry potential intangible costs to social norms or institutions. We also identify several crosscutting likelihood factors. These include technological enablers, situational triggers, and risk management factors that either contribute to or detract from the likelihood of a successful attack.

For each threat, we show these crosscutting factors in Table 2. The direct costs tend to be fairly specific. For instance, a memetic attack might drive up the price of a meme stock, or a deepfake campaign might target a specific business and cause a stock price collapse. The indirect costs arise because of spillovers or contagion effects. In some instances, those spillovers could be positive, such as in the case of a deepfake driving investors to a competitor of the targeted firm. In other cases, the spillovers are likely negative, such as financial contagion effects that could arise from an adversarial attack on financial AI models that spreads through markets, such as the 2010 flash crash. Intangible costs include loss of confidence in specific entities, markets, or financial institutions. These intangible costs are difficult to quantify because they are highly
diffuse and might not directly drive prices in the same way as other attacks that have been studied. Intangible costs are likely most important in the context of memetic engineering but could also emerge in the event of a deepfake attack.

Likelihood factors are shown in the last three columns of Table 2. We group these factors into three categories: technological enablers, situational triggers, and risk management. Technological enablers are factors that contribute to the likelihood of a successful attack through technological improvement or increased technology integration. For example, a deepfake attack becomes more likely as AI technologies improve, leading deepfakes to become cheaper, more realistic, and harder to detect.

Situational triggers involve preexisting conditions, such as market uncertainty, volatility, or a public relations crisis. Geopolitical tensions are also important situational triggers that can change the motivations of foreign actors by decreasing the political cost that the economic blowback and attack might create. Some subject-matter experts in our focus groups noted that many foreign state actors are unlikely to have the motivation for such an attack, primarily because of foreign entities’ stake in the U.S. financial market. An attack aimed at destabilizing the U.S. financial sector could have blowback to the attacking state actor’s economy, reducing incentives. However, this lack of incentive is not universal. States outside of the U.S. financial system, such as North Korea, or those that are heavily sanctioned, such as Russia, might have the motivation to harm the U.S. economy and, because of their isolation, not face the economic blowback of the attack. Subject-matter experts also noted that an attack to destabilize the U.S. financial system might be more appealing during war.

Finally, risk management factors are mitigation measures that could lower the likelihood or cost of an attack. These involve such factors as supplemental measures to disable financial AI systems, improvements in deepfake detection, circuit breakers to stop market free falls, and coordinated data governance policies. For example, a recent survey conducted by the Artificial Intelligence/Machine Learning Risk & Security (AIRS) Working Group at the Wharton School concludes that numerous financial sector firms are still in the initial stages of AI adoption, and the industry could benefit from increased collaboration in devising risk-reduction strategies (AIRS, 2022). The report emphasizes that governance surrounding the utilization of AI in finance necessitates implementing supplementary safety measures, such as “kill-switches” capable of completely disabling the system when required.
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### Table 2. Summary of Cost and Likelihood Factors

<table>
<thead>
<tr>
<th>Cost Factors</th>
<th>Likelihood Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Costs</strong></td>
<td><strong>Intangible Costs</strong></td>
</tr>
<tr>
<td>Trade losses because of adversarial attack on financial AI model</td>
<td>- Financial liquidity loss because of contagion effects</td>
</tr>
<tr>
<td>- Interest rate increase</td>
<td>- Loss of trust in U.S. Treasury markets</td>
</tr>
<tr>
<td>Losses on bond portfolios</td>
<td>- Increased stock market volatility</td>
</tr>
<tr>
<td>Stock losses for business targeted by attack</td>
<td>- Increased borrowing costs for government and private sectors</td>
</tr>
<tr>
<td>Loss of confidence in targeted business</td>
<td>- Loss of trust in financial institutions because of slow-burn memetic attack</td>
</tr>
<tr>
<td>Meme stock bubble from quick-strike memetic attack</td>
<td>- Spillover from meme stock to other assets</td>
</tr>
<tr>
<td>- Potentially large losses for investors when bubble bursts</td>
<td>- Loss of trust in financial institutions because of slow-burn memetic attack</td>
</tr>
<tr>
<td>Potential stock price rise for direct competitors</td>
<td>- Advancing AI</td>
</tr>
<tr>
<td>- Advancing AI</td>
<td>- Improved data collection</td>
</tr>
<tr>
<td>- Increased borrowing costs for government and private sectors</td>
<td>- Preexisting market uncertainty</td>
</tr>
<tr>
<td>- Increased geopolitical tensions</td>
<td>- Federal Reserve intervention to stabilize markets</td>
</tr>
</tbody>
</table>

**NOTE:** This table displays a summary of the direct, indirect, and intangible costs across threats, as well as the technological enablers, situational triggers, and risk management factors that can affect the likelihood of a successful attack.

### Conclusion

The U.S. financial system is a foundational institution that is critical to the functioning of the U.S. economy, and provides liquidity, investment opportunities, and risk management services to the global market. However, its position might also make it an attractive target for a foreign adversary. Our assessment of specific emerging threats is that, while the potential for widespread...
damage exists, most of the threats studied would be more likely to cause more limited economic losses.

Although concerns about a potential “financial 9/11”—a sudden, catastrophic event with severe consequences—are understandable, our analysis suggests that it is relatively unlikely. Instead, the nature of emerging threats to the U.S. financial system might more closely resemble that of a “financial climate change.” This implies a series of gradual, interconnected, and evolving risks rather than an isolated, high-impact incident.

For example, coordinated deepfake campaigns attacking different companies that play out over several years could erode trust in corporate leaders and financial institutions more broadly. Enabled by AI and ML, advanced memetic engineering attacks could progressively undermine trust in financial markets and institutions, causing a steady, incremental impact on market stability rather than a sudden breakdown. Low-profile data poisoning of financial AI models during the training stage could slowly produce suboptimal economic predictions, which avoids triggering market circuit breakers. Geopolitical tensions can create situational triggers that, over time, increase uncertainty and vulnerabilities in the financial system, which leads to a cumulative effect on market performance and overall economic health. While these are speculative risks, their more-gradual nature could also make them more difficult to manage. They may not cause a sudden breakdown, but they could cause a slow decline.

Proactive risk management solutions could prevent losses. Across most threats, advancing AI is likely to play a key role in determining whether an adversary can carry out a successful attack. Thus, policies that encourage the responsible development and use of AI technologies can act as important safeguards to financial stability. The wide variety of risks posed by AI might mean that policies that protect other societal institutions would also provide protection to the financial system. The Biden administration’s executive order on safe, secure, and trustworthy artificial intelligence, while not aimed at financial security specifically, outlines new AI safety measures that could protect the financial system from attacks. For instance, the executive order states that extremely large models are required to undergo red teaming exercises and that the results must be submitted to a government regulator. The testing provisions focus on several threats, including the ability of the model to deceive and obfuscate. It is unclear how these new regulations will apply to open-source models. Export controls on advanced semiconductors and requiring cloud service providers to report to the U.S. government if foreign customers appear to be training large models could limit growth of adversary’s AI development as well.

Apart from regulatory policy, economic policies that encourage competition in the AI foundation model market could also increase resilience in the financial sector. Reliance on third-party foundation models could create new sources of systemic risk in the financial sector.
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Encouraging competition in the market could expand the options available to financial institutions looking to incorporate AI into their operations.

Combatting the emergent vulnerability of the gradual erosion of facts in the 21st century, also known as truth decay, could limit financial exposure to deepfakes and memetic engineering. Research on truth decay suggests that disininformation analysis at the state-actor level, encouraging consumers to seek reliable sources, and political figures with moderate views could limit, stall, or mitigate the effects of truth decay. Public awareness campaigns have also been suggested as a policy action that could encourage resilience against deepfakes in a financial setting. However, it is also possible that too much attention to the prevalence of deepfakes could degrade trust in real media. Studying truth decay in a financial setting would likely provide new insights into improving financial resilience.

Finally, playing out the potential ramifications, reactions, and counter-reactions to the types of attacks discussed in this report in a wargame scenario would help identify which areas of the U.S. financial system are most vulnerable and why the vulnerability exists. These types of economic wargames could be in the purview of a new civilian “Economic Joint Chiefs,” as proposed by Pavel and Egel (2023). Bringing together stakeholders in finance, technology, geopolitics, and national security could result in a new understanding of how these threats might evolve over the next decade.

Rapid developments in AI technology, social media’s role in propagating ideas and information into markets, and the growing great-power competition suggest that the financial threats faced over the next decade might become more complex. However, by consistently monitoring and adapting to the changing landscape, embracing technological advancements in a responsible manner, and fostering robust economic policies that promote competition and transparency, the United States will be well positioned to mitigate these emerging threats and maintain its financial stability.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>AIRS</td>
<td>Artificial/Machine Learning Risk &amp; Security</td>
</tr>
<tr>
<td>COVID-19</td>
<td>coronavirus disease 2019</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>Fed</td>
<td>Federal Reserve Board</td>
</tr>
<tr>
<td>GDP</td>
<td>gross domestic product</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>GSE</td>
<td>U.S. government agency</td>
</tr>
<tr>
<td>IRA</td>
<td>Internet Research Agency</td>
</tr>
<tr>
<td>S&amp;P</td>
<td>Standard &amp; Poor’s</td>
</tr>
<tr>
<td>SEC</td>
<td>U.S. Securities and Exchange Commission</td>
</tr>
<tr>
<td>SVB</td>
<td>Silicon Valley Bank</td>
</tr>
</tbody>
</table>
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