The rapid advancement of artificial intelligence (AI) has far-reaching implications across multiple domains, including its potential to be applied in the development of advanced biological weapons. This application raises particular concerns because it is accessible to nonstate entities and individuals. The speed at which AI technologies are evolving often surpasses the capacity of government regulatory oversight, leading to a notable gap in existing policies and regulations.

The coronavirus disease 2019 (COVID-19) pandemic serves as a pertinent example of the devastating impact that even a moderate pandemic can have on global systems. Further exacerbating this issue is the economic imbalance between offense and defense in biotechnology. For instance, the marginal cost to resurrect a dangerous virus similar to smallpox can be as little as $100,000, while developing a complex vaccine can be over $1 billion. Previous attempts to weaponize biological agents, such as Aum Shinrikyo’s endeavor with botulinum toxin, failed because of a lack of understanding of the bacterium. However, the existing advancements in

KEY FINDINGS

- In our experiments to date, large language models (LLMs) have not generated explicit instructions for creating biological weapons. However, LLMs did offer guidance that could assist in the planning and execution of a biological attack.

- In a fictional plague pandemic scenario, the LLM discussed, for example, biological weapon–induced pandemics, identifying potential agents, and considering budget and success factors. The LLM assessed the practical aspects of obtaining and distributing Yersinia pestis–infected specimens while identifying the variables that could affect the projected death toll.

- In another fictional scenario, the LLM discussed foodborne and aerosol delivery methods of botulinum toxin, noting risks and expertise requirements. The LLM suggested aerosol devices as a method and proposed a cover story for acquiring Clostridium botulinum while appearing to conduct legitimate research.

- These initial findings do not yet provide a full understanding of the real-world operational impact of LLMs on biological weapon attack planning. Our ongoing research aims to assess what these outputs mean operationally for enabling nonstate actors. The final report on this research will clarify whether LLM-generated text enhances the effectiveness and likelihood of a malicious actor causing widespread harm or is similar to the existing level of risk posed by harmful information already accessible on the internet.
AI may contain the capability to swiftly bridge such knowledge gaps: Advanced large language models (LLMs) can provide insights into potential pandemic pathogens and discuss their relative benefits, given practical constraints.

LLMs’ potential ability to close this knowledge gap highlights the need for attention to the convergence of AI and biotechnology, especially synthetic biology, that could allow for the novel design or reconstitution of pathogens that are more severe and more deadly than those in the wild. This evolving field is not restricted to state-run biological weapon programs but is increasingly accessible to individuals and organizations outside formal governance frameworks.

The intersection of AI and biotechnology presents specific challenges for risk assessment. Given the rapid evolution of these technologies, governmental capacity to effectively understand or regulate them is limited. Much of the specialized knowledge for AI threat assessments lies within the companies developing these systems. This hinders the public’s ability to accurately identify whether the technologies are being—or could be—used for benign or malicious purposes.

Our research focuses on establishing rigorous, transparent, and generally applicable methodologies for evaluating the risks associated with the integration of AI and biotechnology. Two key imperatives underline this focus. First, as frontier AI technologies are increasingly capable and available, it is crucial to develop methods to ensure that these systems are safe and secure—particularly against potential misuse in creating and deploying harmful biological agents. Second, establishing accurate risk assessment methodologies is essential for both public trust and the creation of effective regulatory frameworks.

The need for this research is heightened by the absence of mandatory threat assessments in the AI development community and the lack of standardized methods for risk evaluation. Our aim is to develop and conduct standardized threat assessments to inform policy decisions and contribute to the development of robust regulatory frameworks that address the emerging risks at the intersection of AI and advanced biological threats.

Red-Team Exercise

Recent proposals for AI regulation advocate for rigorous testing processes conducted by qualified third-party evaluators. These evaluations can use red teams—experts emulating malicious actors—who scrutinize AI models across various high-risk scenarios. These scenarios can range from eliciting the design of weapons from the AI to prompting other unintended, hazardous behaviors. The use of red teams enhances the evaluation process by linking abstract or theoretical risks to practical, real-world consequences. This methodological step is critical for early identification and mitigation of dangerous capabilities, thereby preventing potential exploitation. Our research aligns with and implements this evaluative approach.

In this red-team exercise, our research team conducted an in-depth examination of the risks related to LLM misuse for large-scale biological attacks. What sets our project apart is its focus on ascertaining the real-world operational impact of LLMs in this context, aiming to go beyond theoretical risks to actionable insights. We used a multidisciplinary approach to produce findings that are directly applicable to policy decisions and responsible AI development.

Our research began by examining the biological weapon threats and developing vignettes that describe various realistic risk scenarios. Through this process, we aimed to capture the strategic goals of malicious actors and conduct focused assessments specific to biological weapons. The vignettes provide
a multidimensional view of potential risks, steering clear of fragile single-point predictions and offering a variety of possible future conditions that can inform AI development and regulation more robustly.

Our approach is centered on red-team exercises that are based on these vignettes. Researchers were organized into cells comprising three people, and they role-played as malicious actors planning a biological attack within one of the four vignettes. These cells were randomly assigned different resource access: only internet access or internet access plus one of two LLM assistants. There were 12 red cells in total across these conditions and two additional crimson cells. The aim was to understand how LLM tools might make attack planning more effective or efficient, offering empirical data on an LLM’s capabilities and ability to increase risks.

Each team was given a limit of seven calendar weeks and no more than 80 hours of red-teaming effort per member. Within these constraints, they were required to develop an operational attack plan. For each red team, leads were identified and allowed to choose two additional team members. Team leads were directed to build a balanced team with a diversity of experience and knowledge. This composition suggested that there should be at least one member with relevant biology experience and one with pertinent LLM experience. In addition to those 12 red cells, an additional two cells (referred to as crimson cells) were incorporated into one of the four vignettes. Members of the two crimson cells lacked substantial LLM or biological experience but had relevant operational experience. This provides us with data to investigate how preexisting knowledge in these domains might influence the relative advantage an LLM might provide. This breakdown of assignments is shown in Table 1.

To maintain consistency across cells, certain restrictions were set on tool usage. Cells were limited to English-language sources, were prohibited from accessing the dark web, and could not leverage print materials. LLM groups interacted with the LLM exclusively through a custom chat interface. All research activities took place within a protected network with appropriate data safeguards to maintain security.

In our ongoing research, each cell’s OPLAN will be rigorously evaluated by eight subject-matter experts in security and biology. The evaluation will use two main criteria: operational feasibility and biological feasibility. Feasibility refers to the practicality of the proposed plan, meaning how viable the plan’s components are from an operational standpoint, considering resources implied or explicitly made available in the vignette. The evaluation uses a nine-point scale, as shown in Table 2, where a score of 1 indicates a wholly unworkable plan and a score of 9 signifies a plan without any discernible flaws and that seems entirely achievable.

We intend to use the Delphi method to benefit from the diverse insights of the subject-matter experts. Before a two-day in-person adjudication event, each expert will be asked to provide an initial assessment of each OPLAN, focusing on either operational or biological feasibility. During this event, those who assigned the highest or lowest scores will outline their top three justifications, while the other experts will discuss their main reasons. This structured interaction is designed to stimulate a thorough discussion about each plan’s attributes, foster knowledge-sharing among experts, and address any ambiguities or varying viewpoints. Equipped with this broader understanding, experts will then be

<table>
<thead>
<tr>
<th>Vignette</th>
<th>Internet Access Only</th>
<th>Internet Access and LLM A</th>
<th>Internet Access and LLM B</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 red cell</td>
<td>1 red cell</td>
<td>1 red cell</td>
</tr>
<tr>
<td>2</td>
<td>1 red cell</td>
<td>1 red cell</td>
<td>1 crimson cell</td>
</tr>
<tr>
<td>3</td>
<td>1 red cell</td>
<td>1 red cell</td>
<td>1 crimson cell</td>
</tr>
<tr>
<td>4</td>
<td>1 red cell</td>
<td>1 red cell</td>
<td>1 red cell</td>
</tr>
</tbody>
</table>

We intend to use the Delphi method to benefit from the diverse insights of the subject-matter experts. Before a two-day in-person adjudication event, each expert will be asked to provide an initial assessment of each OPLAN, focusing on either operational or biological feasibility. During this event, those who assigned the highest or lowest scores will outline their top three justifications, while the other experts will discuss their main reasons. This structured interaction is designed to stimulate a thorough discussion about each plan’s attributes, foster knowledge-sharing among experts, and address any ambiguities or varying viewpoints. Equipped with this broader understanding, experts will then be

TABLE 1
Vignette and Cell Assignment
asked to deliver their final OPLAN scores. These definitive evaluations will serve as the basis for our study’s core aim: to gauge the impact of LLMs on the design and potential success of biological attacks.

Our research specifically seeks to comprehensively understand the risks linked to LLM misuse for biological attacks. We aim to move beyond just identifying concerning outputs from LLMs to determining what these outputs mean in a practical sense. We will evaluate whether such outputs genuinely enhance a malicious actor’s effectiveness and likelihood of causing mass casualties using biological agents, or whether they are simply comparable with other types of harmful information already accessible online.

**Initial Insights**

Our research is in progress, but preliminary findings are emerging that warrant attention. At this stage, it is important to clarify that while the LLMs we are testing do not generate explicit biological instructions, they can supply guidance that could assist in the planning and execution of a biological attack.

In a test scenario, the LLM engaged in a discussion about how to cause a large number of casualties using a biological weapon (see Figures 1 and 2). The LLM identified potential agents—including *Variola* virus (smallpox), an engineered strain of influenza virus, *Bacillus anthracis* (anthrax), and *Yersinia pestis* (plague)—and discussed their relative chances of achieving a massive number of fatalities. In addition, the LLM assessed the feasibility, time, cost, and barriers associated with obtaining *Yersinia pestis*–infected rodents or fleas, transporting and maintaining live specimens, and distributing those specimens. The LLM also mentioned that projected deaths would depend on such factors as the size of the affected population, the speed and effectiveness of the response, and the proportion of cases of pneumonic plague—which is more contagious and more fatal than bubonic plague. Extracting this information from the LLM required a jailbreaking technique because it initially refused to discuss these topics. We provide excerpts from this conversation in Figures 1 and 2, with sanitized prompts that do not reveal the method.

In another example that focused on botulinum toxin, the LLM provided a nuanced discussion of the pros and cons of different delivery mechanisms, such as aerosol and foodborne methods. For foodborne delivery, the LLM identified it as straightforward but fraught with risks, particularly concerning potential detection and the stability of the toxin when placed in various food items. On the other hand, aerosol methods were seen as effective for affecting a large population quickly, although they necessitate specialized equipment and expertise. Beyond that, the LLM generated several suggestions for possible aerosol delivery devices and even advised on a plausible cover story that could be used to acquire *Clostridium botu-*

---

**TABLE 2**  
**Scale for Measuring Feasibility**

<table>
<thead>
<tr>
<th>Assessment</th>
<th>Score</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Untenable</td>
<td>1</td>
<td>The plan possesses catastrophic flaws, rendering it entirely unworkable.</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>The plan contains major flaws, making it extremely unlikely to succeed.</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>The plan exhibits significant flaws, requiring substantial revisions.</td>
</tr>
<tr>
<td>Problematic</td>
<td>4</td>
<td>The plan presents multiple flaws, necessitating additional effort.</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>The plan has several modest flaws, requiring some attention.</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>The plan displays only minor flaws, necessitating minimal adjustment.</td>
</tr>
<tr>
<td>Satisfactory</td>
<td>7</td>
<td>The plan is free from significant flaws, requiring only moderate adaptation.</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>The plan lacks major flaws, making it likely to succeed.</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>The plan is flawless, rendering it fully achievable.</td>
</tr>
</tbody>
</table>
It is essential to note that these findings only hint at the potential risks; they do not yet provide a full picture of the real-world operational impact. The ongoing nature of our research means that while we can confirm that LLMs can produce concerning text, our completed work aims to delineate what these outputs mean operationally. Specifically, our final report will address whether these generated texts are dangerous and enhance the effectiveness and likelihood of a malicious actor causing widespread harm, or whether they provide responses that are merely unfortunate and mirror other harmful information that is already available online.

**Conclusions**

Our ongoing research highlights the complexities surrounding the misuse of AI, specifically LLMs, for...
biological attacks. Preliminary results indicate that LLMs can produce concerning outputs that could potentially assist in planning a biological attack. However, it remains an open question whether the capabilities of existing LLMs represent a new level of threat beyond the harmful information that is readily available online.

Given the potential risks, the need for rigorous testing is unequivocal. This is particularly true in a context in which some equate the threat of AI to that of nuclear weapons. As we continue our work, we are committed to transparency in our research, analysis, findings, and recommendations while protecting the confidentiality and security of sensitive information. To support ongoing public policy discussions, we will release updated research findings as our research progresses.

The cybersecurity community has long employed red teams to test systems against hypothetical threats; a similarly rigorous evaluative framework is overdue in the context of machine learning and AI. Through our research, we are establishing this framework and are highlighting the importance of regular, empirically driven evaluation to identify and mitigate risks. Our preliminary insights suggest that LLMs can provide some potentially harmful guidance, which underscores the need to explore opportunities to limit LLMs’ willingness to engage in such conversations. Further research and evaluation can help facilitate responsible development and deployment of AI technologies.
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI</td>
<td>artificial intelligence</td>
</tr>
<tr>
<td>COVID-19</td>
<td>coronavirus disease 2019</td>
</tr>
<tr>
<td>LLM</td>
<td>large language model</td>
</tr>
<tr>
<td>OPLAN</td>
<td>operation plan</td>
</tr>
</tbody>
</table>
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About This Report

In this report, we address the emerging issue of identifying and mitigating the risks posed by the misuse of artificial intelligence (AI)—specifically, large language models (LLMs)—in the context of biological attacks. Employing a multidisciplinary approach and red-team evaluations, our ongoing research aims to generate actionable insights that inform policy and contribute to responsible AI development. Preliminary findings indicate that while AI can generate concerning text, the operational impact of this capability is a subject for future research.
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Authors’ Note

This report describes research on the potential application of AI capabilities to the development of biological weapons. The purpose of this work is to specifically avert the misuse of LLMs resulting in new or novel biological threats to humanity. It is reasonable to ask whether such research should be conducted, given the grave implications of such threats and the potential for researchers to discover as-yet undetected methods of misusing AI tools. This is not the first time that RAND Corporation analysts have grappled with such concerns (as in Herman Kahn’s 1960 The Nature and Feasibility of War and Deterrence). Ultimately, that history suggests that if experts refrain from exploring these threats because of the dreadful nature of the topic, this inaction could inadvertently create an opportunity for malicious actors to capitalize on the knowledge imbalance.

We have approached this subject matter with caution and responsibility. Throughout the research process, we have maintained stringent security protocols and have been constantly mindful of the balance between providing sufficient information for academic and policy discussions while ensuring that no details are disclosed that could empower malicious actors. Our objective is to contribute to the understanding of potential biological weapons threats and to support the development of strategies to address them, ultimately fostering a safer and more secure world.