Throughout the remaining U.S. political campaign season of 2020, Russia might try again to manipulate and divide U.S. voters through social media. This report is the first in a four-part series aimed at helping policymakers and the public understand—and mitigate—the threat of online foreign interference in national, state, and local elections.1

Concerns over foreign influence in U.S. politics date back to the founding of this country. Alexander Hamilton warned about “the desire in foreign powers to gain an improper ascendant in our councils” (Hamilton, 1788). George Washington’s farewell speech cautioned that “foreign influence is one of the most baneful foes of republican government” (Washington, 1796). During the Civil War, the Confederacy solicited the support of Britain and France against the Union (Central Intelligence Agency, undated). In 1940, the British covertly intervened in the U.S. presidential election in hopes to garner support for U.S. intervention in World War II (Usdin, 2017). During the Cold War, the Soviet Union operated a sophisticated program involving covert and overt information efforts against the United States (Jones, 2019; Schoen and Lamb, 2012).

More recently, the U.S. Senate Committee on Intelligence presented evidence that Russia directed...
review select research on strategies that inform how to defend against online information efforts.

We recommend that any strategies for responding to foreign information efforts be broad rather than narrow and that they anticipate which subgroups of Americans are likely targets of information efforts by foreign adversaries. Additionally, there is a need to develop evidence-based preventive interventions for those who are most likely targets within our society.

Modern Methods Are Rooted in the Cold War

We believe that reflexive control theory is, in part, the intellectual basis of current information efforts targeting the United States that are perpetrated by Russia and its proxies. Scholars have described reflexive control as a means of conveying information to others that leads them to make some predetermined decision (Thomas, 2004). Reflexive control theory is a formal theoretical research program exploring this technique; it was developed by Vladimir Lefebvre and others and first appeared in Soviet military literature in the 1960s (Chotikul, 1986; Radin, Demus, and Marcinek, 2020; Thomas, 2004). Unlike game theory, this theory does not assume that individuals act rationally; rather, it assumes that people act “according to their image of the world and their image of their adversary’s image of the world.” (Appendix A has a more detailed description of the reflexive control theory.)

In general, reflexive control theory presents the world as a set of binary relationships: People are...
either in conflict or cooperation with one another, and their actions are either passive or aggressive in nature (Lefebvre, 1965, 1966). Although the binary view is an oversimplification, this assumption is based on how some historians characterize human relationships in the Soviet Union.6

The model structure implies that a person’s decisions depend on what is socially desirable, insofar as they perceive what is desirable to others. Outside parties can manipulate this perception, which forms the basis for reflexive control as a tool for understanding information efforts. Belief in falsehoods is merely a byproduct of reflexive control, not the end goal. Disseminating false content is a tactic to manipulate one group’s view of others.

We have identified at least two key features of reflexive control theory that seem applicable to recent information efforts targeting U.S. elections.

One Feature of Reflexive Control Theory Is to Alter People’s Perceptions

First, the model accepts as a given that relationships between individuals are defined by conflict or collaboration. The interpersonal influences between groups of people are inputs. Information efforts are trying to shift people’s perceptions, not alter this fundamental group structure. For example, reflexive control does not try to convince people in political party A that they are in conflict with those from political party B. It assumes this conflict already exists. Instead, these information efforts try to amplify the degree that people from party A believe that those from party B view them as adversaries.

Another Feature Is to Elicit Reactions, Not Necessarily to Change Behavior

The second relevant feature of reflexive control theory is the goal of eliciting reactions from targets. The theory views the world as a dichotomy between conflict and collaboration. Successful information efforts sow deep divisions between groups of people and generate a perception of “us” versus “them” that, in turn, elicits strong reactions in people. The ultimate goal is to reduce the probability that groups of people find common ground on issues of public concern. After all, it’s difficult to find commonality on such topics as property taxes or farm subsidies when opponents see each other as un-American or racist and each believes these views are deep-seated within the other.

This binary framework also suggests a direct way to operationalize reflexive control. Manipulating someone’s perception of others is most feasible, and most effective, if that perception can be collapsed into a one-dimensional caricature. If someone is “one of them” and if “they” are a monolithic group easily summarized by one characteristic, then perceptions are more easily manipulated and reinforced. Thus, we hypothesize that reflexive control in practice is a priming technique that encourages people to self-identify with a particular group and to simplify the characterization of that group as homogenous and ultimately in conflict with another group.

Thus, foreign adversaries might try to operationalize reflexive control by targeting those who are likely to have the strongest reactions to group-based differences. The sources of these differences are broad: They might focus on race, class, gender, sexual orientation, political affiliation, or geography.
Active measures are covert and overt information efforts organized by a government to affect a target’s domestic and foreign politics and are used as an instrument of power.

Active measures are covert and overt information efforts organized by a government to affect a target’s domestic and foreign politics and are used as an instrument of power. These tactics and goals are reflected in the observations of researchers who have tracked Russian information efforts over the past several years. The extensive use of memes focusing on particular groups and repeatedly characterizing them in particular ways works to create a simple but consistent framing of that group. These framings tend to have high emotional resonance and often involve passive statements about identity (as opposed to calls for action). They prime the viewer to think about “us” versus “them” in ways that assume the viewer already knows who “we” and “they” are. The uses of cross-platform communication and consistent cross-platform branding give the impression that these characterizations are more universal than they actually are.

Russia is not the only foreign actor who conducts information efforts (see Appendix B for brief descriptions of efforts by China, Iran, and Venezuela), but it appears Russia has been an active presence in the United States in recent years (United States v. Internet Research Agency LLC, 2018; Select Committee on Intelligence of the United States Senate, 2019, undated). Furthermore, we believe that Russia is an equal opportunity exploiter of social cleavages, as evidenced by reporting that online Russian trolls appeared to have targeted white supremacists and civil rights activists (Derysh, 2020; Glaser, 2018; Lockhart, 2018; Ward, 2018). In the next section, we discuss some of the ways that Russia and its proxies appear to conduct these efforts within the United States.

Russia’s Aim Is to Preserve the Regime by Weakening the West

Russia has long used various forms of active measures—a specific term that falls within the broader category of information efforts—against the United States, with a focus on U.S. domestic issues. Active measures (in Russian, aktivinyye meropriatia or aktivka) are covert and overt information efforts organized by a government to affect a target’s domestic and foreign politics and are used as an instrument of power (Godson and Shultz, 1985). These measures have helped shape the course of international and domestic events in Russia’s favor and helped subvert actions and trends that contradict the government’s intentions.

Although many countries have sought to use active measures, the Soviet Union and then Russia institutionalized them over many decades and advanced them into a comprehensive foreign policy tool, particularly against the United States (Allen and Moore, 2018). This tool is used to undermine democratic governance processes in the United States and its allies with the overarching aim of weakening the United States and advancing Russia as a global power. This would then support Russia’s view of itself as the promoter of a world order and values that are alternative to the ones represented by the United States and its allies and their view of the liberal rules-based world order (Government of Russia, 2016; Radin and Reach, 2017; Stent, 2019).

This section is divided into two parts. First, we discuss the objectives of Russian information efforts in the post–Cold War era. Second, we review some of the ways that Russia has applied these efforts against the United States. The research for this section draws on open-source publications, such as official documents,
research reports and analysis, and commentary and case study databases by Western and Russian authors.

**Russian Information Efforts Reflect Four Objectives**

In general, a key strategic aim of Russia’s information efforts is to ensure the survival of its regime and diminish the global dominance of the United States and its allies. Russia seeks to make Western-style democracy less attractive by damaging the global status of the United States, destabilizing it internally, and weakening its unity with Western allies (Taylor, 2019). Russia seeks to achieve these aims by using asymmetric and often long-term methods, which are sowing discord, undermining democratic forms of governance, and seeking to compromise the core values of the United States (Jenkins, 2019). Moreover, examples of active measures toward Europe suggest that the aims of information efforts could be “opaque, as they are designed to produce second- and third-order effects” (Pomerantsev, 2015b). In reality, that plays out as the target continually guesses the real purpose of the information efforts targeted against it.9

Open-source reports crystalize Russia’s four main objectives for its active measures in the United States:10

1. Polarize and disrupt societal cohesion by exacerbating important and divisive issues, such as race, social class, and gender.
2. Undermine public confidence in democratic institutions and processes.
3. Spread confusion, generate exhaustion, and create apathy.
4. Gain strategic influence over U.S. political decisionmaking and public opinion.

**Polarize and Disrupt Societal Cohesion by Exacerbating Divisive Issues**

Russia seeks to manipulate important and divisive social and political issues as a way to alter public opinion, create and exacerbate fissures, and disrupt political processes. According to Russian author Alexander Doronin, subversion by inflating conflict situations, specifically ones that encourage the feelings of infringement and dissatisfaction with those who are perceived to be more privileged, might lead to the creation of a “fifth column”—a group that is sympathetic to or works in favor of the adversary (Doronin, 2010).

Open-source reports indicate that Russian-backed attempts to sow discord in U.S. society have largely focused on exploiting racial and immigration issues and that they both make use of existing extremist movements across the U.S. political ideological spectrum and create new such movements. Russian-backed efforts have even promoted secessionist initiatives (e.g., CalExit and Texit) (Yates, 2017). Russia and its proxies use the strategies of generating extreme anger and suspicion on political issues when trying to co-opt some politically right-leaning groups. When targeting some in the African American community, it has tried to build on the issues of societal alienation and police brutality (Lockhart, 2018).

**Undermine Public Confidence in Democratic Institutions and Processes**

The Russian government seeks to undermine the U.S. democratic system and institutions by disrupting public trust and manipulating the public’s lack of familiarity with the institutions and processes (Spaulding, Nair, and Nelson, 2019; Thomas, 2015).11 It tries to achieve this by exploiting the vulnerabilities of a democratic governance system, especially populist agendas (Aceves, 2019; Conley et al., 2019; Endicott, 2017). Studies on Russian influence in Europe have found that unstable and weak democratic institutions...
and political and economic volatility make a country more vulnerable to Russian influence, manipulation, and even state capture (Conley et al., 2019). Disinformation has become a key part of undermining trust between society and government institutions in democratic countries. Some Western authors draw a link between the spread of disinformation and declining citizen confidence, which further undermines trust in official information sources and pushes people toward so-called alternative news sources (Bennett and Livingston, 2018).

**Spread Confusion, Generate Exhaustion, and Generate Apathy**

Spreading confusion and obfuscation, specifically through disruption or denigration of truthful reporting, is one part of Russia’s contemporary propaganda model (Paul and Matthews, 2016). Over time, it appears that Russia has become more confident in using falsehoods to make people confused, paranoid, and passive and to reduce their ability to understand what is true and create a perception that “nothing is ever knowable” (Endicott, 2017; Paul and Matthews, 2016; Soufan Center, 2018). Disseminating intentionally false news stories online and in traditional media can give repeated falsehoods legitimacy and has the potential to create an environment of confusion and disorientation (Bennett and Livingston, 2018). Confusion is directly relevant to the ability to make decisions. One Russian author writes that decision-making is greatly affected by the level of confidence in signs and their meanings—i.e., confidence about reality, meaning, and facts (Karjukin and Chausov, 2017). Likewise, Western marketing literature speaks about “consumer confusion” through information overload and ambiguous and misleading information, making consumers less likely to make rational choices, less decisive, more anxious, and exhibiting lower levels of trust and understanding (Walsh and Mitchell, 2010). This is in line with RAND’s recent Truth Decay research about the growing conflict between fact and opinion, the increasing volume of opinion over fact, and the public’s diminishing trust in factual information (Kavanagh and Rich, 2018).

**Example 2**

**Voter Fraud and Suppression**

During the 2016 elections, Russia-backed actors appeared to have promoted anti-establishment sentiments and slandered the U.S. intelligence community. Several reports observe that digital voter suppression campaigns, mostly done via social networking platforms, specifically targeted African Americans in an attempt to alienate them from government institutions and cause them to doubt the influence of their votes. (DiResta et al., 2019; Conley et al., 2019; Root and Barclay, 2018)

**Example 3**

**Denial and Distraction**

When accused of shooting down a Malaysia Airlines jet over Ukraine in 2014, Russia’s response was to overwhelm the audience with alternative accusations (Pomerantsev, 2014).

**Gain Strategic Influence over U.S. Political Decisionmaking and Public Opinion**

Russia seeks to gain strategic influence in the U.S. decisionmaking process by developing access to policymaking circles and influential groups and increasing control over U.S. public opinion. These targets are assets that might knowingly or unknowingly help Russia gain long-term political influence through Russia’s making relatively low-profile investments today. For example, Russian agent Maria Butina was sentenced to 18 months in prison in 2019 and then deported after the U.S. Department of Justice accused her of “infiltrating organizations having influence in U.S. politics, for the purpose of advancing the interests of the Russian Federation” (U.S. Department of Justice, 2018; also see Lamond, 2018). Prior to that, Russia attempted to use information efforts to curb fracking in the United States. The decline in oil prices in 2015 had a severe impact on Russia’s economy, which is highly dependent on oil and natural gas. One report concluded that Russia exploited genuine concerns about the environmental impact of fracking in its covert efforts to curb the practice, which produces a cheaper source
Russian active measures do still employ more-traditional methods—which in today’s world are facilitated by the availability of informal communication networks via economic, cultural cooperation, expatriate, or proxy individuals or groups, as well as other more-conventional means. This seemingly reflects the views of Russian military thinker Colonel S. Leonenko, who pointed out that information technology poses a challenge to reflexive control because computers lack “the intuitive reasoning of a human being” but also offers new methods of influence—e.g., anonymity, whitewashing of false information, and wide dissemination (Thomas, 2004).

Different techniques are not isolated from each other, and campaigns often move from the virtual and media environment into the real world by rallying protests online, hiring individuals to organize rallies, or hiring individuals to participate in rallies and protests. The techniques used might vary because they are tailored to the issue, environment, target, and intended result (Doronin, 2010). Russia uses a wide variety of methods that are tailored to situations, and it continually seeks opportunities to achieve the aims and objectives we have described. Figure 2 displays several widely used techniques identified in open-source reports.

When using these techniques, Russia contacts a variety of individuals and groups from across the political and social spectrum, often reaching for the fringe elements on both the political right and left, even if Russia is not always ideologically aligned with such groups. Its information operation narratives are tailored to different target audiences.

In Europe, for example, Russia has seduced different political groups using anti-EU messages, anti-U.S. hegemony narratives, and appeals to those interested in preventing fracking (which appears to benefit Russia’s interest in maintaining European dependence on Russian gas). In the United States, Russia has seduced some religious conservatives with anti-LGBT+ stances (Pomerantsev, 2014). Several U.S. authors have tackled the relationship between Russia and fringe groups, politically extreme right- and left-leaning groups, the so-called angry young men groups, motorcycle gangs, and fight clubs. They note that these groups might become—sometimes unwittingly—Russia’s agents of
influence. Michael, 2019, writes that Russia’s cultural conservatism, nationalist government, and large white population allows it to be perceived as a potential ally to the political far right in the United States, especially on issues for which some on the political far right feel they are in the minority in a multicultural and liberal environment. According to Carpenter, 2018, manipulating extreme political groups is part of Russia’s strategy to undermine Western democratic institutions: Russia seeks out marginal groups and social outcasts who can be motivated to fight the institutions of their own country and amplify divisive narratives, thus providing Russia with a “shield of deniability” that it can use to suggest that any links between Russia and such groups occurred extemporaneously. It is not clear in the literature whether such “partnerships are always marriages of convenience or are genuine partnerships based on shared values” (Carpenter, 2018).

In the next section, we review a sample of recent research to better understand what types of practices might help respond to these information efforts.

**Research Focused on Responding to Foreign Election Interference**

In this section, we present results from a systematic review of research related to information efforts and foreign election interference. We reviewed a total of 142 documents and focused on 78 that featured data. (For the methodological details of this effort, see Appendix C.) We begin by describing a framework...
for organizing this literature, followed by a review of some general trends.

Three Features Describe How Russia’s ‘Firehose of Falsehoods’ Works

Russia’s information efforts have been described as a “firehose of falsehood” because they produce large volumes of partial truths and objective falsehoods, continually and repetitively, via multiple channels—e.g., text, video, audio, imagery (Paul and Matthews, 2016). Here, we describe the pathology of this firehose. Figure 3 describes three key features of this pathology: production, distribution, and consumption of content (Matthews et al., forthcoming).

We found that the unit of analysis—defined as the subject (i.e., who or what) of a study—typically differs for each of the three features in Figure 3. For production, the unit of analysis tends to be the content itself, including malinformation (e.g., leaked documents), misinformation (e.g., misleading content that features half-truths), and disinformation (e.g., complete falsehoods, such as forgeries or fictitious-declarative statements). For distribution, the unit of analysis is the social network on which users share original content or create derivative content to share with others. For consumption, the unit of analysis is the individual user who views and shares this content—typically, individual users are the general public who express their support for content but they can also be inauthentic users, such as bots.

The research on foreign information efforts does not always reflect the neatly patterned framework described in Figure 3, and there is no shortage of alternative frameworks and models that describe various features of information efforts. For example, the firehose of falsehood framework characterizes Russian propaganda efforts as producing large volumes of rapid, continuous, and repetitive content through multiple channels (Paul and Matthews, 2016). Other research has identified a “Russian disinformation chain” that describes how Russian leaders use media proxies (e.g., Russia Today or Sputnik) and amplification channels (e.g., social media platforms or U.S. news media) to reach consumers (Bodine-Baron et al., 2018). Studies have revisited the terms and definitions surrounding these information efforts. For example, some have employed the broad term “hostile social manipulation,” which encompasses any purposeful, systematic generation and dissemination of harmful information (Mazarr et al., 2019, p. 15). Recently, scholars have called for a common lexicon for describing the characteristics of information efforts (Paul and Matthews, 2018). Given these debates, we use the framework in Figure 3 as a starting point to help organize some relevant lines of research.

Production Focuses on New Content Containing Falsehoods

The unit of analysis for research related to production is the content itself. In general, the studies in our sample focused on two topical areas. This first was the targeting and specific features of content. For example, one study examined a data set of 705,381 unique accounts during the 2016 presidential election to show how bots skew perceptions of candidates on social media (Heredia, Prusa, and Khoshgoftaar, 2018). In another study using Twitter data, researchers found evidence that Russian information efforts targeted both conservative and liberal conversations online by impersonating Americans (Starbird, Arif, and Wilson, 2018).
Distribution Research Explains How Falsehoods Spread

The unit of analysis for research related to distribution is the social network. We highlight two types of studies: those focusing on the role of social media platforms in preventing the spread of online falsehoods and those focusing on the role of machine-learning approaches to accomplish the same task.

First, we found several studies that focused on the role of social media platforms in this area. Research on how the conspiracy theory linking vaccines with autism spread via Twitter and Reddit showed that each platform served different functions in the dissemination of this disinformation (Jang et al., 2019). Twitter was found to drive news agendas while news content drives Reddit discussions. Understanding how platforms contribute to different aspects of the diffusion chain would help in detecting the flow of disinformation articles and targeting appropriate interventions on these platforms. Likewise, another study investigated the impact of WhatsApp’s policy that limited the number of times a user could forward a message to just five. On public WhatsApp groups in Brazil, Indonesia, and India, this policy helped slow the spread of disinformation but did not block it entirely (de Freitas Melo et al., 2019). The openness and control of the platform has an impact on the flow of disinformation. A study comparing Twitter’s open platform with Sino Weibo’s more-closed, government-controlled platform showed that sharing misinformation about Ebola outbreaks was less prevalent on Chinese microblogs (Fung et al., 2016). Another study on the spread of the chemtrails conspiracy on several online platforms suggests that anonymity online appears to help spread conspiracies (Tingley and Wagner, 2017).

Second, there was a growing body of research about using machine-learning models to track, understand, and mitigate the spread of existing falsehoods on social media. One study proposed using these models for situational awareness in understanding a multipolar political landscape prior to an election. In a study of 60 million exchanges among 2.4 million Twitter users around the 2017 French election, researchers qualified and quantified various characteristics of online political communities, tracking their temporal evolution, structures, alliances, and semantic features during the campaign (Gaumont, Panahi, and Chavalarias, 2018). This situational awareness might provide a foundation for understanding how falsehoods spread across a country’s electorate.
and what communities are most affected. Other studies looked at how to detect disinformation accurately in these conversations. A graph-based machine-learning model tracked the stance of 72 rumors in more than 100,000 tweets in a semisupervised approach (Giasemidis et al., 2020). This model measured whether the tweeter felt positive, neutral, or negative about the rumor and was used to help predict the accuracy of information. Results showed the algorithm was fast and accurate, exceeding 80 percent average accuracy. Using semisupervised machine-learning algorithms to classify the stance of rumor tweets might lead to fast, scalable, and accurate differentiation of information. Advances in machine-learning might help researchers accurately classify false information, understand its spread, and gain insight into how users receive it.

Consumption Research Focuses on the Role of Consumers

The unit of analysis for research related to consumption is the individual consumer. Much of the research focused on consumer views of content and the impacts of fact-checking on these views.

The first theme focused on consumers’ features and views surrounding exposure to falsehoods, which could lead to more consumers taking action against false information. Pew surveyed representative samples of adults in 11 emerging economies and found that respondents felt they regularly encountered false information on social media (Smith et al., 2019). Furthermore, an analysis of a three-country survey comparing voters in the United States, the United Kingdom, and France reports that conservative voters in the latter two countries were no more likely than nonconservative voters to report that they were exposed to falsehoods. This was not true in the United States. Those on the political right in the United States reported feeling much more exposed to false news and that they could trust news much less than did people reporting to be nonconservative voters (Koc-Michalska et al., 2020). This deterioration of trust in news media for U.S. conservatives implies that news and government might need to communicate differently with these consumers.

Additionally, Budak, 2019, researched how the 2016 presidential election correlated with the prevalence of false news online. Budak randomly sampled 5,000 tweets each from tweets mentioning President Donald J. Trump or former Secretary of State Hillary Rodham Clinton from May 2014 to January 2017. This study showed that the prevalence of falsehoods in news increased over the course of the campaign and that voter perceptions of former Secretary of State Clinton were more in line with false news accounts. Finally, in a study of more than 5 million tweets, researchers applied machine-learning algorithms embedded in network models to find user attributes that accurately predict how they will react to online content (Gallo et al., 2020). Among four factors (the Big Five personality traits, time interval, predominant sentiment, and sentiment distribution), they found that the Big Five personality traits (i.e., openness to experience, conscientiousness, extroversion, agreeableness, neuroticism) had the most impact on user reactions to false information.

A second theme focused on the effects of fact-checking of content on consumers, which is a popular approach to countering false information. One study looked at Facebook’s “rated false” and “disputed” tags on different headline types (false pro-President Trump, false anti-President Trump, and true headlines) using respondents from Amazon’s Mechanical Turk crowdsourcing platform (Clayton et al., 2019). Results showed that both tags reduce beliefs in false news, but the rated false tag was more effective than tagging headlines as disputed.

Because not all news stories can be checked and tagged, providing general warnings might help alert users to false news. A related study on StopFake—a Ukrainian fact-checking organization
founded in response to Russian information efforts in 2014—showed that fact-checking organizations have different focuses. StopFake focused on finding falsified evidence, such as manipulated or misrepresented images and quotes. However, most U.S. fact-checking organizations assume quotes and images are legitimate and focus on evaluating nuanced political claims. Some researchers claim most U.S. fact-checking groups are ill-equipped to detect disinformation that is wholly falsified (Haigh, Haigh, and Kozak, 2018).

**Conclusions and Recommendations**

This report reviews some of the research that is relevant to foreign information efforts targeting U.S. elections. It provides a general framework for understanding these efforts and will inform our analysis in future volumes of this series. We focused on efforts by Russia and its proxies because these actors appear to have been the most active in recent years, but we note that other state and nonstate actors also might target the United States. As a result of this work, we reached four general conclusions.

**Conclusions**

**Foreign Interference in U.S. Politics Is Not a New Phenomenon**

Foreign influence in U.S. domestic affairs dates back to the founding of this country, and there are several examples in our 244 years of existence.

**How the Russians Have Tried to Interfere in Recent U.S. Elections Follows Some Logic**

We hypothesize that reflexive control theory—a theoretical research program first developed in the 1960s and used by the Soviet military—is part of the intellectual basis for current Russian efforts. At its core, reflexive control theory assumes that people live in a polarized world defined by either cooperation or conflict and that people make decisions based on these views. We believe that Russia is trying to generate, spread, and amplify falsehoods that distort views of “us” versus “them,” with the desired outcomes of (1) driving people to view each other as either friends or adversaries, or (2) exhausting people to the point that they disengage from civic affairs altogether, with the result of political paralysis.

**Russia’s Tactics Aim to Polarize Americans and Paralyze the U.S. Political Process**

These tactics consist of attempts at polarizing and disrupting social cohesion. Some tactics aim to exacerbate divisive issues, such as racial inequities or immigration. Others target public confidence in democratic institutions and processes as a way to undermine social trust. Underlying these efforts is a broader tactic of using falsehoods to spread confusion, drive groups of people to extreme positions, and generate collective exhaustion within U.S. society. Finally, there is evidence that Russia has tried—and continues to try—to gain direct influence over the U.S. political decisionmaking process, although we do not know how effective these efforts have been.

**Our Sample of Relevant Research Revealed Some Trends for Responding to Falsehoods**

Although our sample of studies is not representative of all research on this topic, it does provide some ideas for emerging practices in responding to foreign information efforts. Much of this research is fragmented and cuts across multiple disciplines, causing us to organize it by primary unit of analysis: the production of new falsehoods, the distribution of existing falsehoods, or the consumers of this content.

Research on production largely focused on targeting of falsehoods and the features of this content. For studies on the distribution of existing falsehoods, research focused on the role of social media platforms in preventing the spread of online falsehoods and the role of machine-learning models to mitigate this spread. Finally, research on consumption largely focused on consumer views of content and the impacts of fact-checking.

**Recommendations for Responding to Foreign Information Efforts**

Foreign interference has occurred throughout U.S. history and likely will continue in the future. Russia
seems to have advanced its information efforts in recent years, and we suspect other countries will try to emulate these practices. We offer three recommendations for how to start designing responses to these existing and emerging threats that target U.S. democracy. In future volumes of this series, we will present results with more-specific recommendations for responding to these foreign information efforts.

A Holistic Strategy Is the Optimal Response to Information Efforts by Foreign Countries

During the Cold War, Secretary of State Lawrence Eagleburger recommended a “balanced approach” to Soviet information efforts that neither ignores the threat nor becomes obsessed with it (Eagleburger, 1983). Our assumption is that reflexive control theory is part of the intellectual basis for Russian efforts targeting U.S. elections. The unit of analysis of this theory is broad, spanning the entirety of U.S. society and any particular piece of online content, social media platform, or individual consumer. We recommend that any defensive strategy account for the complex relationships among the production of falsehoods, how others distribute content (particularly online), and the impacts of this content on consumers.

Any Defense Should Anticipate Those Who Are Likely to Become Targets of These Efforts

We believe that a key goal for information efforts is to alter people’s perceptions to amplify a view of “us versus them,” with political paralysis as the ultimate goal. Social or political issues tied to identities (such as race, gender, social class, or political affiliation) that hold meaning for people are useful starting points because false content tied to these characteristics might elicit strong reactions (Marwick, 2018). We suspect that foreign efforts will likely produce content that plays on these identities in an effort to amplify differences and deepen preexisting fault lines in U.S. society. Thus, we recommend developing strategies that anticipate which subgroups are most vulnerable to such efforts without publicly shaming these groups or targeting specific individuals.

Any Response Should Attempt to Protect Potential Targets Against Foreign Information Efforts

The antidote to manufacturing intergroup conflict is convincing people that they have more in common with those who are different from them than they might believe at first glance. We recommend collecting, analyzing, and evaluating preventative interventions to protect people from reacting to falsehoods meant to divide the country (e.g., public campaigns that emphasize shared interests of Californians, public warnings about broader information efforts by foreign adversaries, or media literacy programs for subgroups that are potential targets).

In conclusion, democracy depends on citizens finding consensus with people whom they might view as different from them. Foreign adversaries have made attempts at undermining the formation of this consensus and will continue to do so. There is a logic to these attempts. The best defense is a holistic approach that accounts for the preexisting fault lines that exist within U.S. society.
Appendix A: Detailed Description of Reflexive Control Theory

The mathematical models of reflexive control theory evolved from a scenario with one decisionmaker torn between two actions to a group of decisionmakers embedded within a social network, each of whom must choose one of two actions (Lefebvre, 1966, 1980, 2009, 2010). These decisionmakers operate in a world of binary relationships. First, the theory assumes that others in the network are either friends or enemies of the actor. Second, reflexive control theory assumes that the ethical belief system of the society in which actors exist is also binary: Either the ends justify the means or they do not. Finally, the theory assigns each person’s influence a value of either 0 or a 1 (in less neutral terms, influence can be thought of as urging someone to choose between two polar opposites on a spectrum of behaviors). Finally, according to reflexive control theory, one person might influence another in these direct and indirect ways depending on the parameters over which they exert control.

Furthermore, the outcome is also binary: Each person might choose between two polar opposite actions—represented by a value of 0 or 1—while being influenced by their neighbors in the social network. The choices can be thought of as “passive” or “aggressive” behaviors—or, as a more specific example, violence versus peacebuilding. Given the assumed ethical norms and the types of relationships that bind people on the network, actors might behave differently depending on the influence exerted by the others.

For example, under some conditions, everyone in a network might decide to adopt the “aggressive” behavior. With a different combination of influences, some people might switch their behavior. In yet other situations, no behavior might be consistent with a person’s relationships and influences; the actors are then considered “frustrated” and cannot make a choice.

Each person’s chosen behavior is the solution to a mathematical formula—drawing from graph theory and abstract algebra—that captures the reflexive concept at the core of this theory. Specifically, people’s decisions depend not only on their views of themselves and others (as described by the network of relationships in which they exist), but also on how others view them and everyone else as described by the network of relationships. For example, let us say that two people named A and B are friends. A thinks of herself as being a friend of B and views B as being her friend. She also believes that B thinks of A as a person who is her friend. The formulae determining each person’s action captures this series of recursive self-images: how you view yourself, how you view others, and how you think others view you.
politicians (Mattis, 2018; Mazarr et al., 2019; Watts, 2020). China is primarily interested in achieving longer-term policy objectives (Doshi and Williams, 2018). One Chinese author explains that public opinion warfare “during peacetime pays more attention to long-term infiltration into the objects of the society’s and culture’s deep structure, changing the awareness and conviction of the enemy masses” (Wang Lin and Wang Guibin, 2004, cited in Beauchamp-Mustafaga and Chase, 2019).

Until recently, China’s external influence efforts in both traditional and new media mostly focused on burnishing China’s image and achieving favorable reactions. Lately, however, China has been more aggressive in using online media to spread divisions in target groups, echoing the online techniques used by Russia (Watts, 2020). Figure B.1 displays an overview of select Chinese-government narratives targeting the United States. China has allegedly sought to influence the population, domestic politics, and election processes of the United States, although not on the same scale as Russia. For example, China has been accused of trying to make illegal donations during the 1996 U.S. presidential campaign and to gubernatorial and congressional campaigns in 2013 and 2018, and the placement of paid propaganda newspaper inserts has been part of China’s toolbox for some time (Beauchamp-Mustafaga and Chase, 2019). For example, in September 2018, leading up to elections, the Chinese government published a paid insert in the *Des Moines Register* highlighting Chinese President Xi Jinping’s ties to Iowa, the benefits to Iowans of trade with China, and the costs of President Trump’s trade war (Niquette and Jacobs, 2018). Although there is limited evidence of Chinese interference with the 2016 presidential elections, one report observes that the spreading social media owned by Chinese companies (for example, WeChat) might provide China with more tools of influence. Although Microsoft claimed in 2019 that China’s hacking threat to political groups is not as significant as those posed by Russia and Iran, Google announced more recently that Chinese hackers are targeting the personal accounts of former Vice President Joe Biden (Sanger and Perlroth, 2020). China-linked Twitter accounts have also been found

**Appendix B: Overview of China, Iran, and Venezuela’s Influence Efforts Targeting the United States**

Although Russia appears to be the most active and persistent state actor attempting to influence U.S. domestic politics, other countries have also pursued foreign policy goals by seeking to influence U.S. decisionmakers and society via online news and social media. This section discusses how China, Iran, and Venezuela approach influence operations. The Director of National Intelligence and major social media sites (e.g., Facebook and Twitter) have identified these countries as having carried out online information campaigns that target the United States, and their previous activities suggest they might try again in 2020.

**China**

China considers itself to be in an ideological competition with the West and the United States, and the internet to be its battlefield. Although China has a long history of using information manipulation techniques, censorship, and propaganda to achieve domestic or regional effects, campaigns beyond its immediate neighborhood have lacked the range and finesse of Russian foreign influence operations. Its influence activities are embedded into its regional and global policy objectives, which consist of preventing the United States from curtailing China’s global influence and destroying U.S. global and regional influence. According to Diamond and Schell, 2018, China is also at least partly motivated by the view that U.S. ideals and values of freedom are a “direct challenge to its defense of its own form of one-party rule.”

Chinese influence operations outside the immediate region use overt and covert measures. They tend to focus on establishing and exploiting human relationships, specifically targeting ethnic Chinese. These operations try to cultivate relationships with key foreign decisionmakers, opinion leaders, and the business community; inject Chinese narratives into foreign educational establishments, media, and public opinion; and tarnish the reputation of
China’s use of disinformation techniques during the 2019 coronavirus pandemic suggests a willingness to transition from a strategy of avoiding confrontation and controversial issues to embracing more-aggressive tactics, such as promoting conspiracy theories and sowing confusion (Kendall-Taylor and Shullman, 2020; King, Pan, and Roberts, 2017). Although Chinese writers discuss the value of tailored messaging to different audiences, there is little evidence so far of such nuanced narratives.

China could also seek to establish a network among younger population groups. One Chinese author, when discussing propaganda in Hong Kong, writes that China should “use social networking platforms such as Facebook and Twitter to establish virtual, voluntary, and loose groups amongst all social groups, especially the youth, [so that] at any time and any place we can push to them web postings we have processed and edited to propagandize our ideas” (Yu, cited in Mazarr et al., 2019).

Iran’s online influence techniques are becoming increasingly sophisticated and diverse (Hanlon, 2018). Figure B.2 displays an overview of select aims and techniques of Iran’s influence efforts targeting the United States. Although Iran’s online operations were considered clumsy just a few years ago, its methods have become more subtle and varied. Recent analysis indicates that Iran’s techniques now consist to recycle tweets calling for the independence of California and comparing the “Yes California” campaign with the Hong Kong independence movement. However, it is likely that the aim of this activity was to liken the independence of Taiwan to California breaking away from the rest of the United States and trying to discredit protestors in Hong Kong (Thomas and Zhang, 2020).

The populism and divisions in the United States today might present China with an opportunity to promote the values supported by the Chinese government and carry out targeted messaging.28 Experts suggest that China is increasingly seeking to cultivate influence abroad via Western-based online platforms, as illustrated by Chinese government organizations and government-supported media agencies opening accounts on Western-based social media sites (Bradshaw and Howard, 2019). Experts expect China to seek to create confusion in the U.S. information space by making use of existing conflicts, such as exacerbating public scandals, disseminating rumors, or publishing personal information to denigrate political or community leaders.29

China seems to have little interest in creating complex false online personas (Wallis et al., 2020). Analysis of China’s social media activities show that “astroturfing” and other covert means of disseminating pro-China narratives are among its preferred online methods, specifically when accomplished via hirelings or purchased bots that offer plausible deniability.30 One analysis of Twitter data also suggests a penchant for images embedded in Chinese-language text (Wallis et al., 2020).
International Studies, undated; Martin and Shapiro, 2019). Analysis by the data analysis firm Graphika, 2020, shows that Iran is mainly focused on pursuing the foreign policy goals of discrediting the U.S. critique of human rights in Iran and the U.S. sanctions against Iran.

Analysts note that Iranian online influence operations against the United States so far have sought to polarize the U.S. population and politics by distributing divisive content on social media and amplifying conspiracy theories (e.g., related to the terrorist attacks of September 11, 2001), disseminating pro-Iranian propaganda, and discrediting U.S. critique of Iran's policies and human rights record (Martin and Shapiro, 2019). There is no evidence of substantial Iranian attempts to influence U.S. elections, but Iran's efforts to support Scotland's referendum to achieve independence from the United Kingdom in 2014 indicate that Iran has experimented with online election meddling beyond its immediate neighborhood (Stubbs and Paul, 2020; Bradshaw and Howard, 2019).

Venezuela

Venezuela has a history of trying to pursue its anti-U.S. foreign policy in the United States through social power—providing generous financial handouts and developing networks with socially disadvantaged organizations or other groups. The aim is to generate support for the Venezuelan government and its ideological stance and to use these efforts as publicity stunts (Corrales, 2011). The cases discussed in the
literature show Venezuela’s preference for the use of proxies, such as nongovernmental organizations or business enterprises in the United States, that at least superficially shield Venezuela from the effort.32

Venezuela seeks to pursue several aims: positively portray its government, criticize the U.S government, and sow divisions within the United States (Tromblay, 2018). Recent Twitter data analysis also shows that Venezuela and its proxies have started using online news and social media to pursue these goals: In 2019, Twitter removed accounts located in Venezuela that were “engaging in platform manipulation targeted outside of the country” (Roth, 2019).

Conclusion

Online influence operations are often difficult to detect and categorize. They are carried out in a complex information environment that has multiple actors and narratives, and the true motives or origin of the disseminated information might be obscured from the consumer. Iran, Venezuela, and particularly China seem to be increasingly invested in developing online influence techniques, which might further complicate efforts to detect, identify, and respond to them. U.S. adversaries seem specifically interested in online influence operations because they are cost-effective and provide plausible deniability. Increased societal polarization and discord further fertilize the U.S. ground for foreign influence operations, allowing foreign actors to exploit the interests and disagreements among different social, political, or other camps. Furthermore, existing analysis notes that small groups and weaker actors might achieve a disproportionally large effect by disseminating false information online.
Appendix C: Systematic Literature Review

We developed a search string that identified documents related to the creation, spread, and consumption of falsehoods on a variety of media, such as the internet, television, and radio. This string also covered mitigation strategies and four key state-based foreign actors: Russia, China, Iran, and Venezuela. We ran versions of this search string on 13 academic databases and the Defense Technical Information Center database. We focused on studies published from 2013 to April 2020. The searches yielded 317 documents; we determined that 44.8 percent (142 documents) of them were relevant to this study. Figure C.1 displays the documents we used or discarded in this systematic literature review.

Next, four analysts split up 142 documents in our final sample for review. We used a three-step approach for making this decision:

1. The complete document must have been written in English.
2. It must relate to information efforts.
3. The documents must use some type of qualitative or quantitative data.

Using a subsample of 40 documents, our team of analysts were in agreement on which documents to use in the final sample 85.8 percent of the time.

Our sample of documents does not represent all research on responding to information efforts. The topic cuts across many areas of research, such as communications studies, sociology, psychology, political science, public policy, economics, computer science, and philosophy. Thus, our sample of articles, book chapters, and reports provides a snapshot to better understand the types of topics that are studied. Toward this end, we developed the following search string to identify relevant studies in our sample:

(TITLE-ABS(misinformation OR disinformation OR false OR mislead OR "fake news") AND TITLE-ABS(internet or "social media" OR news OR television OR radio OR *phone* OR email OR mail)
AND TITLE-ABS(spread OR propogat* OR disseminat* OR circulat* OR communicat* OR diffuse OR broadcast)
AND TITLE-ABS(Mitigat* OR Interven* or Counter* or Measure* or reduc* or increas* or decreas*)

And TITLE-ABS(select* or Russia* OR China OR Chinese OR Iran* OR Venezuela* OR domestic)

AND pubyear aft 2013)

We ran this search string in the following databases:

- Academic Search Complete
- APA Psycinfo
- Applied Science and Technology Full Text
- Business Source Complete
- CINAHL Plus with Full Text (Cumulative Index to Nursing and Allied Health Literature)
- Index to Legal Periodicals & Books
- Library, Information Science, and Technology Abstracts (LISTA)
- Military Database
- PAIS Index (Public Affairs Information Service)
We then ran the following similar but modified string in the Defense Technical Information Center database, limited to accessible reports only:35

Citation(misinformation OR disinformation OR false OR mislead OR “fake news”)

AND (Citation(internet OR “social media” OR news OR television OR radio OR *phone* OR email OR mail)

AND (Citation(spread OR propogat* OR disseminat* OR circulat* OR communicat* OR diffuse OR broadcast)

AND (Citation(mitigat* OR interven* OR counter* OR measure* OR reduc* OR increas* OR decreas*)

AND (Citation(election* OR russia* OR china OR chinese OR iran* OR venezuela* OR domestic)

AND (Citation(“information operations” OR “info ops” OR “psychological operations” OR psyops OR “psy-ops” OR “information warfare”))
Notes

1 We note that the lines between foreign and domestic are blurred surrounding information efforts.

2 This review provides a framework for interpreting the results in subsequent parts of this series. We draw from the Chairman of the Joint Chiefs of Staff in defining what information efforts are and where they take place, and define information efforts as activities that “influence, disrupt, corrupt, or usurp the decision making of targets while protesting one’s own” (Chairman of the Joint Chiefs of Staff, 2014, p. A-1). These efforts might include authentic content (such as that from human trolls) and inauthentic content (such as that from bots) that is created and disseminated by state-sponsored actors or their proxies (who could be willing or unwilling participants). Such efforts exist in an information environment, broadly defined as “the aggregate of individuals, organizations, and systems” (Chairman of the Joint Chiefs of Staff, 2014, p. GL-6). These environments involve any collection of people who interact with each other online or in person. (For more details, see Chairman of the Joint Chiefs of Staff, 2014.)

3 Vladimir Lefebvre personal e-mail with the lead author, March 3, 2018.

4 This hypothesis is largely based on past research, but Vladimir Lefebvre confirmed that while he did not have specific information concerning Russia’s use of the theory, it was his belief that the Russian Federation uses reflexive control theory in its information efforts against the United States (Lefebvre personal e-mail with the lead author, March 3, 2018).

5 The mathematical framework describing reflexive control is distinct from the language of most game theory, although both deal with the strategic use of information. Reflexive control theory does not use an equilibrium concept to predict outcomes, and it does not assume agents behave rationally according to a utility function; rather, it assumes agent behavior is internally consistent with an ethical belief function (Lefebvre and Farley, 2007, p. 636).

6 In general, reflexive control theory assumes that ethical frameworks differ in the United States and Soviet Union: The former assumes that bad ethical means should not be implemented for good ethical outcomes; the latter is less concerned when there is conflict between bad means and good goals. For more details, see Chotikul, 1986; Lefebvre and Farley, 2007; and Umplyey, 2016.

7 See, for example, the “roster of identities” listed by DiResta et al., 2019, p. 11.

8 The cross-platform tactic has been described as a “media mirage” that creates an “immersive information ecosystem,” (DiResta et al., 2019, pp. 14, 42; Howard et al., 2018, p. 8).

9 Pomerantsev, 2015b, provides an example: Estonia must constantly guess whether the Kremlin’s threats about Russia having the capabilities to invade Estonia are an effort to show real intention, affect the morale of the Estonian population, or seek publicity from reporters elsewhere.

10 Note that this selection of key objectives is based on an analysis of a selection of open-source publications and is focused on aims that are relevant for U.S. domestic politics only.

11 For a more detailed discussion of Russia’s approach to information warfare, see Thomas, 2004.

12 Rogan, 2015, concludes that Russia used a “three-pronged strategy” and tried to (1) make covert payments to well-intentioned environmental groups in the West, often even without their knowledge, (2) gather intelligence on the U.S. energy industry, and (3) mount an information campaign against fracking, calling it a hoax.

13 Tweets originating in Russia supported California and Texas secession movements (Martin and Shapiro, 2019).

14 We focus on information efforts by Russia and their proxies because they appear to be some of the most organized in the world. Furthermore, much of the contemporary research on this topic is focused on Russia and its proxies. We acknowledge, however, that other countries also engage in similar efforts. For more information on those efforts, see Appendix B.

15 Research on information efforts often touches on different units of analysis. Thus, many documents in our sample are classified across the pathology of falsehoods described in Figure 3. See Lewis-Beck, Bryman, and Liao, 2004.

16 We broadly define users to include humans and software agents, commonly known as bots.

17 This research could be categorized under consumption because it also looked at public opinion as measured by sentiment and volume baselines in the data.

18 The OCEAN model/Big-Five personality traits in this article assigned scores to people’s character based on the following five dimensions: openness, conscientiousness, extraversion, agreeableness, and neuroticism. For more details, see Gallo et al., 2020, p. 921.

19 Formally, the social network is a complete graph whose edges comprise two disjoint subsets separating contentious from cooperative relationships. Every such graph with N that meets a simple criterion can be mapped to a Boolean function in N variables, where the operations + and x correspond to either contentious or cooperative edges. The action chosen by person n is calculated by setting n equal to the function, inputting others’ influences on n for the other variables, and solving for n. There are extensions of the model that incorporate more than two possible actions, but these extensions are somewhat stylized and do not always have intuitive real-world interpretations.

20 Chapter 9 of Lefebvre, 2010, refers to these as “conscious” and “subconscious” influences.

21 For a benign example of a son frustrated by his parents’ influences in choosing a spouse, see Chapter 10 of Lefebvre, 2010.

22 In some cases, the solution might be a fraction between 0 and 1, which would then be interpreted as the probability the person chooses the action labeled 1.

23 This overview does not present a comprehensive discussion of Chinese, Iranian, and Venezuelan online influence efforts. Rather, it considers key online-based influence elements that these countries have used or might use in the future to affect U.S. domestic politics.

24 Facebook and Twitter have removed accounts engaged in “coordinated inauthentic behavior” that is linked to a gov-
ernment actor or a political party and are engaged in foreign influence operations. Note that this discussion only discusses foreign-focused influence efforts from these countries, with a specific focus on the United States. Our analysis is not intended as a comprehensive account of the strategies, means, and methods of these countries or the information threats that the United States might encounter, and is based only on relevant literature that has already been published. (Bradshaw and Howard, 2019; Sebenius, 2019)

25 For example, China’s external influence activities in the region have specifically focused on Taiwan.

26 For a discussion of China’s foreign policy and influence activities, see Mazarr et al., 2019.

27 For an in-depth discussion on China’s approach to influence operations, see Beauchamp-Mustafaga and Chase, 2019.

28 Likewise, China could be expected to tie in existing or emerging issues in the United States with China’s overall foreign policy objectives. One such example would be using racial discrimination issues to hurt the reputation of the United States with its allies or to distract from China’s abysmal human rights record. (Mazarr et al., 2019; Wallis et al., 2020)

29 This assertion is based on an analysis of Chinese authors in Beauchamp and Chase, 2019.

30 Astroturfing refers to organized activities that intend to create a false impression of widespread support for a position (“Astroturfing,” undated).

31 A report by Microsoft names Iran among the countries that carried out hacking attempts in 2019 (Volz, 2019).

32 The Bolivarian Circles, for example, was created in 2001 and is a group that seeks to promote the values of Simon Bolivar but was also a means for neighborhood groups to request assistance for community programs directly from the President of Venezuela Hugo Chavez (U.S. Bureau of Citizenship and Immigration Services, Resource Information Center, 2002).

33 Details of these search strings and the databases are provided in Appendix C.

34 We estimated five different agreement coefficients among the four raters for a randomly selected subset of 40 documents that were coded by all raters. Each of these coefficients were above widely accepted benchmarks for interrater reliability, including Gwet’s Agreement Coefficient (0.69) and Krippendorf’s Alpha (0.69). (For more details, see Klein, 2018, p. 880.)

35 We modified this search term in DTIC because an initial screening with the original parameters led to an overwhelming amount of false positives related to electronic warfare and command, control, communications, computers, intelligence, surveillance and reconnaissance (C4ISR) in military operations.
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