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Abstract:

This dissertation examines conversations and attitudes about mental health in Twitter discourse. The research uses big data collection, machine learning classification, and social network analysis to answer the following questions 1) what mental health topics do people discuss on Twitter? 2) Have patterns of conversation changed over time? Have public messaging campaigns been able to change the conversation? 3) Does Twitter data provide insights that match the results obtained from survey and experimental data? This dissertation finds that Twitter covers a wide range of topics, largely in line with the impact that these conditions have on the population. There is evidence that stigma about mental illness and the appropriation of mental health language is declining in Twitter discourse. Additionally the conversation is heterogeneous across various self-forming communities. Finally, I find that public messaging campaigns are small in scale and difficult to evaluate. The findings suggest that policy makers have a broad audience on Twitter, that there are communities engaged with specific topics, and that more campaign activity on Twitter may generate greater awareness and engagement from populations of interest. Ultimately, Twitter data appears to be an effective tool for analysis of mental health attitudes and can be a replacement or a complement for the traditional survey methods depending on the specifics of the research question.
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Chapter 1: Introduction

This dissertation aims to demonstrate the value of social media for understanding and affecting attitudes towards mental health. This is done by using Twitter to capture the state of positive and negative attitudes across various mental health topics and identify the areas of positive change. These results are compared against traditional academic sources of research in this area to demonstrate the robustness of social media analysis. The value of understanding and working towards improving popular perceptions of people with mental health conditions is that positive change leads to a greater utilization of mental health care services and an improvement in public health.

An individual’s attitudes and beliefs towards mental health and mental health treatment likely influence how that individual will interact with anyone who is struggling with mental illness. These interactions include close relationships, like in the workplace as well as incidental contact, as well as interaction through social media. Additionally, those beliefs and attitudes will impact how individuals perceive their own mental health and play a role in determining whether they seek care. Willingness to seek care can be a substantial barrier to mental health treatment. Given that one in four US adults struggles with some form of mental illness in a given year, these attitudes play a large role in public health.

Mental health stigma is the result of a combination of attitudes and beliefs that lead people to reject people with mental illness. This rejection may be overt – refusing to work with someone because they have a diagnosed condition, or covert – assuming disability that extends far beyond the diagnosis. It is also something that is internalized by the individual and leads to a self-perception of ‘otherness’ or separation. This creates a normalization of stigma where both the individual with an illness and those surrounding him or her see isolation and diminished capacity as the norm. Overall, mental health stigma can lead to social exclusion and discrimination. The effects of this are far reaching, but concretely stigma can lead to unequal access to key resources like education, employment, and community.

Individuals’ attitudes towards mental health arise based on the sum total of the individual’s personal background. This means that factors such as history, family, personal experience, mass media, personal interaction, and social media interaction all play a role in determining how an individual will relate to the notion of mental health. Individuals change their attitudes over time (and may even hold multiple context specific attitudes). As such, these and other factors continue to shape and influence individual behavior. As people are exposed to the various factors that shape

1 (Corrigan, 2004)
2 (Kessler et al., 2005)
3 (US Department of Health and Human Services 2003), page 4
4 (Acosta et al., 2014)
5 (Centers for Disease Control and Prevention et al., 2012)
6 (Ajzen, 2001)
7 (Ajzen, 2001)
their attitudes, their attitudes may change. An aggregation of these individual changes may alter prevailing social attitudes as well. These attitudes play a role in how much stigma an individual assigns to someone else’s or their own mental health status. This stigma affects the probability that a person experiencing mental illness will receive the treatment they need and the support of their community, or remain untreated for the fear of bearing a stigmatized label.

US veterans are population where mental health challenges are significant and mental health stigma is a major concern. The burden of disease is higher than the general population: one third of veterans returning from Iraq and Afghanistan experience severe mental health issues. Yet, only 23% to 40% percent of veterans identified as suffering from serious mental health challenges reported seeking treatment and less than half of the same group indicated interest in treatment. As part of the ongoing effort to address these challenges the White House issued Presidential Executive Order #13625 in August 2012 which directed relevant agencies to pursue strategies to improve mental health of veterans, active duty military and their family, invest greater resources in suicide prevention programs, and strengthen interagency cooperation. As part of this work RAND was given the opportunity to perform an evaluation of four ongoing public messaging campaigns aimed at improving the utilization of mental health services by veterans and active duty military. These campaigns work to improve awareness and overcome negative perception of mental illness which are seen as barriers to veterans and active duty military getting the care they need. As the Department of Defense (DoD) is the agency most associated with this population, these campaigns will be referred to as DoD campaigns going forward. This dissertation comes from that RAND project but examines population attitudes towards mental health (as opposed to exclusively veteran and active duty populations) and uses the DoD campaigns as a case study of how to correlate applied efforts with population attitudes.

Four public messaging campaigns were analyzed. The DoD, Veterans Health Administration (VHA), and the Department of Health and Human services (HHS) are responsible for one or more of these campaigns. These are the Real Warriors Campaign (DoD), Make the Connection (VHA), Veterans Crisis Line (VHA), and National Recovery Month (HHS). DoD instituted the Real Warriors Campaign (RWC) in 2009. RWC is a large-scale multimedia public health awareness campaign focused on resilience of returning veterans. Make The Connection (MTC) is a program launched by the VA in 2011 as a public awareness campaign aimed to encourage veterans to seek any mental health treatment they need. Veteran Crisis Line (VCL) is a VA affiliated confidential hotline meant to assist veterans in mental health crisis situations. National Recovery Month, sponsored by HHS, is aimed to educate Americans about substance abuse and has been occurring every September since 2011.
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8 (Goffman, 1963)
9 (Milliken, Auchterlonie and Hoge, 2007)
10 (Hoge et al., 2004)
11 (Vogt, 2011)
12 (Obama, 2014)
13 Forthcoming
These campaigns all include a degree of social media activity. This includes Facebook, YouTube and Twitter. This is not surprising as social media has seen application in a variety of contexts. There have been recent publications on the use of social media for teachers, students, teens, med-students, doctors, pharmacist, e-government, and veterans. These papers find that many groups are using the digital tools and are deriving value from them. People suffering from mental illness may be more likely than other individuals to rely on social media – either as a way to engage socially while maintaining a comfortable distance and avoid stigma or as a way to overcome the marginalization and isolation they experience. Social media has penetrated into many aspects of society, is a valued channel of communication for many people, and a potential source of empathy and connection for those struggling with mental illness. The prevalence of social media also makes it a potentially valuable source of data to understand both current attitudes and perceptions towards mental health as well shifts in those attitudes over time.

Twitter is an excellent platform for social science research as it provides a public record of peoples’ attitudes, beliefs, and activities over a long time horizon (every public Tweet ever is in a searchable archive). The longitudinal nature of Twitter enables research about how discourse is changing over time with a degree of continuous observation which would be difficult to achieve by other methods. Additionally, the public network of Twitter makes it possible to see who is influencing the conversation. Also, the content on Twitter is created by individuals for his or her own purposes and allows for large scale observation of naturally occurring dialogue that was not previously possible. Looking at this content may allow us to capture a more accurate representation of public discourse by avoiding many of the human biases that a research setting could introduce. However, using Twitter may create different biases, such as issues of population representativeness and differences between online and offline behavior. Understanding the biases of Twitter requires testing the data source and conducting projects such as this one. To improve the understanding of Twitter as a data source, this dissertation captures overall sentiment, tracks longitudinal shifts, explores online community formation and examines the role of public policy intervention on this discourse. Of the four campaigns discussed above, Real Warriors and Recovery Month both have dedicated Twitter accounts, while the rest of the campaigns rely on larger institutional accounts to disseminate relevant information on Twitter. The presence of DoD campaign efforts online allows us to ask if they are working, whom they are affecting, and how they are engaging with various users.
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Policy and research questions

To address the above policy concerns three key areas are investigated: the nature of the mental health discourse online, the change in that discourse over time, and the reliability of Twitter as a data source. By understanding the online discourse the hope is to shows which topics are currently or persistently stigmatized and would benefit from greater government intervention. By analyzing the time trends in the discourse policy makers should gain insight into which areas are changing positively, and which areas may be challenges in need of greater resources. Finally, the comparison of the results found in this Twitter analysis to traditional data sources should offer insight to policy analysts and social science researchers into the value of social media data. The specific questions being answered in this work are as follows:

P1. Which mental health topics are characterized by positive and supportive discourse and which are discussed in a stigmatizing way?

P1R1. What is the type, topic, and tone of mental health content on Twitter?

P1R2. Does the type and tone of mental health focused content vary across the network communities of users posting mental health focused tweets?

P2. What are the longitudinal trends in content and sentiment of Twitter conversation around mental health and mental health treatment?

P2R1. Is there a change in the sentiment of the conversation? The topics? The type of content?

P2a. Do sentiment and topic changes correlate with activities of DoD public messaging social media campaigns?

P2aR1. Have there been changes in the online conversation that correlate with the DoD public messaging campaign efforts?

P2aR2. Does engagement with DoD social media campaigns vary across the communities of engaged Twitter users?

P3. Can social media research substitute for traditional academic research that relies on survey, secondary data, and experimental study?

P3R1. Do the attitudes towards mental health found in online conversation correlate with the mental health attitudes found in the academic literature?

In the following, the background (Chapter 2) consists of a literature review detailing the state of social media analytics as well as major findings in research into mental health stigma. The methods section (Chapter 3) presents the data collection methods, details of machine learning
methods implemented, and a discussion of the social network analysis tools utilized. The research questions are answered in Chapters 4, 5, and 6. Chapter 4 contains details on the categorization of the overall Twitter discourse by topic, type, and stigma level as well as exploring the general network structure of relevant Twitter users. Chapter 5 looks at the longitudinal trends in the Twitter discourse and analyzes the performance of the DoD public messaging campaigns at connecting with these trends. Then, Chapter 6 focuses on comparing the findings of Chapter 4 and 5 with the most comparable academic research that relies on traditional data sources, like, surveys and not social media. Finally, Chapter 7 presents the key results from this work, identifies areas of policy relevance, discusses limitations, and makes recommendations for future work.
Chapter 2: Background and Motivation

Introduction

In this chapter I present a survey of literature that informs the methods and ideas of this dissertation. I cover the state of research on mental health and stigma as motivation for the policy focus of this work. I then present a range of papers that are either cutting edge or foundational work in social media analysis. This includes machine learning techniques, sentiment analysis, and network analysis which are central to this work. Machine learning will be used to classify the large volume of data collected and identify stigma in a variation of sentiment analysis. Network analysis allows for the differentiation of individuals and communities within the social network of Twitter. Additionally, I cover methods that were crucial to my conceptualizing of this approach: topic modeling and cascade analysis even though the methods themselves were not ultimately used. All of these inform the methods that are developed in Chapter 3.

Mental health and stigma

Defining mental health involves several overlapping concepts. At the highest level mental health includes the notions of mental illness and mental wellness, which are interrelated but distinct. Typically, popular discussion of mental health centers on mental illness. Mental illness is ‘collectively all diagnosable mental disorders’ or ‘health conditions that are characterized by alterations in thinking, mood, or behavior (or some combination thereof) associated with distress and/or impaired functioning.’ The list and descriptions of mental illnesses most commonly recognized by practitioners is codified are the Diagnostic and Statistical Manual of Mental Disorders which is compiled and amended by the American Psychiatric Association. Mental illness is also found to be strongly related to the development and treatment of various chronic diseases like diabetes, cancer, cardiovascular disease, asthma and obesity. Despite this relationship, mental illness is still considered a distinct category of illness.

Mental wellness (sometimes called eudaimonic well-being or eudaimonia) refers to the positive description of mental health, where in ‘mental health is defined as a state of well-being in which every individual realizes his or her own potential, can cope with the normal stresses of life, can work productively and fruitfully, and is able to make a contribution to her or his community.’ The question of how to operationalize this positive description has been addressed in different ways. Typically the earliest answers to this question are attributed to Aristotle who described good life ‘as the end result of “a virtuous activity of soul of a certain kind”’ (Aristotle, 1925/1998, p. 18) and described the path to eudaimonia as a conscious and lifelong active exercise of intellect and
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character virtues. Later, John Stuart Mill articulated the notion of well-being as the maximum amount of pleasure (a reframing of the Aristotelian virtue) with the least amount of pain. This formulation was adapted by social physiology with happiness being defined as the balance between positive and negative affect which led to the rejection of the theory. The most prevalent modern measure of wellness is the Scales of Psychological Well-Being. However, other dimensions such as emotional well-being and social well-being are often considered.

Psychological well-being is an empirically tested measure of individuals’ capacity for positive functioning. This measure is based on six areas: ‘positive evaluations of oneself and one’s past life (Self-Acceptance), a sense of continued growth and development as a person (Personal Growth), the belief that one’s life is purposeful and meaningful (Purpose in Life), the possession of quality relations with others (Positive Relations With Others), the capacity to manage effectively one’s life and surrounding world (Environmental Mastery), and a sense of self-determination (Autonomy).’ Emotional well-being focuses on capturing the subjective metrics of goal satisfaction, coping strategies, and disposition. Emotional well-being relates these areas to overall life satisfaction. Additionally there are conceptions of well-being that are defined by external facing features of a person’s life as opposed to their inner health, this is often referred to as social well-being.

Stigma affects all of the elements of mental health discussed above. Stigma refers to the process that results in negative perceptions and discriminatory behavior towards specific individuals. Goffman describes the process of stigma creation in terms of an individual’s performance (actual social identity) in comparison to social expectations (virtual social identity).

While a stranger is present before us, evidence can arise of his possessing an attribute that makes him different from others in the category of persons available for him to be, and of a less desirable kind—in the extreme, a person who is quite thoroughly bad, or dangerous, or weak. He is thus reduced in our minds from a whole and usual person to a tainted, discounted one. Such an attribute is a stigma, especially when its discrediting effect is very extensive.

Goffman’s classic definition focuses on public stigma, the process by which individuals are rejected by other people. Current literature also discusses institutional and self-stigma. Institutional stigma refers to the process by which policies of institutions may intentionally or
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unintentionally restrict people with mental illness. Self-stigma is the process by which individuals suffering from mental illness internalize socially prejudicial attitudes and grow to accept and normalize their own reduced status. Self-stigma can significantly impact treatment outcomes as well personal feelings of an individual. Both self-stigma and social stigma can create social isolation. As such, stigma impacts all of the above discussed facets of mental health.

Attitudes are typically defined as a “summary evaluation of a psychological object captured in such attribute dimensions as good-bad, harmful-beneficial, pleasant-unpleasant, and likable-dislikable.” It is fundamentally an evaluative construct. While attitudes themselves fail to describe specific actions of an individual, they do play a role in determining the likely outcome in an aggregate set of actions. The expectancy-value model, the most prevalent framing of attitude formation, argues that this evaluation arises spontaneously based on the full prior experience of the individual. By the theory of planned behavior, attitudes so formed become part of the forces (along with subjective norms and perceived behavioral control) shaping the likely course of action of individual.

The literature on attitudes towards people with mental illness (PWMI) demonstrates the severity and prevalence of stigma. PWMI are perceived as dangerous and violent. In a 2013 study, 46% of respondents agreed that “people with mental illness are, by far, more dangerous than the general population.” There is also the common perspective that the individual is responsible for their mental illness, and that stress and lack of willpower leads to mental health problems. This perspective may explain why some people feel that PWMI are inferior, that they are to blame, and are a burden to society. These attitudes, along with a plethora of other negative associations (unattractive, unreliable, irresponsible, incompetent, etc.) create an “us vs. them”
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distinction between people with and without mental illness\textsuperscript{64}. The distinction may reinforce the belief held both by people with and without mental illness that treating PWMI negatively is normal and acceptable\textsuperscript{65}.

Attitudes towards treatment are also important for the improvement of public health. There is uncertainty in the literature on how people view mental health treatment. In the 2006 General Social Survey 97\% of respondents believed that mental health conditions improve with treatment. But in 2013 a survey showed that only 56\% of people agreed that “most people with serious mental illness can, with treatment, get well and lead productive lives”\textsuperscript{66}. There are studies that indicate that the public has positive opinions about counseling, but negative attitudes towards pharmaceutical treatment\textsuperscript{67,68}. This trend suggests that there is a lack of consensus on the efficacy of treatment and this may create attitudes of treatment being futile. However, there is consistent evidence of improvement in attitudes over time\textsuperscript{69,70} and that attitudes differ by condition\textsuperscript{71}.

**State of social media analysis**

Social media is pervasive in American life. 62\% of all American adults (aged 18 and older) use Facebook, with the majority of users (70\%) using the site daily with a large portion (43\%) using the site multiple times a day. While Facebook is by far the largest social media platform in terms of raw users and user penetration, there many others: 26\% of adults use Pinterest, 21\% use LinkedIn, and 23\% use Twitter.\textsuperscript{72} For this work I will be focusing on using Twitter to find policy relevant insights. While Twitter is smaller than other services it is still very large and has several advantages. Twitter is a microblogging service, users post short (140 or fewer characters) blog posts meant to be read by anyone with an interest in the content or author. This content is designed to be public, carrying no expectation of privacy, which allows researchers to search and analyze the data while complying with human subjects’ protection protocols. Additionally, the volume of content is enormous — 500 million posts per day\textsuperscript{73} — and fully accessible by researchers.

Social media can be used for analyses with many policy implications. Insight has been gained from Twitter, traditional blogs, Weibo, Instagram, Facebook, FourSquare and many others. These have covered the emergence of protest networks\textsuperscript{74}, disease surveillance\textsuperscript{75}, air pollution
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monitoring\textsuperscript{76}, calorie intake analysis\textsuperscript{77}, prediction of onset of mental illness\textsuperscript{78}, and food deserts\textsuperscript{79}. Mostly these papers utilize a combination of network analysis, topic modeling, cascade analysis, and supervised classification.

As social media is a new and rapidly changing phenomenon (Twitter was founded in 2006 but did not experience explosive growth until early 2009\textsuperscript{80}) there has not been a centralized and incremental accumulation of the best methods for understanding the data. However, there is a diverse range of work on improving social media analyses. These typically fall into a few categories – how to generate computational efficiency\textsuperscript{81,82}, how to ensure data robustness\textsuperscript{83}, and philosophical and conceptual implications of social media\textsuperscript{84}. However, the lack of meta analyses or even meta-topics means that for the purposes of my dissertation I will be focusing on the techniques used in specific articles which contain well designed and well regarded research. Below, I discuss the techniques that I found to be repeatedly used in effective social media analysis: network analysis, machine learning, sentiment analysis and topic modeling.

\textbf{Network and cascade analysis}

Network analysis, the study of relationships between individual entities using graph theory has had numerous applications – disaster response\textsuperscript{85}, transmission of HIV\textsuperscript{86}, key actors in terrorist networks\textsuperscript{87}, key actors in academic networks\textsuperscript{88}, protein interactions\textsuperscript{89}, transportation\textsuperscript{90}, etc. It is also an obvious tool for making sense of social networks like Twitter. Twitter’s tipping point for growth is often considered to be the 2007 SXSW festival in March\textsuperscript{91}, and possibly the first network analysis came out in August of the same year\textsuperscript{92}. This early analysis tackled many of the same questions that subsequent authors explore – network properties like centrality, geographic distribution, and user intentions within networks. The major difference is that in 2007 a paper could hope to capture the entire social graph of Twitter. Three years later a paper touts the
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speediness of a particular algorithm for processing a small portion of the network data with a Cray supercomputer.  

There are two main ways to construct a network on Twitter. The platform allows users to form relationships of followers (unidirectional) and friends (bidirectional). Mapping the network graph of these connections can illuminate who is able to see what content. This allows researchers to observe how content spreads across the network. Alternatively, a network can be built by analyzing the actual communication between users. This includes messages sent to (@) someone as well as reposts (re-tweets) of someone. What these different types of interactions actually imply is not solidified. For example a re-tweet does not necessarily imply agreement, and sharing in general does not imply endorsement but could be conversational or informational in a specific context. Any network research has to grapple with the meaning of these kinds of communications. However the communication structure is defined, various features of the network can be used to describe the dynamics of the relationships captured. Common analytic tools include degree centrality – how many entities (or ‘nodes’ in network analysis terminology) a specific user is directly connected to; betweenness centrality – the proportion of shortest paths in the network that pass through a particular node; closeness – The mean distance between the node and every other node in the connected component; and eigenvector centrality – a measure that reflects how many highly connected nodes a given node connects to. The various centrality measures allow for a description of the network structure as well as identification of nodes which have the capacity to impact the conversation the most. Eigenvector centrality is particularly useful for this as it considers the network several degrees removed and gives a sense how far a message from a given node could theoretically be transmitted.

A specific analytic approach of interest to this work is cascade analysis — the analysis of how content propagates through a social network. This analysis has been used to predict what content is likely to spread widely over a communication network, identify key nodes for diffusion (which may not be present in many networks), and understand where to intervene to facilitate the spread of useful emergency information and prevent the spread of false rumors. The typical approach for conducting cascade analysis on Twitter is to map the network (either through follower lists or from content) and then identify the appearance of specific content (a URL, an image, or a tweet) chronologically within the network. In conducting the analysis it is difficult to rule independent co-generation of content in the network, however it is unlikely that such a
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situation occurs frequently\textsuperscript{105}. These studies have had relevant findings, for example, the size and type of network matters in the initial spread of content\textsuperscript{106}, that for content to be taken up by a user repeated exposure is valuable\textsuperscript{107} and that is very difficult to predict which user will cause a cascade\textsuperscript{108}.

**Machine learning and supervised classification**

Machine learning refers to the computer application of induction algorithms, which take specific instances as input and produce a model that generalizes beyond those instances\textsuperscript{109}. There are two commonly discussed approaches to machine learning: supervised and unsupervised. Supervised learning describes techniques used to learn the relationship between independent attributes and a specific dependent outcome\textsuperscript{110}. Unsupervised learning describes methods that organize data based on independent attributes without a specific outcome variable\textsuperscript{111}.

Supervised learning is commonly used to understand online text, including Twitter. A classic example is the detection of spam messaging: it is impossible to label all conceivable spam content but by labeling example emails as either spam or not spam an algorithm can identify future messages as more similar to either category and apply the correct label\textsuperscript{112}. This same approach has been used to identify tweets related to alcohol consumption\textsuperscript{113}, apply general labels (like sports and news) to trending Twitter topics\textsuperscript{114}, and many others\textsuperscript{115,116}.

**Sentiment analysis**

Sentiment analysis is a term for the computational treatment of opinions, feelings, and subjectivity of texts\textsuperscript{117}. The goal is to systematically extract value judgments of text in a way that is more consistent and replicable than a holistic human judgment. This method comes from a psychological tradition dating back to Freud where the choice of language is inherently meaningful (e.g., Freudian slips) and has since been extended to more sophisticated analysis of terms, grammar, and reference frames\textsuperscript{118}. This approach may be applied to documents, sentences or
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Sentiment analysis can be done in three ways: the lexical approach, the machine learning approach and a hybrid approach. Lexical approach refers to the use of a dictionary coded for certain sentiment features – positivity/negativity, anger, fear, joy, etc. The text to be analyzed is split into either individual words or groupings (referred to as unigrams, bigrams, n-grams depending on size). The n-grams are matched up against the dictionary and the values of all the grouping are totaled up to identify positivity, negativity, or any other coded emotion score. More sophisticated lexicons will incorporate part of speech tagging, giving different sentiment values to words when they are used as a noun, a verb, an adjective, etc. This approach has been used to evaluate sentiment in anonymous online disclosure of mental health status, and to correlate anger on Twitter posts with community rates of heart disease, among others.

The machine learning approach to sentiment analysis is simply a supervised classification method as described above. A sample of the content is first manually coded for sentiment features of interest. Then a classifier is built to correctly identify the coding based on the presence or absence of text elements (words, punctuation, author, anything inherent to the text). Finally, the constructed classifier is used for text that has not been manually coded. The advantage of supervised classification is that it will always be domain specific whereas most lexicons are developed for general study of linguistics. Supervised classification can be used to distinguish whether people are expressing concern over someone else’s illness or disclosing their own, whereas a lexical approach grounded in linguistic theory may be better able to distinguish concern from a different emotion such as anxiety. Twitter often contains non-standard English that evolves rapidly (e.g., abbreviations, intentional misspellings) which can be parsed by a supervised classification approach and would be difficult to interpret with a lexicon-based method.

It is also possible to conduct sentiment analysis with a hybrid approach. A lexical approach is first applied to get a basic polarity of a text (e.g., tweets). Then, any opinion words (those with a non-zero emotional content according to the lexicon) are stripped out, and a classifier is applied to predict positive and negative tags based on the remaining domain specific features. In the case of Twitter, domain specific features would be emoticons, abbreviations, and
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misspellings. This approach allows sophisticated linguistic analysis to be combined with a problem specific classifier, creating a richer model.

**Topic modeling**

Topic modeling is an unsupervised machine learning algorithm to discover topical groupings in text data. This is done by creating grouping that contain often-related words and separating groupings of rarely related words. Using this approach is difficult with Twitter data as every tweet is short, so a given ‘document’ does not contain much information. A common topic modeling technique used with social media data is Latent Direchlet allocation (LDA), first proposed in 2003. LDA is based on a generative model of linguistics. The goal is to model text as a set of topics with distinct probabilities, and a set of terms within each topic. LDA imagines text to be generated as follows: an author that chooses to construct a document selects a random topic from a set of possibilities based on set probabilities and then begins to draw random terms that make up that topic, and in so drawing words the author generates a text. LDA is a statistical method that uses the Direchlet distribution (a multinomial probability distribution) to model the probability of a given topic and of a given word in that topic. In LDA the parameters of the Direchlet function are optimized to maximize the likelihood that the text that is being analyzed was generated by said distributions.

LDA has been extended and customized many times. There have been demonstrations of the utility of marrying LDA with author topic models where tweets from a single author are grouped into a single document to create a more robust model fit. There are methods to analyze topic emergence over time using Markov-chain processes as well as a Bayesian approach of treating time slices of topics as priors for future topic models. LDA has been modified to maximize information gain in health related discourse, and time dimensions have been added to understand health status (treating topics of being sick, getting sick and having been sick as distinct). Even the simplest applications of LDA can be useful to generate hypotheses about the underlying structure of Twitter conversation.
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Chapter 3: Methods

This social media analysis follows two parallel streams (see Figure 3.1). To analyze general mental health discourse on Twitter, I developed a search strategy of mental health related keywords, sampled approximately 100 days between January 2009 and January 2016, and collected 13.2 million Tweets. I then developed a qualitative coding scheme to describe the content of the general mental health Tweets. A sample of Tweets was coded by members of the research team. Then I applied machine learning algorithms to allow a computer to code the remainder of the Tweets. This allowed me to classify the categories of content that are shared online, how stigmatizing the content is, and how the relative volumes of these categories shift overtime. Finally, I used the machine learning filtered data to perform network analysis to identify “communities” using instances of Twitter users communicating directly with each other.

In parallel, I developed a search strategy to collect campaign related Tweets. The campaign search covered January 2012 through January 2016 and sampled 200 days. The timeline for the campaign search was selected to cover the time period when all four campaigns were active (MTC began public messaging in late 2011). I then filtered and cleaned the campaign data and answered questions about volumes of campaign content and the level of popular engagement with the campaigns on Twitter. Finally, I used the resulting data set of general mental Tweets to identify which communities the campaigns are reaching.

By having these two data sets I was able to create metrics of the online discourse on mental health and measure the activity of the campaigns. Once the two data sets were analyzed, I combined the two to draw insight into how the campaign activity related to the overall conversation and what elements of the conversation might be useful for improving the design and activity of the campaigns.
Data acquisition

Gathering Tweets about mental health

To understand Twitter discourse about mental health and the campaigns, I first developed a set of search terms to identify Tweets related to mental health. I then used this search strategy to sample 200,000 Tweets per day for 100 time points, approximately one day per month from January 2009 to February 2016. I sampled one random day per month, and two days for May and June.

The number of days sampled was the maximal possible given the budget and the cost structure of the data as managed by Twitter Corporation. The daily volume of Tweets collected was selected to maximize data size while remaining within bounds for budget, processing capacity, and reasonable query run time.
September. The additional days were selected to correspond to Mental Health Month in May and National Recovery Month in September. In 2009, I sampled 3 days per month because the data volumes were low at the start of the year and gradually grew to where 200,000 Tweets could be reliably collected in a single day. I also identified campaign-related terms and accounts and sampled 200 days of Tweets by and about the campaigns. I sampled 4 days a month from January 2012 through January 2016. For the majority of the analyses I focus on the text content of Tweets, but date information (along with other metadata) is retained and used for longitudinal analysis. Twitter data was gathered using Gnip, a commercial data gathering tool. The details on how these steps were performed are below.

To collect data on the overall mental health discourse I created search strings designed to capture Tweets with mental health-relevant content. These strings were developed based on the expertise of my collaborators and a review of literature and other sources that discuss language used to describe mental health and illness. The initial set of search terms (see Table 3.1) included common terms for general mental illness, as well as disorder-specific language.

Table 3.1 Initial Search Strategy

<table>
<thead>
<tr>
<th>Hashtags Included in Search</th>
<th>Strings Included in Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>#mentalhealth</td>
<td>Mental health</td>
</tr>
<tr>
<td>#depression</td>
<td>depression</td>
</tr>
<tr>
<td>#worldmentalhealthday</td>
<td>stigma</td>
</tr>
<tr>
<td>#WMHD2015</td>
<td>eating disorder</td>
</tr>
<tr>
<td>#nostigma</td>
<td>suicide</td>
</tr>
<tr>
<td>#nostigmas</td>
<td>ptsd</td>
</tr>
<tr>
<td>#eatingdisorders</td>
<td>mental illness</td>
</tr>
<tr>
<td>#suicide</td>
<td>addiction</td>
</tr>
<tr>
<td>#ptsd</td>
<td>bipolar</td>
</tr>
<tr>
<td>#mentalhealthawareness</td>
<td></td>
</tr>
<tr>
<td>#mentalillness</td>
<td></td>
</tr>
<tr>
<td>#stopsuicide</td>
<td></td>
</tr>
<tr>
<td>#IAmStigmaFree</td>
<td></td>
</tr>
<tr>
<td>#suicideprevention</td>
<td></td>
</tr>
<tr>
<td>#MH</td>
<td></td>
</tr>
<tr>
<td>#addiction</td>
<td></td>
</tr>
<tr>
<td>#bipolar</td>
<td></td>
</tr>
<tr>
<td>#stigma</td>
<td></td>
</tr>
</tbody>
</table>

Using the initial set of search terms, I drew a sample of 400,000 Tweets from three days of activity. I cleaned the content of the Tweets by removing non-roman letter characters and combining variants of words to a single root (e.g., reducing ‘sandy’ to ‘sand’). Using the cleaned sample, I computed the relative frequencies of individual words and used the R package qdap to
compare those frequencies to the distribution found in a reference collection of 1 million Tweets\textsuperscript{138}. By comparing the two sets of frequencies, I identified the words that appeared 70 times more frequently in the sample of Tweets than in the reference corpus. These words were reviewed by my collaborators and, if deemed relevant to mental health, were retained as search terms in the final search strategy. If it was unclear whether the word was relevant to mental health, it was retained in the final set of search terms with the understanding that the classification algorithm would eliminate unrelated content. After this review, I also added recovery-focused language in addition to disorder-focused language. The literature I reviewed included negative terms used by teenagers to describe individuals with mental illness\textsuperscript{139} as well as several phrases recommended by advocacy groups to describe individuals with mental illness\textsuperscript{140}. Using this updated search strategy I collected another sample of Tweets and identified problematic terms. I found a number of terms that returned very large volumes of Tweets that were not actually relevant to mental health. As such I chose to remove the search terms ‘crazy’, ‘stressed’, ‘stress’ and ‘freak’. The final search strategy is presented in Table 3.2 and Table 3.3.

### Table 3.2 Final Twitter Search Strategy: Strings

<table>
<thead>
<tr>
<th>Abusive</th>
<th>Distressed</th>
<th>Lived experience</th>
<th>No-one upstairs</th>
<th>Psycho</th>
<th>Stressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addict</td>
<td>Distressing</td>
<td>Living with addiction</td>
<td>Not all there</td>
<td>Psychopath</td>
<td>suicide</td>
</tr>
<tr>
<td>Addiction</td>
<td>Disturbed</td>
<td>Living with alcoholism</td>
<td>Not quite there</td>
<td>ptsd</td>
<td>Therapist</td>
</tr>
<tr>
<td>Alzheimers</td>
<td>Disturbing</td>
<td>Living with depression</td>
<td>Not the sharpest knife in the drawer</td>
<td>Recovery</td>
<td>Therapy</td>
</tr>
<tr>
<td>Asylum</td>
<td>eating disorder</td>
<td>Living with PTSD</td>
<td>Numscull</td>
<td>Retard</td>
<td>Wheelchair jockey</td>
</tr>
<tr>
<td>Autism</td>
<td>Escaped from an asylum</td>
<td>Loony</td>
<td>Nutcase</td>
<td>Schizo</td>
<td>Window licker</td>
</tr>
<tr>
<td>Bipolar</td>
<td>Few sandwiches short of a picnic basket</td>
<td>Loony bin</td>
<td>Nuts</td>
<td>Schizophrenia</td>
<td>You belong in a home</td>
</tr>
<tr>
<td>Bonkers</td>
<td>Freak</td>
<td>Lunatic</td>
<td>Nutter</td>
<td>Schizophrenic</td>
<td></td>
</tr>
<tr>
<td>Brain damage</td>
<td>Gone in the head</td>
<td>Madness</td>
<td>Nutty as a fruitcake</td>
<td>Screw loose</td>
<td></td>
</tr>
<tr>
<td>Brain dead</td>
<td>Halfwit</td>
<td>Manic depression</td>
<td>OCD</td>
<td>Screwed</td>
<td></td>
</tr>
<tr>
<td>Breakdown</td>
<td>Hallucinating</td>
<td>Mass murderers</td>
<td>Off their rocker</td>
<td>Self-control</td>
<td></td>
</tr>
<tr>
<td>Coping</td>
<td>Hallucinations</td>
<td>Mental</td>
<td>Operational stress</td>
<td>Self-determination</td>
<td></td>
</tr>
<tr>
<td>Crazy</td>
<td>Hand fed</td>
<td>mental health</td>
<td>Out of it</td>
<td>Self-harm</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{138} (Sanders, 2015)  \textsuperscript{139} (Rose, 2007)  \textsuperscript{140} (Disability Rights California, 2014)
<table>
<thead>
<tr>
<th>Demented</th>
<th>Handicapped</th>
<th>Mental health challenges</th>
<th>Padded cells</th>
<th>Shock syndrome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depressed</td>
<td>Head case</td>
<td>Mental hospital</td>
<td>Paranoid</td>
<td>Sick in the head</td>
</tr>
<tr>
<td>Depression</td>
<td>Hurting yourself</td>
<td>Mental illness</td>
<td>Pedophile</td>
<td>Simpleton</td>
</tr>
<tr>
<td>Deranged</td>
<td>In recovery</td>
<td>Mental institution</td>
<td>Perverted</td>
<td>Split personality</td>
</tr>
<tr>
<td>Difficulty learning</td>
<td>Insane</td>
<td>Mentally challenged</td>
<td>Psychiatric</td>
<td>Stigma</td>
</tr>
<tr>
<td>Dignity</td>
<td>Intellectually challenged</td>
<td>Mentally handicapped</td>
<td>Psychiatric health</td>
<td>Strait jackets</td>
</tr>
<tr>
<td>Disabled</td>
<td>Learning difficulties</td>
<td>Mentally ill</td>
<td>Psychiatrist</td>
<td>Stress</td>
</tr>
</tbody>
</table>

Table 3.3 Final Twitter Search Strategy: Hashtags

<table>
<thead>
<tr>
<th>#abuse</th>
<th>#eatingdisorders</th>
<th>#nostigma</th>
<th>#presspause</th>
</tr>
</thead>
<tbody>
<tr>
<td>#addiction</td>
<td>#endthestigma</td>
<td>#nostigmas</td>
<td>#mentalhealthmatters</td>
</tr>
<tr>
<td>#alzheimers</td>
<td>#IAmStigmaFree</td>
<td>#1SmallAct</td>
<td>#ocd</td>
</tr>
<tr>
<td>#anxiety</td>
<td>#mentalhealth</td>
<td>#psychology</td>
<td>#suicideprevention</td>
</tr>
<tr>
<td>#bipolar</td>
<td>#pts</td>
<td>#mhchat</td>
<td>#therapy</td>
</tr>
<tr>
<td>#bpd</td>
<td>#anxiety</td>
<td>#schizophrenia</td>
<td>#trauma</td>
</tr>
<tr>
<td>#Operationalstress</td>
<td>#therapy</td>
<td>#ptsd</td>
<td>#WMHD2015</td>
</tr>
<tr>
<td>#mhsm</td>
<td>#endthestigma</td>
<td>#psychology</td>
<td>#worldmentalhealthday</td>
</tr>
<tr>
<td>#trauma</td>
<td>#AA</td>
<td>#schizophrenia</td>
<td>#stress</td>
</tr>
<tr>
<td>#spsm</td>
<td>#mentalhealthmatters</td>
<td>#stigma</td>
<td>#wellbeing</td>
</tr>
<tr>
<td>#alcoholism</td>
<td>#mentalhealthawareness</td>
<td>#stopsuicide</td>
<td>#adhd</td>
</tr>
<tr>
<td>#depressed</td>
<td>#mentalillness</td>
<td>#suicide</td>
<td>#bpd</td>
</tr>
<tr>
<td>#depression</td>
<td>#MH</td>
<td>#shellshock</td>
<td></td>
</tr>
</tbody>
</table>

Gathering campaign-relevant Tweets

In order to identify Tweets related to the campaigns being evaluated, I searched for the Twitter handles of all campaign accounts, the campaign names, and campaign-associated hashtags (see Table 3.4). MTC and VCL do not have campaign-associated Twitter handles and rely on the accounts of various government entities (such as the VA) to disseminate their message. I identified the key accounts that are intended to disseminate the content of those two campaigns, but I did not actively sample the data of those accounts because the majority of the content shared on those accounts is not focused on the campaigns being evaluated. I randomly sampled four days per month from January 2012 to January 2016 for a total of 200 days.
Search results and working data sets

I collected a working data set of 13.4 million Tweets possibly related to mental health by applying the search strategy across 128 days, from January 2009 through February 2016. I intended to sample 100 days but the lower data volumes in 2009 (when Twitter was still primarily an early adopter network) meant that I sampled time periods greater than a single day to get more than 10,000 Tweets (an approximate volume where, based on prior experience, I felt that some classification could be done). Once I used the machine learning methods developed in the analytic step of this work to code every Tweet for every variables of interest I was able to filter the data to 2.3 million Tweets which were relevant to mental health.

For the campaign-relevant Tweet data set, I collected 77,000 Tweets across 200 days between 2012 and 2016. After manual examination of the data set, I realized that the phrase “Make the Connection” is both the name of one of the campaigns of interest as well as a common colloquial phrase. This resulted in over 50,000 Tweets that were incorrectly identified as campaign-related but that were, in fact, parts of unrelated conversations. To address this I excluded all Tweets that were selected into the data set based on the ‘Make the Connection’ string which did not also include the roots ‘vet’ or ‘mil’ in the Tweet. The resulting body of 23,000 campaign-relevant Tweets came from 196 days sampled from January 2012 through December 2015. Among the campaign-related Tweets, 2,800 originated from official government-affiliated accounts that publicize campaign content, and 20,800 from users who were not identified as having an affiliation with campaign-related channels.

Development of coding scheme

Having used the string-based search strategy to establish working data set of 13.4 million Tweets that were likely to be relevant to mental health, I wanted to filter the data to determine which were relevant and which were erroneously identified, as well as characterize the content. I first developed a hand coding scheme for categorizing the content of the Tweets. Building a hand coded example data set is how large volumes are typically classified with the use of supervised machine learning. I identified the kind of Tweet characteristics that were of interest,
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Table 3.4 Campaign-Related Twitter Search Strategy

<table>
<thead>
<tr>
<th>Campaign</th>
<th>@twitter</th>
<th>#hashtags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Warriors Campaign</td>
<td>@realwarriors</td>
<td>#ConnectWith, #VeteransCrisisLine, #ThePowerof1</td>
</tr>
<tr>
<td>Make the Connection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veterans Crisis Line</td>
<td></td>
<td></td>
</tr>
<tr>
<td>National Recovery Month</td>
<td>@RecoveryMonth</td>
<td>#RecoveryMonth</td>
</tr>
</tbody>
</table>
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developed a guideline to identify those characteristics, and then had a team of three coders apply the qualitative coding guidelines to a subset of Tweets (n = 4760). I worked with the coding team iteratively, clarifying and refining the coding guidelines while working to maximize inter-rater reliability. Table 3.5 contains the guidelines and examples of coding for mental health relevance, type of content, mental health stigma, and topic. The 4760 Tweets constituted a training and validation data set for the machine learning algorithms. The overall volume was the maximum that could be coded within the time constrains. The goal was to code a volume which would allow for over 20 examples of each category as I hoped that this would increase the chances of building a successful model for identification of those categories. Table 3.6 includes the average volume of instances actually found for each characteristic.

Table 3.5 Tweet Coding Scheme

<table>
<thead>
<tr>
<th>Mental health-relevance</th>
<th>Type of Content (only applied for Tweets coded as mental health-relevant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance</td>
<td>Appropriation</td>
</tr>
<tr>
<td>• Ambiguous, colloquial</td>
<td>• Misuse of mental health language - describing non-mental health</td>
</tr>
<tr>
<td>mental-health related</td>
<td>related states, describing concepts or things.</td>
</tr>
<tr>
<td>language (somewhat</td>
<td>• Information, data, opinion, advocacy info on mental health</td>
</tr>
<tr>
<td>relevant)</td>
<td>• Impartial and factual information related to mental health</td>
</tr>
<tr>
<td>• Explicit, clinically</td>
<td>• Absent = 0</td>
</tr>
<tr>
<td>appropriate mental-</td>
<td>• Present = 1</td>
</tr>
<tr>
<td>health related language</td>
<td></td>
</tr>
<tr>
<td>(highly relevant)</td>
<td></td>
</tr>
<tr>
<td>• Not relevant = 0</td>
<td></td>
</tr>
<tr>
<td>• Relevant (somewhat or</td>
<td></td>
</tr>
<tr>
<td>highly) = 1</td>
<td></td>
</tr>
<tr>
<td>• RT @psychological:</td>
<td></td>
</tr>
<tr>
<td>Talking to your BEST</td>
<td></td>
</tr>
<tr>
<td>FRIEND is sometimes</td>
<td></td>
</tr>
<tr>
<td>all the therapy you</td>
<td></td>
</tr>
<tr>
<td>need</td>
<td></td>
</tr>
<tr>
<td>• RT @Geli: Another</td>
<td></td>
</tr>
<tr>
<td>bright light snuffed</td>
<td></td>
</tr>
<tr>
<td>out by the deadly</td>
<td></td>
</tr>
<tr>
<td>disease of addiction...</td>
<td></td>
</tr>
<tr>
<td>There is help! #RipCoryMonteith #GoneTooSoon</td>
<td></td>
</tr>
</tbody>
</table>

### Mental health resources
- References to resources that are useful to individuals suffering mental health conditions
- Absent = 0
- Present = 1

RT @EcheMadubuike: Suicide Hotline: 1-800-273-8255 a simple reTweet, might save someone’s life.

### Other-focused
- Tweets that are discussing specific person or persons other than the author
  - Absent = 0
  - Present = 1
- A general abstract ‘other’ is not coded in this category

Even Though Jordan Is Like 3 Days From Insane, She’s The Best Girl I Know.

### Self-focused
- Tweets that discusses the author
  - Absent = 0
  - Present = 1

Still #depressed. Can’t bring myself to do anything #bipolar

---

### Topic (only applied for Tweets coded as mental health-relevant)

<table>
<thead>
<tr>
<th>Topic</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Addiction</td>
<td>General discussion of addiction states</td>
<td>Addiction is a serious disease; it will end with jail, mental institutions, or death if you do no get professional help.</td>
</tr>
<tr>
<td>Anxiety</td>
<td>Anxiety as mental health status or anxiety as descriptor</td>
<td>RT @BenBuckwalter: Who struggles with depression or anxiety? I feel like more people do than we all realize.</td>
</tr>
<tr>
<td>Autism</td>
<td>Autism disorder or autism as a descriptor</td>
<td>RT @DrBrocktagon: Fantastic pulls-no-punches article from Mayada Elsabbagh on A Global Vision for Autism Research <a href="https://t.co/UUgxv0NjdQ">https://t.co/UUgxv0NjdQ</a></td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>Bipolar disorder or bipolar disorder as descriptor</td>
<td>@CamzCaplaya yeh..ppl are bipolar with there opinions of her</td>
</tr>
<tr>
<td>Depression</td>
<td>Depression as disorder or depression as descriptor of emotional state</td>
<td>The only problem is that staying in leads to making me all depressed and shizz.</td>
</tr>
<tr>
<td>Topic</td>
<td>Description</td>
<td>Absent/Present</td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Developmental disability</td>
<td>Mental or learning disability or mental or learning disability as a descriptor</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>•Present = 1</td>
</tr>
<tr>
<td>General mental health</td>
<td>No explicit condition, focus on mental health in general</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>•Present = 1</td>
</tr>
<tr>
<td>Military or veteran-related mental health</td>
<td>Any mental health topic related to military service members or veterans</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td>concerns</td>
<td></td>
<td>•Present = 1</td>
</tr>
<tr>
<td>OCD</td>
<td>Obsessive compulsive disorder or use of as a descriptor</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>•Present = 1</td>
</tr>
<tr>
<td>PTSD</td>
<td>Post-Traumatic Stress Disorder of use of as a descriptor</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>•Present = 1</td>
</tr>
<tr>
<td>Recovery</td>
<td>Focus on a return to health after mental illness or addiction disorder</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>•Present = 1</td>
</tr>
<tr>
<td>Substance use (alcohol)</td>
<td>Use and misuse of alcohol</td>
<td>•Absent = 0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>•Present = 1</td>
</tr>
</tbody>
</table>
Coders first coded the Tweets in the training and validation data set (henceforth referred to as the training data set for brevity) for mental health relevance, and if a Tweet was identified as not relevant to mental health, no further coding was conducted for that Tweet. Tweets coded as somewhat or highly relevant were coded for all subsequent categories. Tweets were then coded for their type of content and the topic of the Tweet (see Table 3.5). The type of content and topic categories were not mutually exclusive, and a Tweet could be coded as a 1 for multiple categories. The type-of-content codes focused on capturing the nature of the content of the Tweet (e.g., whether it described self-relevant information or provided information of general interest). The topic codes were designed to capture whether or not Tweets discussed a wide variety of conditions and disorders. Several topics that were of interest (ADHD, domestic and child abuse, traumatic brain injury) were initially included in the coding scheme but did not appear in the training data set. In the early phases of coding, I included a ‘write-in’ category for topics to allow us to capture and iterate on the coding strategy with the team. As a result of this iteration, I added a general ‘addiction’ code to the coding scheme. The coders did not identify any other topics that occurred with a high enough frequency to be added to the list.

The stigma code was designed to capture whether a Tweet contained stigmatizing content about mental health. In early rounds of coding, I observed that the coding team had difficulty reaching sufficient levels of inter-rater reliability on this code. As a result, I opted to identify an expert (one of the principal investigators on the larger DoD campaigns project) and have her code 500 Tweets from the training data set that were identified as mental health-relevant.
Reliability of coders

Approximately 10 percent of the Tweets were coded by all three coders, allowing me to compute the mean of pairwise Cohen's Kappas to assess inter-rater reliability for each binary presence/absence score \(^{143}\) (see Table 3.6). Cohen's Kappa can range from -1 to 1, with higher scores indicating better agreement among raters. I interpreted the Kappa values using labels of poor for Kappa < 0.40, fair for 0.41 – 0.60, good for 0.61 – 0.80, and excellent for 0.81 – 1.00 \(^{144}\). Mean pairwise Cohen's Kappa indicated fair to excellent agreement across most codes. There was poor agreement among coders for only three codes (mental health resources, recovery, and traumatic brain injury). These codes also correspond with categories for which few Tweets were identified by coders (as indicated by lower figures in the average number of observations column in Table 3.6). I did not eliminate codes from the coding scheme based on inter-rater reliability because I was interested to see the modeling performance for those codes. The consideration is that codes with low agreement across coders should not be able to produce accurate models. Though it is important to consider that appropriation, mental health resources, other-focused, developmental-disability, general mental health, OCD, and recovery are all codes that the coders had varying degrees of trouble identifying reliably.

Table 3.6 Inter-rater Reliability for 500 Tweets Coded by Three Coders

<table>
<thead>
<tr>
<th>Code</th>
<th>Mean Cohen's Kappa</th>
<th>Average number times feature coded as “present”</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health relevance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevance</td>
<td>0.77</td>
<td>185.00</td>
</tr>
<tr>
<td><strong>Type of content</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appropriation</td>
<td>0.55</td>
<td>61.33</td>
</tr>
<tr>
<td>Information</td>
<td>0.60</td>
<td>58.00</td>
</tr>
<tr>
<td>Mental health resources</td>
<td>0.23</td>
<td>5.67</td>
</tr>
<tr>
<td>Other-focused</td>
<td>0.51</td>
<td>33.00</td>
</tr>
<tr>
<td>Self-focused</td>
<td>0.72</td>
<td>79.00</td>
</tr>
<tr>
<td><strong>Topic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abuse(^b)</td>
<td>0.33</td>
<td>0.67</td>
</tr>
<tr>
<td>Addiction</td>
<td>0.81</td>
<td>28.33</td>
</tr>
</tbody>
</table>

\(^{143}\)Inter-rater reliability coefficients were computed using the R package *irr*, Gamer et al. (2012)

\(^{144}\)(Hallgren, 2012)
<table>
<thead>
<tr>
<th>Condition</th>
<th>N/A</th>
<th>0.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADHD(^b)</td>
<td>N/A</td>
<td>0.00</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.61</td>
<td>5.67</td>
</tr>
<tr>
<td>Autism</td>
<td>0.87</td>
<td>7.67</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>0.94</td>
<td>12.00</td>
</tr>
<tr>
<td>Depression</td>
<td>0.92</td>
<td>43.33</td>
</tr>
<tr>
<td>Developmental disability</td>
<td>0.41</td>
<td>6.00</td>
</tr>
<tr>
<td>General mental health</td>
<td>0.48</td>
<td>48.67</td>
</tr>
<tr>
<td>Military or veteran-related mental health concerns</td>
<td>0.90</td>
<td>3.67</td>
</tr>
<tr>
<td>OCD</td>
<td>0.50</td>
<td>0.67</td>
</tr>
<tr>
<td>PTSD</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Recovery</td>
<td>0.22</td>
<td>1.00</td>
</tr>
<tr>
<td>Substance use (Alcohol)</td>
<td>0.77</td>
<td>1.33</td>
</tr>
<tr>
<td>Substance use (Illicit drugs)</td>
<td>0.80</td>
<td>6.67</td>
</tr>
<tr>
<td>Suicide</td>
<td>0.85</td>
<td>14.00</td>
</tr>
<tr>
<td>Traumatic brain injury(^b)</td>
<td>0.00</td>
<td>0.33</td>
</tr>
</tbody>
</table>

\(^a\)Average number of observations refers to mean of the number of instances in which each of the three coders coded a Tweet as having the feature being coded.

\(^b\)Code later removed from the coding scheme due to low volume of Tweets.

NA = not applicable. Could not be calculated because no Tweets were present.

**Automated coding**

The goal was to classify the 13.4 million Tweets in the working data set. This volume of Tweets would require over a decade of labor time to code manually. Instead, I develop an automated system of classification. I used the 4,760 human-coded Tweets in the training data set to build an automated coding model that can replicate the human hand-coding on a large scale. To create an automated coding model, I developed models for each characteristic of interest so that I could use the model to predict the presence or absence of each of these characteristics for any Tweet\(^{145}\).

\(^{145}\) For an example of such classification for topic relevant study, see Aphinyanaphongs et al. (2014) and Cole-Lewis et al. (2015). Cole-Lewis et al. utilize the same underlying mathematical model as this work.
In order to create a numerical representation of the text, I first transformed the coded training data set of Tweets into a spreadsheet known as a document matrix. In the matrix, every Tweet is represented as a single row, and every column represents a possible word. The number of columns is equal to the total number of different words in the entire sample of human-coded Tweets. The cells of the spreadsheet are populated with zeroes and ones representing the presence or absence of the word corresponding with a given column. To simplify the matrix, I first cleaned the documents in order to eliminate non-standard characters and reduce multiple versions of a word to a common spelling, for example turning ‘go’ and ‘going’ into a single word. There are also many words which appear very rarely in the data set: for example, a particular misspelling may occur only in a single Tweet. Such words are unlikely to provide any predictive power for identifying future tweets. Words that appear less frequently than once in 1000 Tweets were not included in the matrix146. The resulting matrix had 1,297 columns representing 1,297 distinct words present in the training data set and served as the input for the automated coding models.

The results of the modeling work produce independent prediction on the presence or absence of each characteristic of interest. The output of each automated coding model is binary and indicates the presence or absence of the Tweet characteristic of interest analyzed in that model (e.g., mental health relevance, PTSD, stigma). Each of the model predicts a single Tweet characteristic, so a distinct predictive model for each Tweet characteristic is constructed. It is of note that the coding scheme called for a primary evaluation of whether the Tweet was in fact relevant to mental health, and if it was not, no further categories were coded. This means that all 4,760 Tweets were used in the training data set to build a model predicting whether a Tweet is mental health-relevant or not and the 500 Tweets in the training data set coded for stigma by an expert were used to build a model predicting whether a Tweet contains stigmatizing content or not. Only the 1,618 mental health-relevant Tweets in the training data set were used to construct models for all other characteristics.

I compared two possible analysis strategies for use in the automated coding models - logistic regression and support vector machines (SVM). Logistic regression is a common statistical approach that provides information on how variables contribute to the outcomes. In this case, each word represented in the document matrix served as a variable that predicted whether a Tweet had the characteristic of interest being tested in that model. As the logistic model is valuable for its simplicity and interpretability only a basic regression was used. No interaction terms were tested nor was there any variable selection approaches implemented. SVM is a machine learning method designed to maximally separate observations into similar groups based on their quantifiable properties. In this case, this meant separating Tweets with a characteristic present from Tweets absent that characteristic, based on the presence or absence of specific words in the Tweet. As SVM gauges performance by the distance between classified groups, there is a penalty parameter to the distance metric based on misclassification. This penalty parameter allows for some tuning of the classifier. Different penalty parameters were tested and ultimately a penalty of C=50 was found to

---

Excluding words that have a low frequency — referred to as ‘sparse terms’, see Feinerer (2015) — helps with generalizability and prevents overfitting, Hawkins (2004). There is no standard to assess the level of frequency which is too low to be meaningful. In this case, the level was selected to reduce the number of words in our matrix while also maintaining over 1000 words to be used in the predictive model.
provide the most consistently predictive results. Given the constrained timeline that was available for this research modeling exercise it was not possible to fit a different penalty parameter for outcome variable, so 50 was used for all the variables modeled. In testing, SVM produced more accurate prediction as determined by comparing several statistics that serve as indicators of model performance (area under the curve, true positives, and true negatives) that are described in detail in the next section. As a result, I elected to use SVM for the automated coding models, and I present the results and performance below\textsuperscript{147}.

**Model performance and selection**

In this section I review the quality of performance of our SVM-based automated coding models in predicting from the training data set whether a Tweet has a characteristic that is relevant to the research question. When considering model performance, I review the following statistics, presented in Table 3.7 for each automated coding model:

- **Area under the Curve (AUC)** - a summary statistic of the number of accurate predictions that a model makes. In other words, it is a summary metric of the number of times the automated coding model codes a Tweet in the same way that a human coder coded it. An AUC of 1 indicates perfect agreement between the value predicted by the model and the human-assigned value, and an AUC of 0.5 indicates that the model predictions are no better than chance\textsuperscript{148,149}.
- **True positives** - the number of Tweets that were predicted to contain the code of interest by the automated coding models and were coded as such by human coders.
- **False positives** - the number of Tweets that were predicted to not contain the code of interest by the automated coding models but were identified as having that code by the human coders.
- **True negatives** - the number of Tweets that were predicted to not contain the code of interest by the automated coding models and were coded as not having that code by the human coders.
- **False negatives** - the number of Tweets that were predicted to contain the code of interest by the automated coding models but were identified as not having the code of interest by human coders.
- **Total actual positives** – the number of Tweets that were identified by the human coders as having the code of interest. Total actual positives are always the sum of true positives and false negatives.
- **Total actual negatives** – the number of Tweets that were identified by the human coders as not having the code of interest. Total actual negatives are always the sum of true negatives and false positives.

\textsuperscript{147} Interested readers may find more details and theory on automated coding model approaches in Bishop (2006)
\textsuperscript{148} Huang and Ling, (2005)
\textsuperscript{149} For a discussion of the challenges of AUC and the need to report the types of errors and not simply overall error see Lobo, Jiménez-Valverde and Real (2008)
Though no formal procedure exists for determining the quality of model performance, I relied on several rules of thumb to examine the models listed in Table 3.7. I examined AUC to identify models that had lower values relative to other models. Based on personal experience and the range of values across the models, AUC values below 0.700 appears to represent models that are low performing relative to the rest of the models\textsuperscript{150}. Also, I tried to examine models to determine where there might be a high number of false negatives relative to true negatives or a high number of false positives relative to true positives. Combining the AUC analysis with the false positive/false negative analysis allowed for the selection of effectively modeled characteristics.

\textsuperscript{150} I note that the baseline model for topic classification for Twitter's internal researchers has an AUC of .72, so I elect to use .7 as a baseline for which to judge our models. See Yang et al. (2014)
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Model retention</th>
<th>AUC</th>
<th>True Positive s</th>
<th>False Positive s</th>
<th>True Negative s</th>
<th>False Negative s</th>
<th>Total Actual Positive s</th>
<th>Total Actual Negative s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>●</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental health relevance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevance</td>
<td>●</td>
<td>0.864</td>
<td>1026</td>
<td>331</td>
<td>2811</td>
<td>592</td>
<td>1618</td>
<td>3142</td>
</tr>
<tr>
<td>Type of content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appropriation</td>
<td>●</td>
<td>0.785</td>
<td>305</td>
<td>143</td>
<td>916</td>
<td>241</td>
<td>546</td>
<td>1059</td>
</tr>
<tr>
<td>Information</td>
<td>●</td>
<td>0.750</td>
<td>400</td>
<td>263</td>
<td>726</td>
<td>217</td>
<td>617</td>
<td>989</td>
</tr>
<tr>
<td>Mental health resources</td>
<td>●</td>
<td>0.869</td>
<td>20</td>
<td>0</td>
<td>1574</td>
<td>23</td>
<td>43</td>
<td>1574</td>
</tr>
<tr>
<td>Other-focused</td>
<td>●</td>
<td>0.668</td>
<td>72</td>
<td>106</td>
<td>1213</td>
<td>219</td>
<td>291</td>
<td>1319</td>
</tr>
<tr>
<td>Self-focused</td>
<td>●</td>
<td>0.734</td>
<td>393</td>
<td>272</td>
<td>721</td>
<td>226</td>
<td>619</td>
<td>993</td>
</tr>
<tr>
<td>Topic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abuse</td>
<td>●</td>
<td>1.000</td>
<td>1</td>
<td>0</td>
<td>1610</td>
<td>6</td>
<td>7</td>
<td>1610</td>
</tr>
<tr>
<td>Addiction</td>
<td>●</td>
<td>0.972</td>
<td>207</td>
<td>19</td>
<td>1368</td>
<td>20</td>
<td>227</td>
<td>1387</td>
</tr>
<tr>
<td>ADHD</td>
<td>●</td>
<td>0.940</td>
<td>0</td>
<td>0</td>
<td>1608</td>
<td>9</td>
<td>9</td>
<td>1608</td>
</tr>
<tr>
<td>Anxiety</td>
<td>●</td>
<td>0.913</td>
<td>23</td>
<td>11</td>
<td>1556</td>
<td>26</td>
<td>49</td>
<td>1567</td>
</tr>
<tr>
<td>Autism</td>
<td>●</td>
<td>0.927</td>
<td>51</td>
<td>1</td>
<td>1540</td>
<td>25</td>
<td>76</td>
<td>1541</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>●</td>
<td>0.983</td>
<td>109</td>
<td>3</td>
<td>1499</td>
<td>6</td>
<td>115</td>
<td>1502</td>
</tr>
<tr>
<td>Depression</td>
<td>●</td>
<td>0.997</td>
<td>418</td>
<td>4</td>
<td>1190</td>
<td>5</td>
<td>423</td>
<td>1194</td>
</tr>
<tr>
<td>Developmental disability</td>
<td>●</td>
<td>0.972</td>
<td>36</td>
<td>2</td>
<td>1565</td>
<td>14</td>
<td>50</td>
<td>1567</td>
</tr>
<tr>
<td>General mental health</td>
<td>●</td>
<td>0.907</td>
<td>184</td>
<td>60</td>
<td>1256</td>
<td>110</td>
<td>294</td>
<td>1316</td>
</tr>
<tr>
<td>Military or veteran-related mental health concerns</td>
<td>●</td>
<td>0.947</td>
<td>5</td>
<td>1</td>
<td>1593</td>
<td>17</td>
<td>22</td>
<td>1594</td>
</tr>
<tr>
<td>Condition</td>
<td>Value</td>
<td>Precision</td>
<td>Recall</td>
<td>F1 Score</td>
<td>Support</td>
<td>True Positives</td>
<td>False Positives</td>
<td>True Negatives</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>-------</td>
<td>-----------</td>
<td>--------</td>
<td>----------</td>
<td>---------</td>
<td>----------------</td>
<td>-----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>OCD</td>
<td>1.000</td>
<td>20</td>
<td>1</td>
<td>1592</td>
<td>4</td>
<td>24</td>
<td>1593</td>
<td></td>
</tr>
<tr>
<td>PTSD</td>
<td>0.968</td>
<td>20</td>
<td>0</td>
<td>1586</td>
<td>11</td>
<td>31</td>
<td>1586</td>
<td></td>
</tr>
<tr>
<td>Recovery</td>
<td>0.589</td>
<td>0</td>
<td>0</td>
<td>1610</td>
<td>5</td>
<td>5</td>
<td>1610</td>
<td></td>
</tr>
<tr>
<td>Substance use disorder (alcohol)</td>
<td>0.953</td>
<td>3</td>
<td>1</td>
<td>1604</td>
<td>9</td>
<td>12</td>
<td>1605</td>
<td></td>
</tr>
<tr>
<td>Substance use disorder (illicit drugs)</td>
<td>0.930</td>
<td>14</td>
<td>4</td>
<td>1570</td>
<td>29</td>
<td>43</td>
<td>1574</td>
<td></td>
</tr>
<tr>
<td>Suicide</td>
<td>0.991</td>
<td>176</td>
<td>5</td>
<td>1430</td>
<td>6</td>
<td>182</td>
<td>1435</td>
<td></td>
</tr>
<tr>
<td>Traumatic brain injury</td>
<td>0.977</td>
<td>5</td>
<td>0</td>
<td>1608</td>
<td>4</td>
<td>9</td>
<td>1608</td>
<td></td>
</tr>
<tr>
<td><strong>Stigma</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mental illness stigma</td>
<td>0.804</td>
<td>42</td>
<td>9</td>
<td>384</td>
<td>68</td>
<td>110</td>
<td>393</td>
<td></td>
</tr>
</tbody>
</table>

The total actual positives and total actual negatives columns contain the counts of presence or absence of a code in the training data set that was used to train the automated coded models.
A review of Table 3.7 indicates that the automated coding models performed well for most categories, including mental health relevance, many of the topic codes, and stigma. For these categories, AUCs were sufficiently high, and examination of false positives compared to true positives and false negatives compared to true negatives did not yield an indication of poor performance. I elected to apply these models (i.e., the models with a green circle in the model retention column) to the larger Twitter data set.

Several models performed too poorly to consider using (those with red circles in the model retention column). I also examined models for the following characteristics for potential poor performance but ultimately decided to retain them: type of content codes for information and self-relevant and the topic code for military and veteran-related mental health concerns. Examining the model performance revealed that many of the poorly performing models were those for which that topic of interest occurred infrequently in the training data set. Specifically, many of the models that failed have only 5 to 22 occurrences. This makes it unlikely that an accurate model can be developed to predict such a rare event without significantly expanding the size of the training data.

The type-of-content codes were among those that performed somewhat poorly. The presence of appropriation, informational content, and self-focused content was difficult to predict, and these models had an AUC of 0.75. Because these categories were critical to understanding Tweet content and the AUCs for these categories were at threshold, I retained these models. Another type of content code capturing whether Tweet content is other-focused was not retained because of the AUC below 0.70 and because it yielded more false positives than true positives.

Modeling type of content is likely more challenging than modeling, for example, topic, due to the nature of the category. While there are likely keywords for identifying mental health topics that clearly indicate whether a feature is present or absent (e.g., most Tweets about depression will have some version of the word ‘depression’), there may not be equivalent keywords for considering type of content. For example, if trying to identify whether a Tweet is self- or other-focused, words like “I” and “you” are too common to be unique keywords. Thus the models for predicting type of content rely on patterns of co-occurrence among words to make predictions.

Applying each model I opted to retain yielded a prediction of the number of Tweets in the working data set of 13.4 million Tweets that would have that characteristic (see Table 3.8).
### Table 3.8 Volumes of Tweet Predictions in Working Data Set

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Predicted Count in Working Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mental health relevance</strong></td>
<td></td>
</tr>
<tr>
<td>Relevant</td>
<td>2,277,092</td>
</tr>
<tr>
<td><strong>Type of content</strong></td>
<td></td>
</tr>
<tr>
<td>Appropriation</td>
<td>681,514</td>
</tr>
<tr>
<td>Information</td>
<td>697,206</td>
</tr>
<tr>
<td>Mental health resources</td>
<td>16,837</td>
</tr>
<tr>
<td>Self/Personal</td>
<td>924,806</td>
</tr>
<tr>
<td><strong>Topic</strong></td>
<td></td>
</tr>
<tr>
<td>Addiction</td>
<td>151,059</td>
</tr>
<tr>
<td>Anxiety</td>
<td>3,404</td>
</tr>
<tr>
<td>Autism</td>
<td>41,672</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>141,817</td>
</tr>
<tr>
<td>Depression</td>
<td>249,397</td>
</tr>
<tr>
<td>Development disability</td>
<td>13,579</td>
</tr>
<tr>
<td>General mental health</td>
<td>321,477</td>
</tr>
<tr>
<td>Military or veteran-related mental health concerns</td>
<td>473</td>
</tr>
<tr>
<td>OCD</td>
<td>26,128</td>
</tr>
<tr>
<td>PTSD</td>
<td>9,468</td>
</tr>
<tr>
<td>Substance use (illicit drugs)</td>
<td>11,687</td>
</tr>
<tr>
<td>Suicide</td>
<td>111,318</td>
</tr>
<tr>
<td><strong>Stigma</strong></td>
<td></td>
</tr>
<tr>
<td>Mental illness stigma</td>
<td>220,991</td>
</tr>
</tbody>
</table>

Working data set, N = 13,432,321

---

**Modeling approach comparison**

Neural Nets (NN) are a popular machine learning approach that I was not able to test during the initial classification work because of time constrains. In this section I explore the potential use of this method for the problem of classifying Tweets according to type and topic (see table 3.5 for definitions and examples). A NN is a machine learning approach that uses the logic of human neurons to construct a predictive model and has been gaining attention for its ability to solve very complex problems. Recently, NNs were used by Google subsidiary Deep Mind to build Alpha Go, the first computer engine that was able to best a top human Go player\(^\text{151}\). This was a feat that until recently was not considered feasible due to the incredible large number of possibilities in Go.

\(^{151}\) (Moyer, 2016)
NNs may also be an effective method for the complexity of a task such as language interpretation and text classification. A neural net is a system of networked neurons. A neuron in this case is an algorithm that takes the sum total of inputs and based on threshold rules produced a single output. The function that determines this threshold is predetermined in designing the architecture. The inputs to the neuron are weighted, and it is these weights which are iteratively optimized in the machine learning approach to make sure that the neuron outputs the correct value for a given case of training data. The strength of a neural network is that by using multiple neurons any relationship can be effectively approximated. This feature of interconnected neurons is what makes NNs ideal for complex problems.

The downside of neural networks is their complexity and relative immaturity of the field. Because of the structure of NNs it is exceedingly difficult to understand how inputs drive the outputs. There is little ability to extrapolate which inputs have the largest influence and which have none. There is no empirical rule for what network size a given problem requires. The amount of interactions between the various nodes means that best numerical methods for minimizing the error terms are unclear and vary from problem to problem. Additionally, as a result of the novelty of this method there are few mature tools to implement and interpret them. Neural nets were first implemented computationally in 1954\textsuperscript{152}, but because of the amount of computation that is required there was little work using the approach until 2009 when the method produced high performance for pattern recognition\textsuperscript{153}. The relative recent uptake of the methods means that there is little work comparing various structural features of networks, the optimization procedures, or tools for parsing out the internal workings of the algorithm. Additionally, as I discovered in this work, the implementation of neural nets that do exist can vary significantly.

The approach used for this comparison was initially to compare the performance of various neural net architectures to versions of the SVM classifier for all the outcome variables studied in this dissertation. This was done by examining SVM with a radial basic function kernel and several penalty parameters and a single layers neural network with 1 to 7 nodes. Both models were tested with a 10-fold cross validation approach. However, the run time for the total process was several weeks of computing time\textsuperscript{154}. After completing the run an error was discovered in the model formulation and the results had to be discarded. I elected not to repeat the process because of the large run time and the limited value of the comparison of all outcome variables. That exercise demonstrated the challenge of working with neural nets: the huge amounts of computation required means that neural nets are poorly suited to iterative modeling and experimentation.

Instead of focusing on how NNs compare with SVM across multiple outcome variables I focused on understanding how to make a neural net that would be best suited for my task of classifying Tweets. To do this I utilized two R libraries, \texttt{nnet}\textsuperscript{155} and \texttt{neuralnet}\textsuperscript{156}. I found that the two libraries under default parameters (set to identify categorical not continuous variables) produce

\textsuperscript{152} (Farley and Clark, 1954)
\textsuperscript{153} (Graves and Schmidhuber, 2009)
\textsuperscript{154} The machine used was a server with 16 CPU cores, and 128gb of RAM.
\textsuperscript{155} (Ripley and Venables, 2011)
\textsuperscript{156} (Fritsch, Guenther and Guenther, 2012)
consistently different results. *Nnet* performed approximately 5 points better on the AUC metric across all architectures. This result was consistent for multiple runs and various levels of cross validation. The consistency of the difference indicates that the discrepancy was not a result of variance of fit but was an actual performance difference.

In investigating the difference between the two libraries I found a limitation of current tools available for neural nets and challenge of implementing this approach. The *nnet* library, which classified data more accurately, provided very little documentation and very few parameters that could be tuned, while the *neuralnet* library allowed for much finer control. *Neuralnet* provides the ability to set the algorithm used to compute the optimal weights within the neural networks as well as tune the parameters within the algorithm. It is difficult to judge how the type of algorithm used for optimization will affect the model performance so simply testing various features is required. After testing the algorithms offered I was able to find a set of options that allows *neuralnet* to have a performance result comparable to *nnet*. I used traditional back-propagation with a learning rate of 0.01. This produced model performance within 2 points of *nnet*. Based on the documentation included in *nnet*, I believe that the library is based on a back-propagation approach though I cannot be certain.

However the speed of calculation was still drastically different between the two approaches. *Nnet* was able to obtain better results in approximately 1/20 of the time of *neuralnet*. Examining the log files from the calculations it appears that *neuralnet* has much stricter rules for when it defines a function to have converged at the optimum, which means that the *neuralnet* implementation continues to search for an optimum for many more calculation iterations than *nnet*. *Nnet* typically settles on an optimum in 100 iteration steps while *neuralnet* will often calculate to 100,000 iterations. It is not clear from the documentation what each library defines as iteration (a cycle of optimization of parameters). When I have attempted to restrict the number of iterations used by *neuralnet* or alter its threshold for determining convergence to the optimum the model could not be successfully calculated.

Ultimately, I did a model comparison using the default parameters of *nnet*, examining the various sizes of neural network architecture and compared them to the SVM results. The testing was done using 5-fold validation to minimize variance in performance while maintaining practical computation time. The testing was done for a six outcome variable, see tables 3.9 and 3.10. Additionally, the largest, 100 node network, was run for only one variable: relevance. The reason is that even with *nnet*'s comparatively fast computation speed large networks still take a significant amount of time and the largest networks that I tested had a runtime of over a day. Given time constraints I elected to use the largest NN to analyze the variable with the greatest number of observations with the greatest amount of variation and a handful of other variables with fewer cases. The other five variables – appropriation, other person focus, depression, general mental

---

157 Back-propagation is the standard approach for constructing supervised (known outcome) NNs. Back-propagation is the method where the error of the final estimate is fed back into the network so that each node gets assigned a value for its relative contribution to the error. Learning rate refers to increment at which the relative importance of each neuron is adjusted, with smaller learning rates resulting in a faster network construction but less accurate results. For additional details, see Hecht-Nielsen (1989).
health, and stigma—were selected to include a range of performance values with SVM. The best performing SVM model was depression and the worse was other person focus. All neural networks considered were single layer as it is theoretically sufficient to approximate any function of inputs to outputs\textsuperscript{158}. Additionally, \textit{nnet} does not allow for multilayered architecture. Below, Tables 3.9 and 3.10 show the performance of the models, table 3.11 compares the two approached.

### Table 3.9 Neural Net AUC Performance

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Number of Nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Relevance</td>
<td>0.86536</td>
</tr>
<tr>
<td>Appropriation</td>
<td>0.81296</td>
</tr>
<tr>
<td>Other Person</td>
<td>0.66096</td>
</tr>
<tr>
<td>Depression</td>
<td>0.99783</td>
</tr>
<tr>
<td>General MH</td>
<td>0.95162</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.95042</td>
</tr>
</tbody>
</table>

Note: Model is a single layer NN, performance is evaluated with a 5 fold cross validation approach. Highest AUC values for each variable are highlighted.

### Table 3.10 Support Vector Machine AUC Performance

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Cost Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>Relevance</td>
<td>0.88847</td>
</tr>
<tr>
<td>Appropriation</td>
<td>0.79581</td>
</tr>
<tr>
<td>Other Person</td>
<td>0.65093</td>
</tr>
<tr>
<td>Depression</td>
<td>0.97683</td>
</tr>
<tr>
<td>General MH</td>
<td>0.83740</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.80054</td>
</tr>
</tbody>
</table>

Note: Model is an SVM with Radial Basis Function Kernel; performance is tested with a 5 fold cross validation approach. Highest AUC values for each variable are highlighted.

### Table 3.11 Comparison of Support Vector Machine and Neural Network Optimum Models

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>NN Optimal</th>
<th>SVM Optimal</th>
<th>NN AUC – SVM AUC</th>
<th>Best Performing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance</td>
<td>0.90362</td>
<td>0.89641</td>
<td>0.01</td>
<td>NN, 40 nodes</td>
</tr>
<tr>
<td>Appropriation</td>
<td>0.84003</td>
<td>0.81926</td>
<td>0.02</td>
<td>NN, 10 nodes</td>
</tr>
<tr>
<td>Other Person</td>
<td>0.68341</td>
<td>0.68211</td>
<td>0.00</td>
<td>NN, 5 nodes</td>
</tr>
<tr>
<td>Depression</td>
<td>0.99783</td>
<td>0.98723</td>
<td>0.01</td>
<td>NN, 1 node</td>
</tr>
<tr>
<td>General MH</td>
<td>0.95162</td>
<td>0.86639</td>
<td>0.09</td>
<td>NN, 1 node</td>
</tr>
<tr>
<td>Anxiety</td>
<td>0.95282</td>
<td>0.91616</td>
<td>0.04</td>
<td>NN, 40 nodes</td>
</tr>
</tbody>
</table>

\textsuperscript{158} (Hornik, 1991)
In reviewing the comparison of results, Table 3.11, NN outperformed SVM for all categories tested. However the classification performance improvement varied greatly across the different categories: there was almost no improvement in the classification of ‘other person’ focused Tweets, and a large improvement in classification performance of ‘general mental health’. The variability in performance makes it difficult to assess the value of the significant computational time and methodological difficulty required for the construction of a NN classifier. Additionally there is little pattern in the NN architecture that performed the best. There is no rule for what the optimum number of nodes in a network might be. A review of programming forums found that the recommended number lies somewhere between 1 and the number of predictors in the data set. It may be that at much higher volumes of nodes there would be a significant performance improvement but it is computationally prohibitive to test in this use case. Additionally, 100 nodes did not perform 40 nodes when I tested it for the relevance variable; though, this only is a single test case, see Table 3.9. Similarly, there is no consistent cost parameter that optimized SVM for all problems, Table 3.10.

The best statistical approach for modeling text data appears to be dependent on the outcome variable of interest and the time and computational resources available. There is no single architecture that performs best for every category of text classification for mental health Tweets. Finding the highest performing model requires iteratively tuning the parameters of a given approach for the specific outcome. Additionally the best method for a given task is not necessarily the best performing one. This work illustrates the power of neural network but also the very high complexity of implementation and the very large computational overhead. For the task of classifying a large volume of text data to understand overall sentiment and topics of interest SVM appears to be preferable to NN.

Network analysis

To better understand how mental health engaged Twitter users communicate with each other and the campaigns, I conducted a network analysis. I focused on directed Tweets in which one user addresses another (as opposed to undirected Tweets which are posts meant to be read by anyone on Twitter and reTweets that involve reposting another other users' Tweets). I used the directed Tweets to identify instances of users communicating with others, and used these connections as inputs into the igraph package for R to construct a social network of how users are linked by communication about mental health. This analysis focuses on the communication ties between users who are engaged with mental health. This means the conclusions are focused on understanding the structure of the mental health conversation, not the ways in which the mental health conversation fits into the overall network structure of Twitter.

Social networks often give rise to groups of people, known as “communities,” which can be defined as nodes connected more densely inside the group than to individuals outside of the group. Constructing a social network based on directed Tweets allows me to understand if communities of users communicate about mental health in ways that are distinct from overall patterns observed in

\[\text{(Csardi and Nepusz, 2006)}\]
the 2.3 million mental health-relevant Tweets in the working data set. Doing so also allows me to determine if these communities are distinct from each other in meaningful ways. I can also understand whom campaign-related Twitter content reaches, how far campaign messages are spreading, and if there are groups of people that converse about topics that are relevant to the campaigns \(^{160}\).

Understanding how the conversation about mental health may vary for an individual based on with whom they communicate and understanding how the campaigns are spreading online required two different methods of network construction. To understand the variation in the overall conversation about mental health on Twitter, I had to reduce the number of observations that did not have meaningful mental health information. The general mental health conversation includes data from spam accounts (which post in ways intended to avoid detection by Twitter’s automated detection methods) and users which are influential outside of the mental health context (e.g., celebrities) but are not central to the mental health conversation being studied. As a result, I focused on mental health-relevant Tweets from our working data set that were directed Tweets. Undirected Tweets were not included as they do not mention another user, making such tweets irrelevant for the goal of our social network analyses – to identify connections among users. ReTweets were omitted because often the audience for the reTweet is unclear, and reTweets are often associated with spam accounts. After omitting undirected Tweets and reTweets, a large volume of Tweets was available to construct a network (534,000 connections among 777,000 users).

Understanding the conversation network around the DoD campaigns required a different social network construction than for the overall conversation. I was unable to detect communities focused on military or veteran mental health issues associated with the campaigns inside the network constructed of direct messages (as discussed above). However, including reTweets, in addition to directed messages did allow for the detection of such communities. The conversation related to the campaigns was a much smaller and much more clearly defined than overall conversation about mental health. This meant that the concerns that led to the exclusion of reTweets for the general conversation – spam accounts, unrelated celebrity Tweets, computational restrictions – were not relevant. Instead maximizing the information available was more important. To understand the network of campaign-engaged users I created a network from the total data set of 2.3 million mental health-relevant Tweets (directed messages and reTweets), located the campaign-engaged users within that network, and identified which communities they belonged to. The data set of campaign related-Tweets contained a small number of users (n = 10,134) who engaged with the campaigns. Of those 10,134 users, I identified 9,123 users present within the data set of 2.3 million mental health-relevant Tweets.

Having constructed these two networks of mental health communication I focused on detecting communities within the networks. Community detection involves identifying clusters of users that

are densely interconnected with each other but separate from users outside of the group. To identify clusters, I used the walktrap method as it has been shown effective for large networks such as the network we were analyzing\textsuperscript{161}. I identified communities made up of users that sent or received directed Tweets about mental health to each other. Community detection is a computationally intensive task, and thus it was not feasible to perform community detection on the network constructed with directed Tweets and reTweets. To address this, I performed community detection on the subset of all nodes with two or more network connections. I eliminated all users with only one connection – the users that were most peripheral to the networks and users that were part of very small clusters. The community detection algorithm identifies communities within larger network components and also labels isolated components as communities. By eliminating the nodes with only a single connection, clusters of two users were not identified as communities but other small clusters of users remained and were identified as communities. This step reduced the size of the network from 1.6 million users with 1.4 million connections to 352,000 users and 418,000 connections, which made the task computationally feasible. The network that I constructed without the use of reTweets (534,000 users, 777,000 connections) was computationally tractable without a size reduction and therefore community detection was performed on the full 534,000 user network.

I used the community structure of networks to understand the characteristics of the mental health-relevant content shared within different communities. I examined how mental health discourse varies among communities and if there are outlier communities with particular high volumes of a particular type of content, content focused on specific mental health topics, or stigmatizing content. I examined communities with particularly high levels of stigma in their posts, as well as high volumes of posts related to the topics of PTSD, depression, substance use disorders, and suicide. I also explored the distribution of message by type and topic for communities that are engaged with the campaigns in order to understand the kind of users that the campaigns are reaching.

I also examined some measures of centrality to understand the importance of users within the social network of mental health discourse. I opted to explore eigenvector centrality because it serves as a measure of importance that considers the number of connections that a user has as well as the number of connections that those connections have. Users with higher eigenvector centrality scores are connected to many well-connected users, and thus are likely to serve as a central hub for effective distribution of content. This approach aligns well with the notion that effective dissemination of mental health public awareness campaign content on Twitter depends upon the ability of a user to propagate messages and influence the conversation around mental health. This analysis of centrality does not address the centrality of user within the broader Twitter network, focusing instead on the active members of the mental health conversation.

\textsuperscript{161} (Pons and Latapy, 2005)
Chapter 4: Characterizing the Mental Health Conversation

Introduction

This chapter is the first chapter discussing the results of this analysis. It focuses on answering the first policy question and its constituent parts. The core question is how to describe what is being said on Twitter about mental health.

P1. Which mental health topics are characterized by positive and supportive discourse and which are discussed in a stigmatizing way?
   P1R1. What is the type, topic, and tone of mental health content on Twitter?
   P1R2. Does the type and tone of mental health focused content vary across the network communities of users posting mental health focused tweets?

In this chapter I discuss the types of messages that people post on Twitter and find that self-focused are the most prevalent but other types are also present in large volumes. In analyzing the stigma content of the mental health relevant Tweets I find that approximately 10% contain stigmatizing content. General mental health is the most common topic of discussion, while depression, suicide, anxiety and addiction are also common. In analyzing the social network structure of Twitter communication I find that some users do engage with mental health in groups and that these groups are heterogeneous, focusing on distinct topics and have distinct types of conversation.

Most mental health content on Twitter is self-focused and few Tweets share mental health resources

Panel A in Figure 4.1 depicts the number of Tweets that feature different types of content. The most common type of message are self-focused. Tweets containing informational content account for about one-third of total Tweet volume. Tweets that feature appropriation (that is, using mental health terms to describe things and not people [e.g., ‘the weather is bipolar’] and using mental health language to describe emotional states [e.g., ‘I am going insane watching this football game’]) account for another third. Few Tweets involved the provision of mental health resources. These findings suggest that Twitter users are often discussing mental health in a self-relevant way. However, the prevalence of Tweets that are informational suggests that they are using Twitter for other purposes as well.

Panel B in Figure 4.1 depicts the number of Tweets that focus on each of the different topics included in the coding scheme. General discussion of mental health (without focus on a specific disorder) is the topic most commonly discussed. Other frequently discussed topics include addiction, bipolar disorder, depression, and suicide.
Approximately 10 percent of mental health-relevant Tweets are stigmatizing

Most Tweets were not coded as being stigmatizing. Ten percent of the 2.2 million mental health relevant Tweets were stigmatizing. Figure 4.1, Panel A shows that the proportion of content that was coded as stigmatizing is similar across Tweets coded as containing appropriation (13 percent), information (10 percent), or that were self-focused (7 percent). Figure 4.1, Panel B shows that most Tweets about most topics were not stigmatizing, with the exception of Tweets coded as discussing developmental disabilities, of which, 99.6 percent were stigmatizing. A larger proportion of Tweets focused on general mental health (20 percent) were stigmatizing (when comparing to the proportion of stigmatizing Tweets present for most other topics).

Tweet types and topics were related to each other in several different ways, see Figure 4.2. More Tweets about addiction and bipolar disorder contained content coded as appropriation relative to Tweets about other topics. An informal review of Tweets about addiction and bipolar disorder suggest that these findings may be driven by casual and colloquial use of terms like “addicted” and “bipolar” that are not in line with correct clinical use of the terms. I also note that a large volume of Tweets about depression are also self-focused, which is likely reflective of the positive correlation between self-focus and negative affect documented in psychological literature (Mor and Winquist, 2002). Finally, I note that Tweets focused on general mental health are most often coded as informational, which may be reflective of a general conversation about mental health.

Figure 4.1 Distribution of Tweets by Type of Content and Topic

![Figure 4.1 Distribution of Tweets by Type of Content and Topic](image)

Note. Panel A shows the distribution of type of content. Panel B shows the distribution of Tweets by topic. The distributions are independent each other, and codes are not mutually exclusive. The bars are stacked; the blue bar represents the part of each feature that is stigmatizing. See table 3.5 for definitions of type and topic categories.
Network community conversations about mental health vary in types and topics of Tweets

The social network analysis of mental health-relevant Tweets revealed over 126,000 communities, many of which are very small (e.g., pairs of users). Thus, I focus the analyses on the 96 communities that had at least 25 members and 150 mental health-relevant Tweets. I focused much of the interpretation on these larger communities because I wanted to ensure that there were adequate numbers of members and mental health-related activity to draw conclusions about community conversations. To provide illustrative examples of variation in mental health discourse among different communities, I identified four communities with the highest proportion of Tweets related to four mental health and substance use-related topics (i.e., addiction, depression, PTSD, and suicide) that are important concerns for service member and veteran mental health\textsuperscript{162}. The distribution of content for those communities is in Figure 4.3. These graphs represent the distribution of all content posted by users belonging to communities with the high proportion of the characteristic of interest. Of note, the patterns of Tweet types and topics for all four communities differ from the overall patterns observed in Figure 4.1.

\textsuperscript{162} (Bray et al., 2010)
Figure 4.3 Characteristics of Tweet Types and Topic for Four Communities with High Proportions of Tweets About Addiction, Depression, PTSD, and Suicide
Among large communities with mental health conversations, 71 percent demonstrated low levels of stigma in community conversations

I also looked across the 96 larger communities to understand if volume of stigmatizing content varies across communities. Figure 4.4 shows the count of communities with different proportions of Tweets coding as being stigmatizing. For 69 of the 96 communities, about 10 percent of Tweets were stigmatizing. I manually examined the content of the two outlier communities for which 45 and 75 percent of their Tweets were stigmatizing. These two communities appear to consist largely of spam accounts that do not represent conversation among typical Twitter users. I identified one additional community with high rates of stigmatizing content (30 percent of total content). Examination of this community indicated that it was largely populated by fans of pop music group One Direction. Tweet content was mostly focused on users using mental health terms when expressing strong emotions (e.g., “@Real_Liam_Payne you don't know, but you save me everyday and I don't make a suicide, thank you so much for all, Liam I love you x1178”).

Figure 4.4 Variation in Proportion of Stigmatizing Tweets Across Communities

---

163 A manual review of the content posted in these two communities showed many Twitter users that engage in “follower trading” in which individuals operate with the goal of creating accounts with a high number of followers which can then be sold or rented for profit.
I also examined the type and topics of Tweets among the four communities with the highest proportions of stigmatizing Tweets (excluding the previously mentioned communities that consisted of scam accounts) (see Figure 4.5). I chose to focus on communities where stigmatizing Tweets made up over 20 percent of the communities’ Tweets as this allowed me to manually examine a manageable number of communities. Patterns of Tweet type and topics seem to largely resemble overall patterns in Figure 4.1. Communities A, C and D all have self-focused content as the largest single category of type of content, with appropriation and information individually having slightly less volume. The topic distribution for these communities was also similar to the overall topic distribution – general mental health was the single largest, with addiction, bipolar disorder, depression and suicide being the other major categories. There were some community specific differences from the overall trend – community A has larger proportion of developmental disability Tweets, community D has proportionally less depression focused Tweets – but none of these appeared to be consistent across multiple stigmatizing communities. Community B followed a different pattern of conversation. It is categorized by having appropriation as the major type of Tweet, and general mental health as almost the only topic of message posted. Given its limited amount of topic specific conversation and high amount of appropriation content it may be possible that the community conversation being detected is in fact the stigmatizing language used in part of a larger group conversation. This uncertainty is a limitation of the network construction methods I used: I did not capture the complete volume of posts by Twitter accounts, only having access to mental health specific content. It may be possible that the users that I identify as being in Community B are part of a larger unrelated group, and are a subset that happened to have used some language appropriated from mental health. Overall, the discourse among three of the four most highly stigmatizing communities did not differ significantly from the patterns seen in the overall data set. This suggests that many stigmatizing communities are not topic-focused but rather that stigma is simply part of their discussion of mental health topics.
Figure 4.5 Characteristics of Tweet Types and Topic for Four Highly Stigmatizing Communities
Chapter 5: Changes over time

Introduction

This chapter builds on the results described in the prior chapter and examines how the various characteristics of the online conversation about mental health change over time\textsuperscript{164}. Additionally, this part of the analysis includes a review of the performance of the DoD sponsored campaigns to change attitudes towards mental health and mental health treatment. Initially the goal of studying the campaigns was to examine how the campaigns alter the online conversation, but as the campaigns proved to be too small to have an impact on the general conversation they are instead presented here as a case of study of the application of the social media analytic methods developed in this dissertation. The questions that this chapter seeks to answer are as follows:

P2. What are the longitudinal trends in content and sentiment of Twitter conversation around mental health and mental health treatment?

P2R1. Is there a change in the sentiment of the conversation? The topics? The type of content?

P2a. Do sentiment and topic changes correlate with activities of DoD public messaging social media campaigns?

P2aR1. Have there been changes in the online conversation that correlate with the DoD public messaging campaign efforts?

P2aR2. Does engagement with DoD social media campaigns vary across the communities of engaged Twitter users?

Overall, the conversation about mental health is improving in terms of stigma and awareness. The levels of stigma in the conversation are declining over time. This decline is consistent across all topics. Interest in mental health as a general topic of conversation is increasing. The public messaging campaigns studied are not large enough to impact this trend. However, the campaigns are generating engagement, and Real Warriors, which has been most active on Twitter, is generating greater engagement over time. I also see evidence that there is a community of people that are interested in the messages delivered by the campaigns.

Longitudinal trends in mental health discourse on Twitter

Tweet types and topics have changed over time with increases in informational content and discussion of general mental health and decreases in stigmatizing content. I conducted a longitudinal analysis of mental-health related Tweets from 2009 through 2016 (see Figure 5.1). To account for changing Tweet volumes over time, Tweet volumes were normalized by dividing by the total volume of mental-health relevant Tweets. I opted to analyze the proportion of mental-health relevant Tweets that were coded as each different Tweet type and topic.

As shown in Figure 5.1, Panel A, the proportions of mental-health relevant Tweets that are self-focused or that use appropriation decline over time. Informational Tweets slightly decreased

\textsuperscript{164} All trend analysis is performed using data normalized for daily volumes of Tweets collected.
until the end of 2012 and have increased since. Despite increases in informational Tweets, the proportion of Tweets that contain mental health resources has remained steady over time.

I also see changes in Tweet topics over time (see Figure 5.1, Panels B and C). One of the most prominent trends is an increase in the volume of Tweets focusing on general mental health, which may suggest increasing engagement among Twitter users with the issue of mental health as a whole or perhaps changes in the prevalence of mental health disorders among the general population. Also, discussion of PTSD sharply increased in 2012, which may reflect the burgeoning discussion of mental health coinciding with the return of troops from Iraq and Afghanistan (e.g., the Presidential Executive Order #13625 establishing the Interagency Task Force on Military and Veterans Mental Health was issued in August 2012). Corresponding with this, I see a spike in military or veteran-related mental health discussion in mid-2012, followed by a decrease. However, caution is needed as this trend line was derived from very little data and the confidence intervals for the trend line are wider than the full range of values depicted in panel C. There is very little confidence in the specific pattern of military and veteran-related mental health discussion. Other trends of note include discussion of depression increasing until 2013 then slightly declining and discussion of bipolar disorder increasing from 2009 to 2012 before slightly declining.

The change in Tweets containing stigmatizing content over time is depicted in Figure 5.1, Panel D. The proportion of mental-health relevant Tweets that are coded as stigmatizing are declining over time, with a steady decline since a peak in 2011. In reviewing the decline of stigma seen in Figure 5.1, I analyzed the trend in stigma for each individual characteristic. The decline that is seen in the overall data set is occurring in all of the individual characteristics and at approximately similar rates. This suggests a greater awareness and acceptance for mental health issues overall and not simply greater awareness of a single common condition.
Figure 5.1 Time Trends in Tweet Volume by Tweet Type and Topic

Note. Any data point with fewer than ten Tweets and any calendar day with less than 50 Tweets total (across categories) have been excluded. Each data point has been normalized by dividing by the total volume of mental health-relevant Tweets. Trend lines were fitted using local polynomial regression (LOESS) – a non-parametric method of fitting a population curve. The shaded areas around the curve represent the 95% confidence interval of the estimate.

Campaign Twitter presence

The volume of campaign-related Twitter activity is too low to assess whether the campaign activity is affecting the overall Twitter conversation about mental health.

To better understand how campaign-related Tweets were disseminated, I identified Tweets as either being posted through official channels (i.e., the Twitter accounts that the campaigns told us were used for dissemination, see Table E.9) or through any other channel (i.e., an “unofficial” channel). This allows me to distinguish between Twitter activities initiated by the campaign versus activity propagating to other users.
Table 5.1 Official Twitter Accounts

<table>
<thead>
<tr>
<th>Campaigns</th>
<th>Associated Accounts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Warriors Campaign</td>
<td>@RealWarriors @DCoEPage @MilitaryHealth @VA_OEF_OIF @VAVetBenefits</td>
</tr>
<tr>
<td>Make the Connection</td>
<td>@DeptVetAffairs @VA_PTSD_Info @VeteransHealth @VA_OEF_OIF @VAVetBenefits</td>
</tr>
<tr>
<td>Veterans Crisis Line</td>
<td>@DeptVetAffairs @VA_PTSD_Info @VeteransHealth @VA_OEF_OIF @VAVetBenefits</td>
</tr>
<tr>
<td>National Recovery Month</td>
<td>@RecoveryMonth @SAMHSA</td>
</tr>
</tbody>
</table>

Note: Bold accounts are dedicated accounts for campaigns.

Official and unofficial campaign-related Twitter activity are shown in Figure 5.2. Most Tweets about the campaigns are from non-official channels, suggesting that campaign messages are propagating, at least to some degree, through spreading on social media. Between 47 and 670 RWC-related Tweets per month occur throughout the monitoring period, with 16 percent from the official RWC Twitter account. The search yielded only three MTC Tweets through official channels, though as noted in Chapter 1, the common use of “make the connection” as a phrase posed some challenges to identifying this campaign’s Tweets. More Tweets (between 1 and 62) occur each month through unofficial channels. Between 1 and 377 VCL-related Tweets per month occur throughout the monitoring period, with 5 percent Tweeted by the official VCL Twitter account. Given NRM’s focus on September as National Recovery Month, they see low volumes of Twitter activity with spikes in both official and unofficial activity corresponding with September of each year. The number of Tweets in these months range from 565 in 2012 growing to 2180 in 2015, with 1 percent coming from official channels.

Though I aimed to determine whether trends in campaign-related activity aligned with the trends observed in the previous section, the volume of campaign-related activity was not sufficient to conduct analyses. As noted earlier, there was a general increase in discussion of general mental health and informational content and a reduction in stigmatizing content during the time that these campaigns have been active. However, I cannot conclusively link these broader trends to campaign activities.
Three of the four campaigns show positive signs of engaging other Twitter users to reTweet messages

To understand how well campaigns generate interest in their messages, I considered all messages posted by official channels and identified any messages with the same content coming from a non-official channel within 30 days of the initial official post (i.e., a reTweet). I consider these reTweets to be a good measure of how much engagement the campaign materials are generating. Figure 5.3 shows volumes of messages posted by official channels, the portion of messages that receive reTweets by non-official channels, and the number of reTweets that such messages receive. For RWC, approximately 25 percent of its posts generate some engagement from non-official channels, and this volume of engagement increased over time even as the volume of official Tweets declined. Due to limited official MTC Tweets, I was unable to draw conclusions about engagement with those Tweets. VCL Tweets resulted in high volumes of engagement with 25 percent of messages receiving reTweets and reposts. NRM Tweets resulted in reTweeting of 25 percent to 50 percent of the Tweets reTweets and repost. I am not aware of any common level of retweets for public messaging campaigns, there is some older evidence that this level of retweets is in line with Twitter as a whole\textsuperscript{165}.

\textsuperscript{165} (Suh et al., 2010)
Figure 5.3 Twitter Engagement with the Campaigns

Tweets’ (column 1) shows the volume of Tweets posted by official channels related to each campaign. ‘Portion with Engagement’ (column 2) shows the proportion of official Tweets which generated retweets or reposts within 30 days of initial posts. ‘Average Volume of Engagement’ (column 3) shows the average number of reposts/retweets generated by an official Tweet that creates engagement.
Finally, I wanted to understand the type of Twitter users that were engaging with the military mental health campaigns. I computed eigenvector centrality (EV) as a proxy of how 'important' a user is to the network. Those with high scores were central and well connected within the conversation network and are therefore able to connect messages across conversation participants. Figure 5.4 depicts the distribution of EV scores of users who engaged the campaigns. Each of the campaigns were reaching users of similar EV levels, possibly because they were reaching the same population of users. Also, users who were engaged with the campaigns were more influential than the average user in our data set of authors who posted Tweets relevant to mental health. This result signifies that individuals that are active members of the conversation are including campaign messages within their communication. It does not mean that that the campaigns are reaching central users at a higher rate than other users, but it does indicate that the highly connected users are not ignoring the campaigns and are in fact engaging. The low volumes of official posts from three of the four campaigns combined with the kind of engagement that the campaigns are able to generate suggests that there the DoD would be able to increase the value of the campaigns by increasing volume posted by the campaigns.

**Figure 5.4 Centrality of Campaign Engaged Users within Mental Health Focused Social Network by Campaign**

Eigenvector centrality has been log transformed. Higher values (i.e., values closer to 0) indicate that users are more influential.
Engagement with the campaign is visible in the social network

I used the social network created to understand the characteristics of communities to which campaign-engaged users (i.e., those who mention campaigns in their Tweets or reTweet campaign-related messages) belong. I then identified campaign-engaged users who were present in the social network. I found that of the 10,134 campaign-engaged users, 6,343 also were present in our network of users who made mental health-relevant Tweets\textsuperscript{166}. I examined Tweet types and topics for campaign-engaged users present in the social network (see panels A and B in Figure 5.6). These campaign-engaged users posted primarily informational content but very little content containing mental health resources. They also posted about general mental health topics more so than any other topic.

Although I could not establish a relationship between trends in mental health discourse and the campaigns, I examined the type and topic of Tweets among the ‘sub-community’ of Twitter users containing the most campaign-engaged users (i.e., those who mention campaigns in their Tweets or reTweet campaign-related messages). To identify this sub-community I first identified that out of 10,134 campaign-engaged users, 6,343 were also present in the network of users Tweeting about mental health. I then examined the community membership of campaign-engaged users Tweeting about mental health, finding that 1,127 of 6,343 engaged users belong to a single community of nearly 35,000 users\textsuperscript{167}. This group of 35,000 users was the largest community Tweeting about mental health and was the community that contained the largest number of campaign-engaged Twitter users. A community is a cluster of Twitter users that Tweet and reTweet each other (at least once). These users’ Tweets were similar in type and content to those of campaign-engaged users (see Figure 5.6 panels A and B). Because this 35,000 member group was so large, it resembled very closely the general population in the overall network, making it a component of the overall network and likely not an actual community. Therefore, I explored sub-communities users within the body of 35,000 users who are more interconnected (i.e., five or more Tweets or re-Tweets), finding 2,698 such sub-communities ranging in size from clusters of 2 users to clusters of 6255, with 133 sub-communities of membership greater than 25 users. I identified the single sub-community containing the largest number of campaign-engaged users. This sub-community has 110 members, 36 of whom are campaign-engaged users (Figure 5.7). The process of this selection is depicted in figure 5.5. We characterize the content Tweeted by the full community in panels C and D of Figure 5.6.

\textsuperscript{166} It was expected that not all campaign-engaged users would appear in our network. This is largely because we used a sampling approach to generate each data set, and not a census of all Tweets. In addition, the automated coding models used to code Tweets are probabilistic in nature and some false negatives are expected to occur when coding Tweets for content.

\textsuperscript{167} Exact membership is 34,749 users but for purposes of discussion we refer to this community as 35,000 members.
I examined the type and topic of Tweets among the sub-community containing the most campaign-engaged users (see Figure 5.6, panels E and F). These sub-community members’ Tweets were largely self-focused and contained informational content and mental health resources. Few of the Tweets involved appropriation. In terms of topics, the Tweets focused on mental health concerns related to depression and PTSD, along with Tweets about general mental health topics.

To learn more about this sub-community, I was assisted by an experienced RAND researcher who reviewed user names and their connections within the community (see Figure 5.7). The researcher visited users’ Twitter pages and used their account names, photos, and brief self-entered descriptions to determine which of the following mutually exclusive categories applied:

- Official government account (n=27) – Labeled as an official account for an entity within the federal or state government (including military services and VA locations)
- Military or veteran-related account (n=29) – User self-identified as being a service member or veteran or having an interest in supporting service members or veterans
- Health-focused account (n=11) – User self-identified as having a focus on physical or mental health topics
- Other (n=43) – Users who did not fall into the previous three categories or whose accounts have been deleted or suspended.

Examining the accounts featured in the network in Figure 5.7, I see a mix of accounts of all types, with official government accounts serving as entities with the most connections to other users of diverse types\(^{168}\). This network graph suggests that although only one third of the users in the community were categorized as campaign-engaged users, there is potential for the rest of the users to see campaign-related activities as they propagate throughout the network.

\(^{168}\) While the central nodes may be able to broadcast the message, they may not be as effective at altering attitudes of the community, see Petty and Cacioppo (2012)
The graph shows the topic and stigma distribution for the population of users engaged with the campaigns, the overall community that most of those users belong to, and the sub-community that has the largest share of campaign-engaged users.
Network of single sub-community containing the largest number of campaign-engaged users (n = 110). This graph is meant to capture the interaction between clustered active users engaged with the campaigns. The nodes are labeled according to user's Twitter handle and colored according to category of user account type designated by the research team. Nodes are scaled according to number of connections. All nodes with more than 15 connections are set to 15, and all nodes with less than 3 connections are set to 3 for the scaling step only in order to enhance readability.
Chapter 6: Comparing Dissertation Findings with the Literature

This dissertation analyzes Twitter content: exploring questions about mental health topics, stigma levels, time trends, community organization, and public messaging activity. However, the generalizability of the findings of this work to offline reality is uncertain. There are legitimate and pervasive criticisms of social media data: the demographics of individuals sampled are difficult to know precisely, online behavior may be very different from offline behavior, and there is no way to determine if the statements made online are true or accurate. Researchers have attempted to answer these questions head on, in particular developing smart ways of inferring demographics: assessing location based on the social network of individual or gender based on account name and language of posts. However, these approaches are in early stages and cannot fully address the concerns listed. It is uncertain if the results found in this work generalize beyond the world of Twitter conversations. To determine how my findings relate to off-line behavior I compared the results of my analysis with traditional (survey and experiment based) academic literature. I found that the social media results were broadly in line with the traditional literature and the differences that did appear were themselves interesting findings. Additionally, doing the research to compare the results showed that traditional data sources and social media data are often best for different questions and can be used together to better social science research.

This analysis was done by searching the academic literature for work that looks at questions similar to this dissertation but uses ‘traditional’ data to study them. The five areas of this research where I was able to find overlap with tradition literature are prevalence, stigma, type of message, community formation, and efficacy of public messaging. This search included looking for the prevalence of mental illness conditions in the U.S. population to compare to the volumes of Twitter discussion in different mental health related topics. It also included an examination of the amount of stigma associated with different topics and how these amounts change. Additionally, a search was conducted looking for information about how frequently people focus on themselves vs others when speaking about mental health and how individuals build communities around certain topics. Finally, this literature analysis explored other evaluations of public messaging campaigns that leverage Twitter.

To answer these questions, an extensive though not exhaustive literature search was performed. The strategy was to rely on indexing features of Google Scholar. This literature search used keyword queries for the areas of interest listed above — prevalence, stigma, type of message, community structure, and public messaging efficacy — and adjusted and repeated until an academic article that directly answered the question was found. That article would be used as the basis for the use of Google Scholar’s ‘related articles’ feature, which finds 100 closely associated articles. Each resulting article was reviewed for relevance to the question. If there was an insufficient volume of relevant articles a different highly relevant article would be identified and the ‘related search’ repeated. This strategy was continued until either 20 relevant articles were assembled or

---

169 (Boyd and Crawford, 2011)
170 (Mislove et al., 2011)
the same relevant articles began to appear in repeated searches. Recent publications and meta-
analyses were prioritized whenever possible.

This work is not a formal-meta analysis and does not claim to have exhausted the literature. The challenge is that often questions that naturally come from social media data are not asked with traditional data sources. I was unable to find a substantive body of literature on attitudes towards specific mental health conditions, or on whether people focus on themselves or other when it comes to mental health, and there is little in standard forms of evaluating public messaging. Academic literature relying on traditional data sources copes with small sample sizes and is focused on demonstrating the presence or absence of relationships. The large volumes of data in social media make it well suited for the study of narrower topics than traditional data sources. Traditional sources focus on how mental health is stigmatized, social media is better at asking how different conditions are stigmatized. Whenever possible, literature was identified that performed such comparative analysis and was related to the social media findings. Comparing survey and experimental literature with social media analyses cannot be done directly as measures used in the two analyses are not directly compatible. Instead, the focus of this analysis is on rank ordering. Outcome variables of interest are ranked in both sources and the relative ranking is compared across the two. The goal is to assess whether the relationship in outcome variables is consistent across the data sources.
Popularity of topics in social media tracks impact of conditions on public health

Figure 6.1 Prevalence of Mental Health Conditions

<table>
<thead>
<tr>
<th>Twitter Data</th>
<th>USA DALY Lost Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Depression</td>
<td>1. Depression</td>
</tr>
<tr>
<td>2. Addiction</td>
<td>2. Drug Use Disorders</td>
</tr>
<tr>
<td>3. Bipolar Disorder</td>
<td>3. Anxiety Disorders</td>
</tr>
<tr>
<td>4. Suicide</td>
<td>4. Alcohol Use Disorders</td>
</tr>
<tr>
<td>5. Autism</td>
<td>5. Schizophrenia</td>
</tr>
<tr>
<td>7. Developmental Disability</td>
<td>7. Dysthymia</td>
</tr>
<tr>
<td>8. Substance Abuse (illicit drugs)</td>
<td>8. Autism</td>
</tr>
<tr>
<td>10. Anxiety</td>
<td>10. ADHD</td>
</tr>
<tr>
<td></td>
<td>11. Other</td>
</tr>
<tr>
<td></td>
<td>12. Idiopathic Intellectual Disability</td>
</tr>
</tbody>
</table>

Note: Twitter Data ranking represents the relative volume of Tweets in each category of interests. USA DALY Lost Data comes from Murray, Christopher JL, et al. "The state of US health, 1990-2010: burden of diseases, injuries, and risk factors." Jama 310.6 (2013): 591-606.

To understand if the relative volumes of content for various conditions are meaningful, they are compared to the rank order of the real world health impact of various conditions. The impact of the conditions can be measured as the number of Disability Adjusted Life Years (DALYs) lost in the United States as a result of each of the conditions. DALYs are a prevalent (and at times criticized) public health metric utilized by the World Health Organization and others that combines years of life lost because of premature death with the number of 'healthy' years lost due to disability. Healthy years lost is a way to capture that a year living with an illness is not equivalent to a healthy year of life. The argument for comparing Twitter volumes with DALYs is that people’s attention to specific conditions ought to be broadly consistent with the impact that those conditions have on the population. This is not a certain relationship; people may be more focused on conditions with visible symptoms like schizophrenia or on publically discussed topics like drug addiction. However, as there is no survey or experimental literature that looks at how interested people are in discussing various mental health conditions, the ‘burden of disease’ approach is selected as a proxy. The relative impact of mental illness in the United States is consistent with the relative conversation volumes for those conditions on Twitter, see Figure 6.1. For the majority of the conditions, the relative volume within the data set is consistent across the two measures (Twitter volume and DALYs). Depression, addiction, bipolar disorder, autism and intellectual disability are

171 (Li, 2014)
172 (Murray et al., 2013)
all in consistent order. This list spans the full range of the most prevalent disorders and illustrates that social media is consistent with survey and census data.

The taxonomy of mental health conditions varies across the two data sources. The Twitter analysis included a general addiction category, which is in line with the results in the DALY data set, but it was not possible to identify volumes of Tweets related to specific addictions to match the DALY data set. Also, schizophrenia was not a classified feature, so it is not known how it would place within the rank order set. PTSD was a condition relevant to the case study for this project, so it was classified but it was not very common. It is also not a major source of DALYs lost. It is also notable that the Global Burden of Disease (GBD) study does not include suicide as a separate category (as it is not a mental health condition and Years of Life Lost (YLL) is a more reasonable metric than DALYs) but it seems likely that suicide is a major source of DALYs lost and is appropriately high in the list of Twitter topics.

There are notable outliers. Anxiety was the least common condition in the Twitter data but is the third highest driver of DALYs lost. Anxiety was among the less frequent conditions in the training data set (though frequent enough to produce a robust model). It is possible that anxiety disorders are simply not a mental health condition that many people understand. ADHD is another outlier, and was not detectable in any significant volumes in the Twitter data sets despite efforts to classify it. It may be that, as a relatively low impact condition that is very common, it simply does not generate discussion. It is also of note that intellectual disability had a high volume in the Twitter data set. These tweets were also almost entirely stigmatizing in nature so it is likely that much of the developmental disability content that we identify is from pejorative use and does not actually reflect the prevalence of the condition as a topic of interest.

**Condition specific stigma information is limited and agreement with social media is mixed**

There appears to be no direct way to compare the number of Tweets that are stigmatizing in nature with the number of people that hold some stigmatizing beliefs. Stigma is typically measured with various survey instruments and vignette based questions. Most often, such analyses focus on stigma towards general mental health. While my analysis included a measure of general mental health and the associated stigma, a single characteristic of interest compared across studies does not offer confidence in the credibility of social media data. Instead of focusing on single characteristics, I aggregated the relative stigma ranking across conditions in the literature and compared them to the relative rankings of stigma within my Twitter data set. The two available comparisons are time trends and disease specific results.

There is a general consensus between the social media analysis and traditional sources that stigma is declining but still very much exists\(^ {173, 174, 175}\). The identified literature had no studies

\(^{173}\) (Pescosolido, 2013)  
\(^{174}\) (Schomerus et al., 2012)  
\(^{175}\) (Angermeyer, Matschinger and Schomerus, 2013)
published after 2011 and no analyses that included more than three time points. The social media analysis contains data at monthly intervals and begins in 2009. Thus while the overlap in time is limited, the overall trend is consistent across the two data sources.

Beyond comparing stigma across time points it is possible to compare the relative stigma of different conditions. Most of the literature related to stigma focuses on stigma in mental health in general but there is some work that compares condition specific stigma. Table 6.2 lists the ten papers identified that had comparative stigma measures. The papers did not all consider the same conditions, but collectively cover eight different conditions. The most commonly assessed conditions are alcohol addiction, depression, and schizophrenia. The least common are dementia and eating disorders.

### Table 6.1 Ranking of Conditions by Journal Article

<table>
<thead>
<tr>
<th>Author</th>
<th>Rank Order of Conditions (1 = most stigmatized)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Angermeyer and Dietrich, 2006)</td>
<td>Alcohol 2, Anxiety 4, Bipolar Disorder 3, Dementia 3, Depression 1, Drug Addiction 7, Eating Disorder 2, Schizophrenia 1</td>
</tr>
<tr>
<td>(Angermeyer, Matschinger and Schomerus, 2013)</td>
<td>Alcohol 1, Anxiety 4, Bipolar Disorder 5, Dementia 6, Depression 1, Drug Addiction 1, Eating Disorder 7, Schizophrenia 2</td>
</tr>
<tr>
<td>(Crisp et al., 2005)</td>
<td>Alcohol 3, Anxiety 4, Bipolar Disorder 2, Dementia 5, Depression 6, Drug Addiction 1, Eating Disorder 7, Schizophrenia 1</td>
</tr>
<tr>
<td>(Evans-Lacko et al., 2012)</td>
<td>Alcohol 2, Anxiety 4, Bipolar Disorder 1, Dementia 4, Depression 3, Drug Addiction 1, Eating Disorder 2, Schizophrenia 1</td>
</tr>
<tr>
<td>(Martin, Pescosolido and Tuch, 2000)</td>
<td>Alcohol 2, Anxiety 4, Bipolar Disorder 1, Dementia 4, Depression 3, Drug Addiction 1, Eating Disorder 2, Schizophrenia 1</td>
</tr>
<tr>
<td>(Pescosolido, 2013)</td>
<td>Alcohol 2, Anxiety 4, Bipolar Disorder 1, Dementia 4, Depression 3, Drug Addiction 1, Eating Disorder 2, Schizophrenia 1</td>
</tr>
<tr>
<td>(Rao et al., 2009)</td>
<td>Alcohol 3, Anxiety 2, Bipolar Disorder 4, Dementia 1, Depression 2, Drug Addiction 1, Eating Disorder 1, Schizophrenia 2</td>
</tr>
<tr>
<td>(Schomerus et al., 2011)</td>
<td>Alcohol 1, Anxiety 3, Bipolar Disorder 2, Dementia 3, Depression 2, Drug Addiction 1, Eating Disorder 1, Schizophrenia 2</td>
</tr>
<tr>
<td>(Schomerus et al., 2012)</td>
<td>Alcohol 2, Anxiety 3, Bipolar Disorder 2, Dementia 3, Depression 2, Drug Addiction 1, Eating Disorder 1, Schizophrenia 2</td>
</tr>
<tr>
<td>(Wood et al., 2014)</td>
<td>Alcohol 2, Anxiety 3, Bipolar Disorder 2, Dementia 3, Depression 2, Drug Addiction 1, Eating Disorder 1, Schizophrenia 2</td>
</tr>
</tbody>
</table>

A casual review of the results table suggests some patterns of which conditions are more or less stigmatized, but a consensus ranking is not obvious. Additionally, the fact that different papers rank different conditions means that most voting systems (such as a single transferable vote) fail to produce consistent results. I created an approach to identify the most common ranking inspired by the work of Cook et al. (2005). The approach seeks to identify an overall ranking that would disagree with the fewest of the ten articles. In order to do this, I generated every possible ranking of the eight conditions, and compared each ranking with the ranking obtained from the literature. Note, this is only possible as the choice set is small. The number of permutations is given by n!, where n is the number of choices and the number of permutations becomes computationally
intractable very quickly. After checking all the permutations, a set of 53 permutations was found that had a minimal number of disagreements with the rankings found in the literature – all 53 rankings disagreed with three of the 10 articles identified in Table 6.1. Then the most common item at each ranking position for these 53 best permutations was identified. This approach yielded a ranking that did not include dementia or eating disorders (they were not the most common conditions at any ranking position). As such, I added them into the final ranking as less stigmatized than depression, based on Evans-Lacko et al. (2012). The final ranking for stigma by condition according to the literature is shown in Figure 6.2, along with a comparison to the findings of this research project.

Figure 6.2 Relative Levels of Stigma

Examining the levels of stigma identified in the research project relative to the levels of stigma in the literature, we see a mixed level of agreement. Anxiety, bipolar disorder, and depression are consistently ranked across both data sources. These conditions are responsible for a large burden of disease and feature prominently in popular discourse. An agreement in the ranking of these conditions bolsters the predictive power of social media data. There is, however, disagreement between the data sets in the stigma levels attributed to addiction categories, like drug addiction, alcohol addiction, and addiction overall.

A number of factors may account for the observed differences in stigma rankings between Twitter and traditional literature. One, it may be possible that the demographics of Twitter users fundamentally alter the conversations and data obtained compared to survey and experimental studies (which strive for representative samples). Twitter is more popular among younger (18-29) internet users than older (50+) users, it may be that younger individuals are less concerned with the illnesses associated with substance abuse, having not witnessed the long term effects of those conditions. The Twitter users may have less experience with addiction syndromes and therefore do not stigmatize them as much. It may also be possible that the Twitter population is simply more empathetic towards addiction mechanism based on alternate demographic features.
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A second potential reason for the disagreement may be a modeling failure. Stigma was among the more challenging aspects to model in the analysis and the results may be a reflection of modeling imperfection. Additionally, in order to create an effective model this analysis relied on the manual labeling of a single expert coder as opposed to the consensus vote of trained research assistants. If the single expert coder had a tendency to label fewer Tweets related to addiction as stigmatizing, this would be reflected in the model.

Third, it may be possible that addiction content related to substance abuse is difficult to detect, as addiction is a term that is used commonly in everyday language. This explanation is the least likely as the volume of addiction content was in-line with the general burden of disease metrics above. This make it more likely that the content itself was effectively identified. But it is still possible that some substance abuse related content was lost. Future work related to this topic would benefit from a careful analysis of addiction content.

Self-disclosure is important to individuals’ mental health, but there is little literature on the kind of discourse people have about mental health

An advantage of social media as a data source is that it allows the researcher to observe how people discuss a topic outside of the narrowly defined bounds of the lab or survey. The literature search did not result in any findings from academic work using ‘traditional’ data characterizing how people discuss mental health. Conversely, this research analyzed not only the mental health topics that discuss but also how they discuss them: 40% of the posts are about the self, 30% contain mental health information, 30% contain appropriation, and slightly less than 1% of posts are about resource sharing. In this work, I had also hoped to classify posts that were made about an individual other than the user but, it proved impossible to create a reliable model.

Social media is unique in its ability to capture the naturally occurring conversations of people about a broad range of topics and at a large scale. Traditionally, the observation of peoples’ language has been primarily the concern of sociolinguistics. Sociolinguistics developed methods to work around the observer’s paradox, the need to observe how people use language while they are not being observed\textsuperscript{177}. These methods – participant observation, interviewing, anonymous observation, and phone interviewing\textsuperscript{178} – are not able to provide the scalability and generalizability of questions that social media can. By relying on the large volumes of consistently generated and recorded data in social media conversation, the observation of naturally occurring language can move towards greater breadth and generalizability than was possible with prior sociolinguistic methods.

Twitter can be utilized to understand the structure of natural occurring conversation while avoiding the observer paradox. A key linguistic element of the Twitter conversation is self-focused content. I found that self-focused content is the most prevalent type of Tweet related to mental

\textsuperscript{177} (Labov, 1972)
\textsuperscript{178} (Tagliamonte, 2013)
health. Self-focused mental health content has also been studied in more traditional academic work. There is a great deal of research into the value of self-disclosure of mental illness (communicating one's own mental health challenges) and the therapeutic benefits of discussing negative life events. There is robust research demonstrating that an individual’s stigma towards mental illness is reduced by knowing someone with mental illness. Additionally, there is ongoing research into health benefit of self-disclosure. Most commonly, this is studied in the context of expressive writing (a therapeutic tool where individuals write about negative experiences without social feedback). The method was first proposed by Pennebaker and Beal (1986). The most recent meta-analysis covered 146 studies. The exact effect of expressive writing and self-disclosure are contested for various populations and various methods of analysis. However, it is clearly a popular intervention and Twitter provides a new avenue to study and utilize it. On Twitter, self-focused content is the most popular form of post. Studying social-media self-disclosure and its role in mental health may be a natural extension of the earlier self-disclosure/expressive writing literature. Already there is some work on self-disclosure online which focuses on the privacy ramifications of such discourse. The academic work in self-disclosure cannot corroborate the research finding of 40% of posts being focused on the self, but it does suggest that social media analysis does offer insight into meaningful aspects of mental health discourse.

Community identification and support help to reduce stigma and self-esteem issues, but do not always improve clinical outcomes

Analyzing a social network such as Twitter allows for the analysis of community structure. This dissertation work found that there exist communities centered on mental health conversation. Additionally, these communities are heterogeneous. There are communities that are focused on particular mental health topics, have a particular way of conversing, or express common levels of stigma towards mental health. Finally, it is notable that the majority of communities have a lower level of stigma discourse than what is seen in the general Twitter conversation about mental health. These online communities are really groups of participants in the mental health conversation and do not represent communities of general social ties. Such conversations may be important in the offline world as well, and I was interested in seeing if the academic literature identifies such conversation communities and their impact off-line behavior.

The literature review finds that peer-support groups and community identification are popular topics for research. The top level finding is that peer-support is effective for reducing the feeling of self-stigma, increasing self-esteem, and agency. However, improvement in clinical
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outcomes, such as hospitalization, has not been robustly demonstrated\textsuperscript{187}. Additionally, there is evidence that the benefit of community support declines with increased severity of symptoms\textsuperscript{188}.

The literature demonstrates the value of social support for coping with stigma\textsuperscript{189,190}; therefore we would expect individuals who are well enough to engage socially with a networking platform such as Twitter to use the platform to engage with others who might provide such a community. It is also of note that the traditional academic literature tends to view peer-support and communities of mental health discussion as homogenous\textsuperscript{191,192}. The social media analysis demonstrates that the type, topic, and stigma levels of various communities are very different and the impact of such groups should not be assessed uniformly. Additionally social media allows us to assess informal community organization while traditional data sources struggle to track and identify such groups outside of more formal clinical settings\textsuperscript{193}.

Public messaging campaigns underutilize Twitter; DoD performance not an outlier

To gain insight into the robustness of the analysis of the DoD campaigns conducted in Chapters 4 and 5, I review prior work on social media campaign evaluations. The DoD sponsored campaigns are an example of a public messaging campaign, a common intervention. Yet, the literature on how these campaigns perform on social media is not extensive. This is not surprising as social media as a pervasive social component is a new phenomenon, accessing social media data is challenging, and public messaging for public health has yet to develop tools and practices to utilize it. In 2011 the CDC released guidelines for social media use that offered little guidance beyond ’setting up an account’ and ’keep followers engaged’\textsuperscript{194}. Since then the space has evolved rapidly and more and more public health agencies and NGOs are hoping to leverage the network effects to communicate their message. When considering the volume of identified literature it is clear that there are few consistent and agreed upon standards for evaluating a social media campaign (on Twitter in this case).

In order to understand public messaging performance on social media performance, I utilized the framework outlined by Neiger et al. (2012). They identify five key areas where such campaigns provide value: market insights, establishing a brand and create brand awareness, disseminating critical information, expanding reach to more diverse audiences, and fostering public engagement and partnerships. I believe the DoD sponsored campaigns can be seen to provide value in all of the above elements. Neiger, et al. then go on to propose the four key performance
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indicators for these goals: insights, exposure, reach, and engagement. Insights relate to data mining insights about attitudes of consumers and the nature of the ‘market’ for the intervention. Exposure relates to the number of impressions. Reach is the number of people that are exposed to the campaign. Engagement is about how people respond to the campaign: retweeting, creating original posts, or actually taking physical actions offline in response to the campaigns. These criteria were used to outline the findings of the most recent evaluations of Twitter public messaging campaigns that could be identified in the literature.
<table>
<thead>
<tr>
<th>Citation</th>
<th>Title</th>
<th>Insights</th>
<th>Exposure</th>
<th>Reach</th>
<th>Engagement</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Bravo and Hoffman-Goetz, 2016)</td>
<td>Tweeting about prostate and testicular cancers: Do Twitter conversations and the 2013 Movember Canada campaign objectives align?</td>
<td>.6% of campaign associated tweets focused on the topic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Duke et al., 2014)</td>
<td>The use of social media by state tobacco control programs to promote smoking cessation: a cross-sectional study</td>
<td>23% update social media daily or more frequently</td>
<td>60% of tobacco control programs use social media, 61% of Twitter users have less than 10 followers per 100,000 adults in the state</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Emery et al., 2014)</td>
<td>Are you scared yet? Evaluating fear appeal messages in Tweets about the tips campaign</td>
<td>17 million tobacco tweets, 77k tobacco control, 54K about ad, 245k relevant</td>
<td>39 million potential impressions</td>
<td></td>
<td>87% of tweets showed message acceptance, 7% showed rejection</td>
</tr>
<tr>
<td>(Gough, 2016)</td>
<td>Using Social Media for Public Health. Brb [be Right Back]</td>
<td>There were a total of 417,678 tweet impressions</td>
<td></td>
<td></td>
<td>11,213 engagements and 1,211 retweets. Most engagement was humor tweets, most retweets – informative.</td>
</tr>
<tr>
<td>(Lachlan et al., 2014)</td>
<td>If you are quick enough, I will think about it: Information speed and trust in public health organizations</td>
<td>No correlation between speed of tweet posts and trusts in disaster</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Livingston et al., 2014)</td>
<td>Another time point, a different story: one year effects of a social media intervention on the attitudes of young people towards mental health issues</td>
<td></td>
<td></td>
<td></td>
<td>Social media campaign reduced levels of stigma towards mental health</td>
</tr>
<tr>
<td>Citation</td>
<td>Title</td>
<td>Insights</td>
<td>Exposure</td>
<td>Reach</td>
<td>Engagement</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
</tr>
<tr>
<td>(Neiger et al., 2013)</td>
<td>Are health behavior change interventions that use online social networks effective? A systematic review</td>
<td>56% of local health department tweets were about personal health, of those 58% were information, and 41% encouraged action. Of organizational tweets 52% was promotion, 35% was engagement, 13% encouraged action</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Paek et al., 2013)</td>
<td>Engagement across three social media platforms: An exploratory study of a cause-related PR campaign</td>
<td></td>
<td></td>
<td></td>
<td>People engage better on platforms that they use more</td>
</tr>
<tr>
<td>(Price et al., 2015)</td>
<td>Improving understanding, promoting social inclusion, and fostering empowerment related to epilepsy: Epilepsy Foundation public awareness campaigns—2001 through 2013</td>
<td>From the posting on feeds of 457 people, reach 250,000 people</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Ramanadh an et al., 2013)</td>
<td>Social media use by community-based organizations conducting health promotion: a content analysis</td>
<td>63% of Tweets from community based organizations are self-promotion. 21% retweets, 38% mentions</td>
<td>92% of CBOs posted daily as recommended</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Thackeray et al., 2013)</td>
<td>Using Twitter for breast cancer prevention: an analysis of breast cancer awareness month</td>
<td>1.3 million Tweets from 800k users, early spike with strong tapering, celebrities make the biggest impressions</td>
<td></td>
<td></td>
<td>Little behavior promotion, one way communication</td>
</tr>
<tr>
<td>(Turner-McGrievy and Tate, 2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Twitter support for intervention did not enhance outcome</td>
</tr>
</tbody>
</table>
Reviewing the various public messaging evaluations reveals a lack of consistent standards for evaluation and a lack of consistent results. Having examined the literature, it is difficult to say what the standard performance of a public messaging campaign looks like or what sort of questions an evaluator should ask of those campaigns. Below, we discuss the findings of this dissertation as they pertain to the four key performance indicators outlined in Table 6.2. The findings are compared to the literature whenever possible.

A large portion of this dissertation explored ‘insights’ in Twitter data for campaign evaluation – examining the ‘market’ for the campaigns. In analyzing the community organization of Twitter users who connect with other users about mental health, it was found that the campaigns reached better connected users than the average. Additionally, the communities that were most engaged by the campaigns were distinct from the average community with a greater focus on PTSD. The example community, which had the greatest engagement with the campaigns, contained and centered on accounts related to national security. The literature review was not able to identify any social network analysis in evaluations of public messaging campaigns on Twitter. Generally, insights are difficult to compare across evaluations as they tend to be topic specific and not about communication strategy in general.

When considering ‘exposure’ metrics, we have limited data on the DoD campaigns. The campaigns and other agencies associated with the campaigns posted a combined 2799 tweets over the 196 days that data were collected, for 14.3 Tweets per day on average. However, the RWC was responsible for the majority of the activity with 10.4 Tweets per day. At this volume, the campaigns overall created more exposure than the recommended 1 Tweet per day minimum. The results on exposure performance in the literature are mixed. Only two identified evaluations included an exposure value and one finds that the majority of the evaluated public messaging campaigns do not hit the recommended threshold while a different evaluation finds that the majority do. More analysis is needed in the literature to assess the common rate of exposure for public messaging campaigns.

When analyzing the performance of the campaigns, this dissertation did not explore the ‘reach’ of the campaigns. This is the number of people who could have potentially seen the Tweets from the campaigns. In the literature, we see a large range of numbers for this sort of metric and typically the value is high, in the hundreds of thousands if not millions of possible impressions. The reason that this sort of metric was not included in this dissertation is twofold: the Gnip data portal that was used for data gathering does not allow for an automated large scale collection of follower lists, which is key to understanding who could potentially see the tweets, and also because this metric does not appear to be very reflective of campaign impact. Impression numbers are hard to interpret as they say nothing about how widely the message is actually read, or whether it generates engagement.

The analysis of the campaigns covered low and medium level ‘engagement’ as defined by Neiger et al. (2012). Low level engagement refers to the number of people who acknowledge
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agreement with or preference for the content of the messaging campaign. Medium engagement refers to counts of people creating or sharing the content. High engagement refers to people taking action beyond the social media platforms based on the campaigns. Unfortunately, this dissertation did not obtain any data on high engagement activities. It was found that for the 2,799 Tweets posted by the campaigns over the 196 days of data collection, 20,808 Tweets that referenced the campaigns were posted by users not associated with the campaigns. Of the 27,99 posts by the campaigns and campaign associated accounts, 708 generated reTweets for a total 3232 reTweets. This is greater than the values found by Gough (2016). Beyond Gough, I was not able to identify literature focused on low and medium level engagement. The literature seems focused on deriving indications of high level engagement. This is difficult to quantify outside of narrowly defined problems, as capturing the offline behavior of high-level engagement requires both online and offline data gathering in tandem. As a result, the bulk of the articles that look at this topic provide valuable but broad ideas, like the value of celebrities in promotion and the comparative value of humorous vs. informative tweets to generate engagement.

There are examples of academic work which focuses on measuring the high levels of engagement. Bray et al. (2015) analyzed the efficacy of public information campaigns to increase use of emergency medical services in case of stroke, focusing on specific regions in Australia. Mellon et al. (2014) conducted a review of a similar intervention in Ireland focusing on time localized awareness campaigns. Livingston et al. (2014) used a multi-wave survey to capture the effects of a mental health awareness campaign specifically targeted at teenagers in British Columbia, Canada. In all three of the papers, there were very clearly defined outcome measure and a way to capture them reliably. The studies were also able to constrain the scope of potential impact. Bray and Livingston focused on geographically specific interventions while Mellon analyzed a campaign with very narrow active time. Without these constraints — clear outcome measures and specifically defined study population — it seems unlikely that a Twitter campaign could be evaluated for a high engagement.

Overall, it appears that the literature on evaluating public messaging campaigns conducted via social media has not reached maturity. There are lessons that are emerging but there does not appear to be a unifying standard that allows for comparison between campaigns. Currently, best practices are translated across campaigns in an anecdotal fashion, such as the advice offered in ‘The Health Communicator’s Social Media Toolkit’ Centers for Disease Control Prevention (2011). Comparing the literature to this evaluation of the DoD campaigns, we find that these DoD campaigns were small (insofar as they pertain to Twitter) and had difficulty defining outcome measures. The evaluation conducted in this dissertation covered a wide swath of performance categories (as suggested in Neiger et al. (2012)). However, both designers and evaluators of social media campaigns would do well to consider the evaluation literature available before embarking on future projects.
Twitter appears to be a robust data source but further verification is needed

The comparison of traditional literature to this Twitter analysis demonstrates consistency in several key areas. The relative volume of Twitter interest in specific topics matches the relative burden of disease of mental health conditions. Stigma associated with individual topics is consistent for a key set of conditions.

It also appears that Twitter provides novel ways to study important topics like self-disclosure and community organization. These topics are studied in the literature in normative ways: do they exist? Do they provide value? But, Twitter allows for comparative analysis: how do these things differ across people and groups? The literature focuses on the value of community and peer support for mental health conditions, Twitter allows us to examine how these communities differ. The literature is concerned with the value of people disclosing their mental health issues and concerns, while Twitter allows us to see if people chose to do so as opposed to speaking about mental health in non-personal terms.

Comparing this analysis to the literature also demonstrates places where social media analysis needs to mature. There is an inconsistency between the findings of this work and the literature on stigma associated with addiction. It is likely that more work is needed to understand how topics are separated out in the popular mind despite being interrelated in the academic setting. It may be that certain constructs, such as mental health and addiction, that can be effectively defined for subjects in a controlled setting, such as an interview, focus group or an experiment, are not viable when considering the free form conversation of social media.

Additionally, there is no standard methodology or structure for the evaluation of public messaging campaigns that are focused on social media. There is an absence of standard metrics or standard questions. It appears that this evaluation of DoD campaigns covered a broad cross section of key areas of interest in evaluating social media campaigns, but the details of what exactly to measure are far from set in stone. Currently, evaluations of social media campaigns are not readily comparable.

The findings of this dissertation line up with key trends in the literature. More work is needed to understand where and how social media may differ from survey data and where social media can be a faster and cheaper source of research information. Additionally, the consistency across these two sources suggests that the findings of this analysis can be used to generate future hypotheses for experimental and survey research. Finally, by examining questions related to self-disclosure and community design, I illustrated where social media may be an essential complement to traditional research, providing a comparative analysis where traditional work is focused on normative analysis.
Chapter 7: Conclusions, Policy Implications, Limitations, and Future Work

In this chapter I discuss the main finding of this dissertation along with the relevant policy implications. The key findings are that Twitter is in fact being used by people to discuss mental health. The attitudes and norms related to mental health conversation are improving over time. People discuss these topics in self-forming groups and these groups and often have their own distinct characteristics. It also appears that public messaging campaigns and policy makers are under utilizing the potential of a platform like Twitter. There is evidence that that the results of this social media analysis correlate well with insights found in academic research which relies on survey data. I find that conducting social media analysis for policy purposes is doable, robust, and offers an opportunity for creative research.

Subsequently, I discuss the limitations of my research. The methods developed and employed in this work were not fully optimized and could have been more robust. With different time and resource constrains, the data collection strategy could have been iterated further, the training data set could have been larger, and the model further refined. After completing the work it became apparent that certain topics which are challenging to identify but are important (e.g. substance dependence and abuse) were not sufficiently emphasized in the design phase. As a result, I was unable to provide insight into certain important areas of mental health and stigma research. Furthermore, this research does not provide meaningful information on the demographics of the people in our sample, even though the results seem to be in line with academic work that uses a representative sample. This prevents me from drawing insights on the behavior and attitudes of specific groups which may be of interest to policy makers. Social media analysis is fundamentally challenged by the fact that all the data used is proprietary and owned by technology firms. As such, data sources and data types which could have strengthened the conclusions of this research are not available. It was also found the goal of seeing the impact of public messaging campaign on the general Twitter conversation was impractical as the campaigns are too small in scale. However, fully capturing the effects of these campaigns on their proximal connections is likely not feasible given the way that Twitter data is accessed and priced.

Extensions of this work cover further exploration of the data and results obtained in these analyses as well new topics that can built upon the methods and approaches demonstrated here. A proposed idea for extending the work that was already done is looking more carefully at the various individual communities to see how they discuss specific topics and how these communities grow and change over time. Another potential extension is conducting linguistic analysis of various mental health Tweets to see how emotions, like fear and hope, associate with mental health topics. Finally, there is always an opportunity to explore other classification mechanism, like regression trees, to identify certain features more accurately. Possible new research projects that may build upon what was learned in this dissertation include a demographic analysis of Twitter users, a very narrowly defined evaluation of policy interventions, and development of a flexible tool to monitor the Twitter feed at various time points (proactively and retroactively).

The chapter concludes with a discussion of the overarching goals of this dissertation, a summary of the completed work, and proposed future research. With this work I hope to improve
the tools of social science for using internet behavior data and inform policy makers as to the relevance of social media for public policy. The completed work covers data parsing methods, measurement questions of classifying the conversation, examining time trends, and parsing the social ties of Twitter users. The findings cover why and how Twitter, social media, and internet behavior data is of use to social scientists and policy makers. Suggestions for further work include a refinement of the methods developed in this dissertation as well as deeper analyses of areas like demographics and communities.

Findings and policy relevance

Twitter discourse contains mental health discourse

Finding: This dissertation finds that people discuss mental health on Twitter. A keyword search of Twitter, followed by a filtering of the content for relevance, identified over 20,000 tweets per day related to mental health. Much of this volume comes from distinct authors, which indicates a large collection of people using Twitter as a platform to engage with mental health topics. The conversation about mental health is diverse. This research identified a dozen different topics being discussed. The popularity of topics on Twitter was in line with the impact that various mental health conditions have on the overall population. This suggests that Twitter may be reflective of individuals’ concerns for the various issues.

Policy relevance: The reality that people use Twitter to discuss mental health indicates that any policy intervention that seeks to connect with people on the topic of mental health should consider social media as part of its implementation. The conversation is happening on Twitter (and likely other platforms), and if a policy intervention, such as a public messaging campaign, seeks to engage with people’s concerns about mental health, that intervention has to be present where the conversation is happening, including social media. Additionally, the finding that conversation about mental health is happening online provides an opportunity to expand policy research. Designing and measuring interventions, tracking public health, understanding public perceptions related to mental health can all be done with a cheap, large, available data source.

    The reality that Twitter (and likely other social networks) is a platform for people to engage with topics of public welfare like mental health has implications for the policies that organization like Twitter may adopt and how they may be regulated. Currently, it is difficult for someone working in the public good to collect and understand Twitter data. The company could be much more transparent and allow for non-profit institutions to use the data more cheaply and more comprehensively. For example, I was unable to get sufficient data to fully map the social network of users and there is no opportunity for me as a researcher to request specific access. Additionally, the utility that Twitter (and platforms like it) provides for the public good suggests that the way it is regulated may have to be different from other technology companies. The idea of Twitter being regulated as a public monopoly has been suggested given the continued financial difficulties of the platform. 197
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Concern suggests that developing a way to ensure that the platform remains pro-public use may be important.

**People are getting better at discussing mental health**

*Finding:* The online conversation is becoming increasingly respectful and aware of mental health challenges. There is a decline in the portion of mental health Tweets that are stigmatizing. This decrease can be seen consistently across all conditions. There is also a decline in appropriation related content and self-focused Tweets. This suggests that people are less cavalier about using mental health terms to intensify non-mental health topics and are perhaps less likely to self-diagnose various conditions in response to emotional stresses. This all indicates that people are more aware of the value of mental health language and are more judicious in its use. Additionally, there is an increase in the prevalence of mental health as a topic of conversation. Rather than speaking about diseases, people are discussing mental health generally. All of this suggests that the longitudinal trends indicate that people’s attitudes and respect towards mental health issues is improving.

*Policy relevance:* The evidence of changing attitudes towards mental health suggests avenues and scope for policy intervention. The fact that attitudes are changeable suggests that policy interventions may be able to influence people’s attitudes towards a variety of mental health topics. Since we observe people communicating more about mental health, public service announcements aimed at informing the public may have potential to inform interested individuals. The decline in self-referential discussion of mental health suggests that people are less flippant about mental health conditions and that interventions to increase individuals’ awareness of their own mental health may be effective. Finally, the reality that these attitudes are changing, that people are demonstrating greater awareness of mental health concerns, and are increasingly discussing mental health as topic in its own right, all suggest that there is an appetite for messaging on reducing stigma and increasing understanding towards mental health. It may be that now is a time that individuals are receptive to these kinds of interventions to shape and influence public perception of mental health.

**Mental health communities exist and are heterogeneous**

*Finding:* In analyzing the content posted on Twitter this analysis found that, while most of the posts are one-off posts meant to be read by indeterminate individuals, a number of posts reference other accounts and such interconnections generates communities of associated posters. These communities may range from a handful of individuals to thousands of people. These communities generally contain discourse that is low stigma but are otherwise very heterogeneous. There are communities that are dominated by very different topics. There are also communities of people that are directly connected to policy specific topics like veterans’ mental health and military health issues. In this research, we found that some communities are centered on large government accounts (as in the case of veterans’ mental health issues) while others are built around topics of
mental health or shared pop-culture interest. In understanding communities online, each one has to be considered individually.

**Policy relevance:** The existence of online communities is highly relevant for designing and targeting public health interventions. Individuals who reach out to others who share their concerns are demonstrating a high degree of engagement with a topic. Members of such communities are more likely to be highly engaged and motivated individuals than an individual who makes a single stand-alone post on the topic. Therefore communities focused on mental health conversation contain individuals who are likely to engage with targeted public messages. A readymade network allows for an amplification of public program messages, as a community engaged with a topic is able to provide the sort of repeated dissemination that is required for content to leverage modern social network structure (i.e., ‘go viral’). Further, a community structure is more conducive to creating behavior change. Changing beliefs or established behavior patterns requires repeated exposure and is made more effective when the reinforcement comes from multiple points in an individual’s social network. Additionally, the ability to detect communities allows policy makers to test for the existence of an audience when designing interventions. Finally, the ability to study individual communities allows for tailored policy interventions. In this work, the most stigmatizing community in the sample was made up of fans of the band ‘One Direction’ because of their misuse of mental health language. This suggests that partnering with pop personalities like members of ‘One Direction’ could be an effective way to increase compassion and awareness around mental health conditions. Other communities may have other structural elements and understanding them individually can maximize the impact of public health interventions.

**Public messaging campaigns are performing well on Twitter but need greater volumes of content**

**Findings:** The DoD public messaging campaigns, whose Twitter activity was used as a case study in this research, appear to be connecting with active users in the space and are generating engagement, however the volume of Tweets coming from the campaigns is low. It was found that among the four campaigns studied, only one actively managed a Twitter presence, posting at least 1 message per day. However, it was also evident that there was a good deal of engagement with the content that was posted, indicating an appetite for this information. Additionally, the campaign that did post frequently seemed to get greater engagement on more posts as time went on, indicating either a growing level of skill in leveraging the Twitter platform or greater trust from its audience. Finally, a review of published evaluation of social media public health related messaging campaigns illustrated the lack of maturity in the space. There are few established norms or techniques in how to conduct a public messaging campaign in social media.

**Policy relevance:** This dissertation finds that Twitter (and likely other platforms) is underutilized by entities wishing to enable positive social change or improve public health despite an apparent public appetite for the content. Campaigns that seek to influence attitudes and behaviors are not taking advantage of ready-made communities and audiences on communication platforms like
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Twitter. A policy maker would do well to explore the ways in which a policy intervention could maximize the reach of social networks like Twitter. Additionally, there is little in the way of the gold standard or playbook for using social media. Taking advantage of the opportunities offered by platforms like Twitter will require additional experimentation and learning.

Social media data correlates with traditional research data but may lend itself to different questions

Finding: Comparing the findings of this dissertation with literature that asks similar questions using traditional survey and experimental data suggests consensus on several dimensions between the two data sources. The online conversation is focused on various mental health topics in proportion to the impact that those conditions have on population health. The degree to which various topics are stigmatized on Twitter is mostly consistent with the findings in the literature. The trend towards declining stigma is supported both by survey and Twitter analysis. Self-disclosure is often studied as a powerful therapeutic tool for mental health issues and self-focused content is the most common type of content on Twitter. Additionally, the traditional literature contains work on the role and impact of community and support around mental health illness, and this dissertation demonstrates the presence of such groups.

However, social media data often suggests different questions from the ones that are explored in the literature using traditional sources. Most of the traditional literature focuses on the presence or absence of stigma in general, and the specific kinds of stigma. With social media data, it is much more natural to ask what is stigmatized and how, since the presence of stigma is easy to demonstrate. Similarly, traditional literature focuses on the presence or absence of support communities for individuals, while social media naturally lends itself to asking how the various communities compare. In general, traditional literature seeks to demonstrate the existence or absence of a thing, while social media with its large volumes of data seeks to differentiate qualities.

Policy relevance: The fact that Twitter analysis closely tracks the findings of traditional research methods suggests that social media can be used to understand policy questions. This work shows that the conversation that happens on Twitter in regard to mental health is reflective of how that conversation is understood in the offline world. This means that additional policy questions like gauging constituent interest in various mental health topics, disease surveillance, help seeking behavior, and many other questions related to mental health policy can be explored using social media. While this work only demonstrates the value of Twitter for mental health policy questions, it suggests that social media may be useful for other topics as well. Exploring whether social media can be useful for policy questions related to security, justice, general health, education, childhood development and many others will require an analysis similar to the one conducted in this dissertation. But the work already done indicates that exploring the possibilities of social media for such questions is a worthwhile use of resources.
Methods for analyzing text and social media are available, robust, and reproducible

Finding: This dissertation demonstrates the process to classify and analyze large volumes of unstructured text. This method, which includes a keyword search strategy, robust qualitative coding, and machine learning, is effective and is seen in other high quality research. In developing this work, I found that it is possible to create a rigorous approach to generating a keyword search strategy (by iteratively drawing samples based on keywords, identifying frequent terms, and expanding the search strategy using those). Qualitative coding is an established method in research that directly translates to this work and requires no additional innovation. The classification side is already robust and can be done with simple and powerful tools, or with complex, cutting edge, and rapidly evolving tools. Finally, the resources needed to scale such analyses are readily available, and cloud computing allows for cheap, on demand resources to tackle very large problems. The workflow for collecting and interpreting large volumes of human interaction through social media is viable. These data are meaningful, plentiful, and practicable.

Policy relevance: The use of social media for analysis allows for a new approach to answering policy questions. Instead of single time point snapshots of a survey, social media is always happening and always being recorded. This means that policy questions can be considered longitudinally and continuously. The relative ease with which social media evaluation can be repeated suggests that updates of analyses can be performed on demand. The fact that social media conversation is occurring outside of research settings means an elimination of many of the sources of bias that arise from respondent and researcher. By identifying specific communities that are focused on specific issues, policy makers can more easily engage with stakeholders, and design interventions with greater precision. This can be useful for both individuals affecting national scale policy as well as those seeking targeted local intervention. For large policy questions, social media allows for a broad reach and rapid collection of data. For targeted local intervention, it allows for cheap, repeatable analysis. The variation in available computational, analytic, and machine learning methods means that organizations working in the public good have the ability to implement cheap and easy computational tools for clear questions or invest resources into developing sophisticated tools to better serve their populations. The efficacy of these analytic methods suggests that there is space for more innovation in policy research.

Limitations

Insufficient time and resource for methodological refinement

The methods used in this dissertation were not iterated and refined to furthest extent possible. The search strategy that was developed used an iterative approach of sampling the data and then using the sample to further improve the search strategy. This was done twice but there could have been value in going further in the process. Additionally, given greater resources, this project could have benefited from a larger data set. Here, the limitation was cost in addition to time.
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A greater volume of Tweets could have allowed for more detailed analysis of less frequently occurring topics like military and veteran health issues. Also, with greater time and resources, the performance of this project would have likely improved with a greater training data set tagged by human coders. Spending more time with the coders, iterating the coding schema, tagging more Tweets all would have likely increased the accuracy of the models. There are opportunities to further the approach used for processing of text. I based my work on considering individual words as predictive variables; it is possible to use groups of words as predictors, potentially increasing performance. It is also possible to use specialized software to detect idiomatic content of text further enhancing the robustness of the analysis. Finally, modeling is something that can absorb all the time available, and there are many modeling approaches that could have been tested in the hopes of increasing accuracy, developing working models of additional topics, and having greater insight into hard to define categories like stigma.

Omitted some topics of interest

After completing the project, it became apparent that certain topics of interest were not explored sufficiently because of data limitations, and would have benefited from greater emphasis in the design phase of the project. A comparison of the results of this analysis to the traditional literature revealed a strong focus on schizophrenia and addiction in academic research. These topics were included in the social media analysis but proved either rare in conversation (schizophrenia) or challenging to delineate from colloquial usage (addiction). While these topics were not central to the main research questions, after completing this work it appears that investing additional resources into better capturing these topics would have improved the overall product. There were also other features of interest and there simply was not enough data to analyze them (mental health Tweets about other people, information sharing, ADHD, and several others). With knowledge of those challenges, and additional time and resources, it may have been beneficial to design a data gathering strategy particularly focused on ensuring sufficient sample sizes for these features.

Insights not differentiated by demographics

This analysis does not attempt to randomly sample Twitter or the general population. Part of the initial motivation for this research was to understand how well Twitter reflects off-line behavior and how well it represents the general population. However, given the broader questions that had to be asked in this research, i.e. is mental health discussed online? how do we capture it?, there was not enough space to derive a precise understanding of demographics and representation. This analysis did not pursue the imputation methods necessary to analyze who the people discussing mental health are, or if they represent Twitter in general or the population in general. The results of this analysis do correlate with the results found in the studies using representative national surveys, but the precise demographics of our population are unknown. Getting a clear sense of demographics could be an interesting separate project for future work.

Some Relevant Data Is Not Accessible

This project used 15 million Tweets posted across 100 days, over 100 gigabytes of data. However, performing social media analyses in a research setting is limited by the proprietary nature of the data. Twitter is a public platform where users post nearly all content with the intent
for it to be publically available. As such, it can be gathered and analyzed. However, there are relevant pieces of data that Twitter prevents outside entities from gathering. There is, for example, no systematic way to gain follower lists. This information would have allowed for a more a robust network analysis by allowing for the complete mapping of people’s social networks. Instead, this research was only able to use instances of direct communication between people, and ignored all other mutual ties. Additionally, Twitter is neither the only nor the biggest social media platform. However, the data sets of most companies like Facebook, Instagram, Pinterest, and LinkedIn (which are all larger than Twitter) are not publically or commercially available. This means that there is a large volume of diverse activity which may touch upon mental health issues that are not accessible to researchers. Additionally, there is activity on platforms like Tumblr, Reddit, and other personal blogs which may contain relevant mental health discourse that were beyond the scope of this dissertation.

**Campaign effects are small and hard to capture**

Part of the motivation for this work was to see how public messaging campaigns on Twitter are able to shift the conversation about a topic. However, it was found that the public messaging campaigns studied are small and their effects could not be measured within the broader conversation. This project was limited by not being able to gather data on specific conversations. It would have been preferable to gather all content that was posted in association with the campaigns over their entire existence, identify anyone who engaged with them, identify all network connections of those individuals that posted something related to the campaigns, perhaps identify the connections of the connections, then gather all posts by accounts within this network. Then, having constructed a full mapping of the conversation surrounding the campaigns, it would have been possible to detect if campaign activity has an impact on the individuals that the campaigns have a chance to reach. This approach was not feasible for several reasons. There are no tools to gather follower lists. The cost structure for Twitter data is such that a far reaching search like the one described would require a colossal budget. Finally, the technical challenges of crawling through the data to gather all of the information would have been time prohibitive. As a result, this dissertation finds that the campaigns are too small to affect the overall Twitter conversation about mental health but cannot say if there was a change in a specific portion of the conversation.

**Future Work**

**Richer measurement of mental health discourse**

As discussed above, there was not sufficient time and resource to explore all questions that arose from this work. Three large areas of extending this work stand out. First, identifying the demographic characteristics of social media users is a challenging but important direction for social media research. While this study showed that social media produces results comparable to representative surveys, a detailed analysis of who is in the data would still be important. Accurately identify the demographic features of social media users would allow for more specific questions and questions about specific groups (e.g. inner-city youth). Capturing demographic characteristics could be done by developing tools for imputing demographics from metadata, language, and
connections. Or, by narrowly defining a topic that has well understood results for specific populations. For example, a study could be done to look for indicators of exercise behavior among the Twitter population and then compare the results to survey data on the same question. By systematically going through topics in this fashion it could be understood if and where social media suffers from sampling bias.

The data source for this research is Twitter text data. For the purposes of this work, text was simply tagged in a binary fashion – presence or absence of a particular kind of topic. However, there is opportunity to apply linguistic processing tools to the now filtered and categorized text. It may be of interest to see how emotional features vary across various topics. For example, it is possible to see if words associated with fear are more present in addiction Tweets or in depression Tweets. Similarly, different topics could be analyzed for language associated with hope. This linguistic analysis could even extend to identification of syntax and metaphor. Perhaps there is a dominant metaphor (e.g. ‘winning the war against …’) for specific parts of mental health conversation. The fact that text is already grouped into topics makes linguistic analysis a natural extension.

Finally, there is ample room to continue to explore, tune, and improve modeling approaches. Machine learning with text data is not a mature field and as this dissertation demonstrates each outcome variable is unique and may be classified with a unique approach. This dissertation made some inroads in comparing SVM with NN and basic logistic regression. However, there is a large class of regression tree based models that were not considered. There is also many additional iterations of logistic, SVM, and NN models that could be tested. Given additional resources it could be a worthwhile extension to continue to explore the various trade-offs of different approaches to classifying text data. The framework built in this dissertation would allow for such a comparison to be extended effectively.

**Deeper and broader community analysis, richer longitudinal analysis**

Social media analysis is a young field with many opportunities. This work demonstrated a methodology to capture and understand policy-relevant discourse. Many projects could be developed based on this work, but three ideas in particular stood out as potentially interesting.

This dissertation successfully demonstrated the existence of diverse communities of Twitter users discussing mental health topics. Given the unique nature of each community there is an opportunity to examine the content posted within each of these communities and better characterize ongoing conversations. There may be interesting questions about the timelines of these communities (how they grow, how they change) that were not explored. Additionally the topics that I used to define these communities may be discussed very differently in various communities and manually examining various communities could generate additional hypotheses into how people engage with the issues of mental health.

Additionally, it was shown in this dissertation that measuring the impact of a small public messaging campaign is not feasible. Most public messaging campaigns are too small to perceptibly
impact the overall discourse. However, as discussed in the 'limitations’ section above, it may be possible to capture the impact of a campaign by capturing all the Tweets that are posted by individuals that may be within several degrees of connection of the campaigns, forming the full social network of engaged individuals as opposed to simply a network of conversation participants as I have done. This would allow the measurement of shifts in attitude and topics in the total conversation, identifying how the messages spread across the full map of personal interactions of Twitter users. This would be incredibly costly, but by partnering with Twitter, or simply getting custom access to data it is possible to make detailed analyses of campaign impact. This would require finding a list of people who engage with the campaigns, and then getting the friends of those individuals and perhaps the friends of the friends. Then by looking at the total activity of all people that the campaigns might hope to reach it would be possible to see if and how the campaigns affected the actions of those individuals.

Lastly, it may be of interest to better utilize the time-stamp data inherent in every Tweet. Several times during this research it became apparent that tracking Twitter sentiment over time and relating it to specific events would be a highly interesting exercise. For example, it would be notable to see how the tragic school shooting at Newtown, CT in 2012 affected people’s attitudes towards mental health. Additionally developing a method to examine the sentiment on Twitter for a particular snapshot could allow for a stand-alone tool. It would be valuable to develop an approach that could quickly gather data after an event (e.g., natural disaster), use pre-existing models to sort and classify the data, and then provide insight to policy makers about popular interest and sentiment. This could enable better messaging from government officials after a large scale event, as well as suggest areas for possible policy intervention.

Final thoughts

The goal of this dissertation is two-fold: to improve social science tools that use the large amounts of messy data that people create as they use the internet for their own purposes, and to inform policy makers about the relevance and insights of social media regarding public attitudes towards mental health. Developing tools and methods to understand the records of human behavior may allow social science in general and policy analysis specifically to gain unprecedented insights into human behavior, social structure, and the influence of public policy. It may be possible to design smarter, cheaper, and more timely policy interventions. This analysis of social media may also be beneficial as it offers an indirect way of dealing with a sensitive topic such as mental health without requiring face-to-face interviewing. It may also offer a more direct way for policy makers to reach the people who are most invested in mental health issues.
Figure 7.1 Summary of Dissertation Process, Findings, Implications, and Future Directions

Data:
- Twitter
  - Mental Health (MH)

Methods:
- Search Strategy
- Training Set
- Classification

Analysis:
- Metrics of MH Discourse
- Trends in the MH Conversation
- Community Detection and Classification

Findings & Policy Relevance:
- Twitter is an active part of the MH conversation, improving the MH conversation involves Twitter
- The MH conversation is improving, opportunity for policy to foster change
- There are groups that are uniquely engaged, interventions can target them

Future Work:
- Model Refinement, Natural Language Processing, Demographic Analysis
- Events Time Line Analysis, Real Time Analytics
- Community Case Studies, Comprehensive Community Mapping for Interventions
Figure 7.1 contains a summary map of this research. This dissertation took the large unstructured data source of Twitter and searched for the content that is relevant to mental health. This required developing a robust search strategy to identify potentially relevant content. Then, the analysis required selecting a section of the data, and manually determining what relevant Tweets look like and what categories they fall into. Finally, automated methods were constructed to replicate human coded examples. From this methodological approach, I was able to create metrics which describe the Twitter conversation about mental health, analyze time trends in the conversation, and identify communities that are having their own conversation about mental health.

From the analysis I can conclude that there is in fact an active conversation about mental health online. It spans a large number of users and many diverse topics. Combined with findings of prior literature, it appears likely that Twitter (and likely other social media platforms) play an important part in how people relate to issues of mental health. As such, a policy maker that is interested in improving perceptions, attitudes, and actions related to mental health would do well to include social media as a source of insights and as a target for intervention. The results of the Twitter analysis also show the nature of the conversation is improving over time with people misappropriating mental health language less and with stigmatizing content becoming a smaller share of the conversation. This suggests that there is a trend towards progress and it may be beneficial to design policy interventions with the goal of facilitating and nurturing this change. Finally, this analysis discovered that there are groups of individuals which form communities that communicate about mental health topics. Members of these groups converse with each other and the groups have their distinct features. The ability to identify these communities can offer a policy maker with a receptive audience for a policy intervention as well as an active and engaged constituency for analysis and development of interventions.

I conclude with suggestions of future work that can advance the large goals of bettering the ability of social science to understand online behavior data and to further the policy relevance of social media data. There is room to better the methodologies and tools for working with data, for example improving modeling performance or developing a tool that can be applied without modification to various time points of data. There are also opportunities to explore social media data more deeply – examining the characteristics and sentiment of the classified text data, conducting community case studies, and developing a greater understanding of the demographics of the online data sets which do not come with representative sampling. There is ample opportunity to have a large impact on future analyses of internet data.
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