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Responding to the burden of chronic disease presents challenges for all health systems. As populations age and advances in healthcare allow those with once-fatal conditions to survive, the prevalence of chronic conditions is rising in many countries. In the European Union, in 2006, between 20 and over 40 per cent of the population aged 15 years and over reported a long-standing health problem and one in four currently receives medical long-term treatment.

The implications for health systems and society as a whole are considerable. Chronic diseases pose a sizeable burden for national economies, with some studies estimating the associated costs at up to seven per cent of a country’s gross domestic product. Societal costs arise partly as a result of direct healthcare costs, including those associated with healthcare utilisation, medication and potentially costly interventions, alongside indirect costs caused, for example, by decreased work productivity. These challenges require effective measures to prevent disease through reducing the major chronic disease risk factors and addressing influences that drive exposure, while also providing services to meet the requirements caused by chronic health problems, so ensuring that people with established illnesses can participate in society.

Structured disease management has been proposed as a means to improve the quality and reduce the cost of healthcare, and to improve health outcomes for those with chronic conditions. However, while intuitively appealing, the evidence on the ability of structured approaches to managing chronic disease to actually do so remains uncertain. What we know about the impact of chronic disease management is mainly based on small studies of high-risk patients, often undertaken in academic settings. One important reason for the limited evidence is the lack of widely accepted methods for the evaluation of disease management, and indeed complex health interventions more generally, that allow for the attribution of observed effects to a given intervention and that are scientifically sound yet operationally feasible. This is, in part, because of the trade-offs between scientific rigour and practicability that frequently have to be balanced in routine operations. Thus, pilot programmes, in particular in academic settings, are frequently implemented and evaluated as randomised controlled trials. However, where such a programme is being rolled out there is typically little incentive, after completion of the pilot phase, for researchers to continue tracking a programme’s impact with less rigorous observational research designs. Conversely, evaluation approaches that are used in routine practice tend to be limited methodologically, so reducing the credibility and usefulness of findings of programme effect. Overall, there is a need to better understand the effects of large, population-based
Evaluating chronic disease management programmes using widely accepted evaluation methods that are scientifically sound and are also practicable in routine settings. Such evaluation methods are a precondition for the selection of effective and efficient interventions to address the growing burden of chronic disease.

1.1 The DISMEVAL project aimed to develop and validate methods and metrics for the evaluation of disease management

DISMEVAL (Developing and validating Disease Management EVALuation methods for European healthcare systems), a European collaborative project, aimed to support this process through contributing to developing new research methods and to generate the evidence base to inform decisionmaking in the field of chronic disease management evaluation. Specifically, the DISMEVAL project sought (a) to enhance our understanding of the use of various approaches to the evaluation of disease management in Europe and to identify examples of best practices and lessons learned; (b) to provide evidence-based recommendations to policymakers, programme operators and researchers on evaluation approaches that may be most useful in a given context; (c) to promote and support the networking and coordination of research and innovation activities relating to scientific knowledge and policy development in this area, building on existing work carried out in Member States and at the wider European level; and (d) to analyse scientific knowledge and developments as well as actions and policies within EU Member States, develop tools to assist policy analysis, and work in close collaboration with the Commission services, networks and experts in this area, and with stakeholder groups and various agencies to provide scientific input to support ongoing and planned actions and policies in the European Union.

This was to be achieved through a programme of work that can be divided into three phases: (1) review of current approaches to the implementation and evaluation of chronic disease management programmes; (2) testing and validation of methods and metrics for chronic disease management evaluation; and (3) development and recommendations for methods and metrics for chronic disease management evaluation. We here briefly outline each of the three phases and the work packages carried out therein.

**Phase 1: Review of current approaches to disease management implementation and evaluation in Europe**

Phase 1 comprised three work packages that sought (1) to review approaches to managing chronic conditions that have been developed and/or implemented in different countries in Europe, and to assess whether and how countries evaluate approaches to chronic disease management; (2) to provide an overview of the types of evaluation approaches that are being used in Europe to estimate the impact of structured approaches to disease management on the cost and quality of chronic illness care; and (3) to assess the overall policy framework for chronic disease management in selected European countries.

**Phase 2: Testing and validation of methods and metrics for the evaluation of disease management**

Phase 2 of the project included six work packages; the main aim of this phase was to utilise data from existing chronic disease management programmes, or their equivalent, in partner countries, in order to test and validate different evaluation options reviewed in Phase 1 of
the project. The countries included were Austria, Denmark, Germany, France, the Netherlands, and Spain.

**Phase 3: Development and recommendations for methods and metrics for the evaluation of disease management**

Phase 3 sought to summarise the findings and to present best practice and lessons learned from work undertaken in phase 2 of the programme. The present report presents the output of phase 3 of the DISMEVAL project; its specific aims are detailed further in the next section.

### 1.2 This report summarises our findings to inform those considering similar evaluations in the future

The overarching aim of this report is to bring together the findings of work undertaken in DISMEVAL to derive evidence-based recommendations for disease management evaluation approaches that are relevant to planned and ongoing policies at the EU and wider European level and internationally. Further details of work that has informed this volume is available from Conklin and Nolte (2010)\(^8\) and the DISMEVAL Final Report.\(^9\)

The work presented here is based on the premise that policymakers, programme operators and researchers need validated approaches for disease management evaluation to design effective, efficient and equitable interventions to improve the care for people with chronic conditions. Of particular relevance here are two components of evaluation: (1) the performance indicators that are used to capture the impact of a given programme and (2) the attribution strategy, which enables identifying any observed changes in selected indicators as programme effect rather than as a consequence of other factors, such as secular trends or changes in the treatment (i.e., establishing the counterfactual – could the change have been observed in the absence of the programme). These methods need to be scientifically sound but also operationally feasible to address common threats to validity in disease management evaluation.

The report aims to explain choices, options and trade-offs to policymakers, programme operators and researchers based on analyses undertaken within the DISMEVAL project. At the outset it is important to note that many of the issues discussed in this report are not specific to disease management evaluation but can be seen to apply to any evaluation of complex interventions in healthcare. However, there are specific concerns around evaluation design and metrics that are of relevance to disease management evaluation and which will be given particular attention here. Thus, we begin, in Chapter 2, by setting out the context for evaluating disease management, exploring the reasons for undertaking evaluation in the first place and explaining some of the underlying principles for doing so. Chapter 3 examines methods and metrics of disease management evaluation, focusing specifically on themes that have emerged as being pertinent to work carried out within the DISMEVAL project and which are set against the background of the general literature on disease management evaluation. Chapter 4 explores practical considerations for disease management evaluation, based on experience of work undertaken in DISMEVAL, while Chapter 5 explores some of the broader challenges and lessons learned that may be relevant for policymakers, funders and practitioners interested in the use and usefulness of disease
management evaluation more generally. We close with Chapter 6, which draws together the evidence compiled in this report and identifies themes for future work.
Chronic conditions are defined by the World Health Organization (WHO) as requiring ‘ongoing management over a period of years or decades’ and cover a wide range of health problems. The goals of chronic care are not to cure but to enhance functional status, minimise distressing symptoms, prolong life through secondary prevention and enhance quality of life. These goals are unlikely to be accomplished through the traditional acute, episodic model of care that is characterised by fragmentation of service delivery across professions and institutions. Indeed, chronic conditions frequently go untreated or are poorly controlled until more serious and acute complications arise. Even when chronic conditions are recognised, there is often a large gap between evidence-based treatment guidelines and current practice. Thus, an effective response to the rising burden of chronic disease will require healthcare delivery models that are characterised by collaboration and cooperation among health professionals over an extended period of time and that place patients at the centre as co-producers of care to optimise health outcomes.

Against this background, health professionals, policymakers and institutions in many countries are initiating new models of service delivery designed to improve the quality and reduce the cost of healthcare, and ultimately improve health outcomes for the chronically ill. We have previously shown how countries in Europe vary in their attempts to do this, with many implementing some form of (chronic) disease management – although the nature and scope of related approaches differ. Germany and the Netherlands, for example, have introduced large-scale, population-based structured care or disease management programmes while others are experimenting with smaller-scale care approaches, although this is now changing.

However, the available evidence on the value of different approaches remains uncertain, as does the evidence of what works in which contexts and for which populations. This is in part because of the variety of terms and concepts that are used to describe efforts to improve chronic illness care and its components. There remains considerable need for further efforts to improve the scientific rigour of evaluating these approaches and the reporting of the results of such interventions, which tend to be complex in nature and scope, with several interrelated components often acting at different levels of service delivery.

In this chapter, we explore the rationale for undertaking rigorous evaluation of chronic disease management and related approaches and set out some of the principles of
evaluation. We conclude by briefly setting out some of the principle challenges related to evaluation design and implementation in Europe.

2.1 Disease management can be conceptualised in different ways

The DISMEVAL project focused on approaches that can be broadly subsumed under the heading of ‘disease management’ although it is important to recognise that conceptualisations of this notion vary widely. Definitions range from “discrete programs directed at reducing costs and improving outcomes for patients with particular conditions” to “a population-based systematic approach that identifies persons at risk, intervenes, measures the outcomes, and provides continuous quality improvement”. Ellrodt et al. (1997) defined disease management as “an approach to patient care that coordinates medical resources for patients across the entire delivery system” while more recently, the Care Continuum Alliance (previously Disease Management Association of America, DMAA) defined disease management as “a system of coordinated health care interventions and communications for populations with conditions in which patient self-care efforts are significant”. The term ‘disease management’ is now frequently used interchangeably with other terms such as care management, case management and multidisciplinary care, among others, although these are conceptually different, at least in their origins. Disease management, by definition, traditionally targets patient groups with specific conditions such as diabetes, while case management, for example, is aimed more broadly at people with complex needs that arise from multiple chronic conditions, coupled with increasing frailty at old age. However, as more recent definitions of disease management explicitly adopt a broader view towards a population-based approach that addresses multiple care needs, boundaries between concepts are becoming increasingly blurred.

Within the DISMEVAL project we defined disease management as comprising the following components: (a) collaborative models of care among providers such as physicians, hospitals, laboratories and pharmacies; (b) patient education; and (c) monitoring/collection of patient outcome data for the early detection of potential complications. According to this definition, disease management does not normally involve general coordination of care. It also does not normally include preventive services such as flu shots. However, as approaches that are being implemented and tested across Europe may not fully meet this definition, we also sought to capture the range of models that use a subset of disease management interventions or else are conceptualised in a different way while pursuing the same objective, ie to improve the care for those with chronic disease. We therefore considered a wider range of approaches that we termed ‘chronic disease management’ or chronic care. An overview of the range of approaches considered within the DISMEVAL project is provided in a separate publication reporting on the overall findings of the project.

2.2 What is disease management evaluation for?

Although the introduction of new models of service delivery to better meet the needs of those with chronic health problems may be viewed as ‘a good thing’ in itself, against a
background of resource constraints in the healthcare sector, policymakers, healthcare managers, planners and funders or purchasers increasingly want to know whether implementing such approaches indeed provides a ‘good investment’ by improving the quality and reducing the cost of healthcare, and, ultimately, improving health outcomes for the chronically ill.

Knowledge about the effectiveness (‘does it work?’) and, in some settings, efficiency (‘is it worth it?’) through (economic) evaluation of healthcare programmes and interventions has become an important component of decisionmaking on the (public) funding of new health technologies and, more recently, wider public health interventions. Evaluation aims to help in understanding the contribution made by a given intervention to achieving particular outcomes. Accordingly, evaluation of structured approaches to disease management may pursue a range of objectives, which will vary with the nature and scope of interventions that are being implemented. In some settings there may be an emphasis on assessing the (longer-term) economic impact of the intervention; often the interest is to determine whether costs were saved or whether the intervention yielded a positive return on investment. Other perspectives may emphasise the quality improvement achieved through structured disease management by assessing processes of care (e.g., adherence to clinical or practice guidelines, referral rates) and short-term outcomes such as disease control or satisfaction of programme participants.

Whatever the emphasis that is being pursued by a given evaluation, it must be able to provide information on whether or not observed effects (however defined) are indeed attributable to the intervention under consideration and whether these could have been observed in the absence of the intervention (the counterfactual). Existing research on structured chronic disease management provides examples of improvements in the quality of care and of benefits for patient outcomes. The evidence for such programmes to reduce healthcare costs remains inconclusive, however, although observed improvements in care quality and/or patient outcomes without actual cost savings might be viewed as providing sufficient evidence of value for money.

It is important to recognise, though, that where a given evaluation fails to identify an intervention effect this might mean that the intervention under consideration was not suitable to achieve the desired effect, or that the magnitude of the desired effect was too small for it to be measured reliably. This will depend on a range of factors, such as baseline levels of quality and/or health status of the population targeted by the intervention, or the design and execution of the intervention. Alternatively, failure to demonstrate change in a given outcome might also suggest that the evaluation design was not suitable to adequately capture programme effect. Likewise, where an evaluation finds measurable change in a given outcome, this may not necessarily be attributable to the intervention under consideration if the evaluation failed to control for, for example, changes that are occurring simultaneously outside the actual intervention, for example a secular trend in improvements in the quality of care for people with chronic disease.

As noted in the introductory section to this report, available evidence about the impact of interventions to manage chronic disease(s) tends to be based on small studies that frequently focus on high-risk patients, often undertaken in academic settings, and there is a need to better understand the impacts of large-scale, population-based programmes.
However, even where such programmes are being implemented and evaluated, the resulting evidence may not be clear-cut, with different evaluation designs potentially yielding different findings (Box 2.1).

**Box 2.1 Evidence of impact: Evaluating disease management programmes in Germany**

In Germany, in 2002, the government introduced population-wide structured care or disease management programmes (DMPs), in an explicit effort to provide insurers and providers with incentives to encourage evidence-based chronic care. Defined as ‘an organisational approach to medical care that involves the coordinated treatment and care of patients with chronic disease across boundaries between individual providers and on the basis of scientific and up-to-date evidence’, DMPs became the predominant approach to chronic illness care in Germany. There are six types of DMPs for: breast cancer; type 1 and type 2 diabetes; coronary heart disease (CHD); asthma and chronic obstructive pulmonary disease (COPD). DMPs are principally offered by statutory health insurance (SHI) funds; in 2011 there were 10,340 DMPs in Germany as a whole, and almost 6 million people had enrolled in at least one programme (3.6 million for DMP diabetes type 2). As the content and organisational structure of DMPs by disease is regulated at the national level, DMPs are very similar, however.

There is now increasing evidence from the range of evaluations of disease management in Germany. Evidence from the statutory evaluation of diabetes DMPs points to improved quality of care for patients with diabetes participating in such programmes, and limited evidence from (few) controlled studies also points to improved outcomes such as quality of life and mortality as well as reduced costs. However, the extent to which improved intermediate or definite outcomes, such as survival, can indeed be attributed to the diabetes DMP remains uncertain, with other studies failing to provide evidence of improved medical outcomes.

Furthermore, there is a need to better understand which (component) interventions, in what combination, achieve which effects under which conditions. Much of the conceptual thinking and empirical evidence on disease management originates from the United States, which is characterised by a highly fragmented system of generalist and specialist care and where the baseline outcomes from common chronic diseases such as diabetes are worse than, for example, in Europe. Given the differences in health systems, in particular as they relate to coverage and access, findings originating from the United States may not easily be transferable to healthcare systems that are characterised by (almost) universal access to healthcare such as those in Europe.

Against this background there is a clear need for many more evaluations of the innovations being introduced in Europe in order to expand the existing evidence base; greater standardisation of evaluation approaches will go some way to facilitating this and so enable comparison of evidence on improvements to care quality and cost and support decisionmaking through learning across countries.

### 2.3 Evaluation of disease management can be organised around a common set of principles

As noted in the preceding section, the overarching aim of evaluating disease management initiatives and programmes is to understand the contribution made by a given activity to
achieving particular outcomes. It involves forming a judgement about performance against a set of explicit criteria using a transparent and objective selection of measures.

Fundamental to all evaluations is a clear definition of what constitutes effectiveness (or ‘success’). This will be determined by the overarching aim(s) of the programme or intervention being evaluated and by the hypothesised mechanism(s) of expected effect(s). This requires good theoretical understanding of how the intervention causes change and of the links within the causal chain (‘theory of change’) (for example, the intervention will cause behaviour change conducive to the control of high blood pressure as a main risk factor for stroke). This understanding is important for establishing a causal relationship between the intervention and measured effects.

The aims and objectives of the intervention or programme to be evaluated should also inform the design of the evaluation, including the strategy for enrolling or recruiting participants, the timeframe for data collection, data sources and the type of control group for comparison. There is a range of research designs considered particularly appropriate for the evaluation of disease management interventions, which we have described in detail elsewhere and will reflect on in Chapter 3. In brief, there are two principle design options that allow for deriving causal inferences about a programme or intervention–effect relationship: experimental (eg clinical and community trials) and non-experimental or observational (eg cohort, case-control, case-crossover, ecological, cross-sectional) studies. However, although experimental research designs are considered to provide the most robust level of evidence (‘gold standard’), few evaluations of disease management interventions have employed such designs. Indeed, most published evaluations have followed a simple before-and-after study design, typically without a control group with which comparisons can be made. Such designs are problematic, as they do not allow for conclusions about whether a given disease management intervention yields a ‘true’ effect although, as we will see below, there are various ways to construct a comparison strategy to allow for such conclusions to be drawn.

The choice of evaluation design will rest on a set of common principles:

- characterising the intervention’s scope, content, intensity and context (eg intervention setting, use of incentives, etc)
- characterising the planned target population of the intervention in terms of selection criteria (inclusion and exclusion), enrolment strategies and length of participation
- determining the length of observation period according to the expected effects to be measured
- planning the minimum number of evaluation participants needed to detect anticipated effects
- constructing an appropriate comparison strategy
- selecting the type, unit level and scale of performance measures that are sensitive to the design and goals of the intervention being evaluated
analysing measured effects with robust methods, and validating findings by testing their sensitivity and assessing potential threats to their generalisability.

The choice of research design is, of course, closely linked to the goals and expectations of the evaluation itself. In particular, it is necessary to align evaluation length with the assessment objectives. There is a tendency for evaluations of chronic disease management to be conducted over 12 or even 24 months. Shorter timeframes are likely to be sufficient if, for example, the goal is to assess the process of implementation against a plan for learning. However, if the evaluation’s goal is to determine ‘success’ in terms of medium- and long-term effects such as economic or health impacts, then a multiyear timeframe may be required before such effects can be expected to occur and be reliably measured. It has been suggested that three to five years are needed for a given intervention to be fully implemented and for any individual level effect to become evident. It is not known, however, what period is considered a sufficient evaluation timeframe to identify economic impact or the ‘optimal’ length of a given intervention to ensure sustainability of measured results.

Although choosing the appropriate timeframe is only one of the many challenges that any successful evaluation will have to address, it presents an important consideration, particularly in relation to chronic disease management, for example:

- Disease management might increase costs in the short-term for some chronic conditions as a consequence of the initial investment required to implement the relevant intervention.
- Serious long-term complications can develop as a given disease progresses, which can influence whether disease management initiatives will have lasting effects.
- There may be temporal influences leading to a plateauing of intervention effects, and which need to be distinguished from the effects of processes that bring about change through the intervention itself.

It is worthwhile noting that much of the discussion about evaluation approaches rests on explicitly quantitative methods, and in this report we mainly focus on quantitative approaches. Cretin et al. (2004) have suggested, however, that because of the complexity and variability of disease management interventions there is a need to apply mixed-method research methods. A number of evaluations of disease management interventions have applied qualitative methods, sometimes combining these with quantitative methods. There is, however, relatively little research on methodological, analytical or conceptual aspects of the use of qualitative approaches in disease management evaluation. Recently, there has been a move towards emphasising ‘realistic evaluation’, which uses pluralistic quasi-experimental methods for evaluating complex interventions with high contextual influence, such as disease management. Realistic evaluation involves understanding what works for whom under what circumstances, and places equal emphasis on external validity, generalisability and cumulative learning. In section 3.3.4 we present an example of work undertaken in DISMEVAL that used a mixed methods design to advance our understanding of what works for whom in disease management.
2.4 **Evaluations of disease management will have to take account of the policy context**

Ideally interventions are developed systematically, are based on the best available evidence and appropriate theory, and are tested using a phased approach to inform further development, alongside evaluation. However, as Craig et al. (2008) have pointed out, in practice interventions emerge from various sources, which may include theory, but may as well be based on weak evidence, depending on the drivers behind the intervention. It is against this background that evaluation takes place, and the setting will impact on the choice of approaches to evaluation available vis-à-vis the nature of the intervention to be evaluated. Although, as noted before, a randomised controlled design is generally accepted as providing the most robust evidence, there may be powerful reasons for not applying this method, such as political or ethical considerations. Thus, the random assignment of participants to a disease management intervention or no intervention (control) group means that some participants may be excluded from the most appropriate care if the evaluation results demonstrate that the intervention does provide better care. There may also be legal obligations on the side of the funder that prohibit such exclusion of individuals from receiving the most appropriate care.

Overall, there is a need to consider the trade-offs between the importance of a given intervention and the value of the evidence that can be collected against the background of constraints, be they financial or otherwise. While this will be important in any context, such trade-offs are likely to pose a particular challenge in those settings where the ‘evaluation culture’ is weak and/or of low priority.
CHAPTER 3  Methods and metrics for evaluation: experiences from the DISMEVAL project

Experimental research designs, particularly randomised controlled trials, are generally considered to be the most rigorous way of determining the effectiveness of a given intervention. In such designs individuals are randomly assigned to either the intervention group or a control group. Thereby, each person is given an equal chance to be chosen for the intervention so that any observed difference in outcome is not affected by systematic differences in factors, known and unknown, between those who receive a given intervention and those who do not. However, use of an experimental design may not be possible (or desirable) for population-wide disease management interventions, which are frequently implemented in an operational setting and do not usually have a control group available that would allow for attributing observed change in a given outcome measure to the intervention. Furthermore, randomisation may be difficult in disease management because individuals tend to join (or leave) such interventions voluntarily. Voluntary participation is typically the case for systems in place in the United States, but also in statutory health insurance systems such as those in Austria, Germany or France.

To establish whether a given disease management intervention yields a ‘true’ effect (‘attribution’), some form of comparison is required between individuals who received the intervention and those who did not. If the two groups being compared are equal in every aspect other than the enrolment in the actual disease management intervention, then any observed differences in intermediate or definite outcomes, costs or other measures of interest can be reasonably attributed to the intervention. If randomisation is not possible, the next suitable evaluation approach for estimating intervention effect is the quasi-experimental, pre-post with a comparison group design, adjusting for known differences. Figure 3.1 provides an illustration of the trade-offs between scientific rigour and practical implications of different methods of attribution. Further detail on methods of attribution is provided by Linden et al. (2004, 2006, 2010), Mattke et al. (2006) and Conklin and Nolte (2010).
The DISMEVAL project comprised six work packages that sought to test different methods to evaluate chronic disease management approaches in six countries. Work carried out focused on improving our understanding of the relative performance of different evaluation methods for measuring programme effect in terms of processes and outcomes, typically in non-experimental settings, but also using experimental designs where feasible. A detailed overview of the findings of the work undertaken in DISMEVAL is provided in a separate report; Table A1 in Appendix A provides a summary overview of the interventions underlying the evaluations carried out in six work packages (country case studies) and their main findings. In this chapter we present selected observations of the work undertaken, which we set against the background of the general literature on evaluation research design and methods. We focus on a select set of themes that have emerged as being pertinent to several work packages. We begin by examining various issues around testing and validating designs and methods, considering how selection bias in different experimental and non-experimental designs impacts intervention effect, exploring methods for constructing a comparison strategy in non-experimental settings and then we consider approaches to measuring the impact of different matching techniques on intervention effect. We then discuss various metrics (‘performance indicators’) that are being used to measure intervention or programme effect and close with a section that presents various approaches to advancing methodology in disease management evaluation.
3.1 Testing and validating designs and methods

Any design selected to evaluate the effectiveness of a given disease management intervention or programme is subject to exposure to factors outside the actual intervention that may influence the findings. Confounding factors and sources of bias pose a particular challenge for those designs that do not involve a comparison strategy, such as simple before–after (or pre-post) comparisons, although more rigorous designs are also vulnerable to what are frequently referred to as threats to the validity of findings. Threats to validity can occur at various levels, including the individual participant, the intervention itself, the provider of the intervention, the availability, accuracy and use of the data used to measure the intervention’s effect, long-term secular trends, etc. Not taking account of potential sources of bias and confounding and controlling for their impact may lead to results that look better or worse than was actually achieved by the intervention being evaluated.

The wide range of potential biases and confounding factors that have been identified as posing a threat to the validity of a disease management programme evaluation are reviewed in detail elsewhere. Here we focus on selection bias, which has emerged as pertinent to an evaluation of approaches to chronic disease management in European settings.

3.1.1 It is important to consider the impact of selection bias on intervention effect

Selection bias occurs when those who take part in a given intervention are different from those who do not. Thus, intervention participants are not representative of the population of all possible participants. For example, Beeuwkes Buntin et al. (2009) demonstrated, in an observational study of members of a large health insurer in the United States, that those who enrolled into the programme differed systematically from those who did not on demographic, cost, utilisation and quality parameters prior to enrolment. Motivation to change is an important factor, and volunteer enrollees who self-select to participate in a given intervention may be more likely to take a more active role in managing their own care and thus achieve desired behaviour and/or outcomes. Similarly, a higher proportion of ‘sicker’ individuals might enrol because of fear for worse outcomes, relative to the population potentially eligible for the intervention. Conversely, an alternative model for enrolment in which those who do not wish to participate must actively ‘opt out’ is likely to include the group of unmotivated individuals otherwise missed by a volunteer-based model of enrolment. Here, bias occurs when group assignment is non-random and the intervention group disproportionately includes more unmotivated individuals who are different from controls on this characteristic. In all these cases, the intervention effect is likely to be overestimated or underestimated if selection bias is not controlled for.

Evidence of selection bias was observed in several analyses undertaken within the DISMEVAL project. One example is provided by the French case study, which examined
patient characteristics of those enrolled with a diabetes provider network (Box 3.1). In the context of French provider networks, more than 90 per cent of the patients that enrol are encouraged to do so by their physician. The quantitative analysis of diabetes provider networks undertaken within the DISMEVAL project demonstrated the degree to which patient selection takes place when patients enrol; these patients were of younger age and had a more recent diagnosis of diabetes but poorer glycaemic control (as measured by HBA1c levels) compared to those in the reference population of diabetic patients.

**Box 3.1 Provider networks in France**

In France, provider networks are considered the main approach to providing coordinated care for those with complex needs, with an estimated 1,000-plus networks operating across France. They include disease-specific networks, with diabetes networks particularly well established, and provider networks for selected population groups, for example focusing on older people.

Patients can join a network through their physician (usually the general practitioner) or self-refer (five per cent). Participation is free of charge; in addition, patients may access services they would otherwise have to pay for. For example, in diabetes networks this might include access to educational sessions, dietary counselling, supervised weight loss and exercise programmes, in partnership with other networks. For patients with diabetes who cannot access health networks because these do not exist in their locality, another option is the maisons du diabète (diabetes home), located in 20 cities throughout France. These homes are non-profit institutions providing diabetic patients free access to nurses and dieticians for educational sessions, as well as information on diet and other lifestyle issues. Both networks and diabetes homes cover approximately five per cent of the diabetic patients in France.

In order to assess the impact of selection on intervention effect, the analysis used calibration to account for differences between the intervention and the control group. The method, often used in survey sampling, adjusts variables of a sample to the variables of the general population by generating ‘calibration weights’ (coefficients). Specifically, differences in patient characteristics at baseline were rebalanced by assigning a coefficient to each participant (eg a patient with very high values for a set of variables was assigned a low weight in order to take account of these ‘extreme’ values). Then pre-post evaluation was performed by (re-)weighting each patient with the weight determined initially.

By comparing standard uncontrolled pre-post evaluation to pre-post evaluation after calibration with a reference population at baseline, the analysis found that the pre-post only design overestimated improvements in glycaemic control (HbA1c level) and relative body weight (BMI) and underestimated deterioration in renal function (as measured by glomerular filtration rate (GFR)) in diabetic patients (Figure 3.2). Thus, calibrated evaluation gives an estimation of the impact that the intervention (here: the enrolment in the diabetes provider network for one year) would have on the diabetic reference population, as compared to the impact on patients enrolled with the provider network only.
Evidence of patient selection into the intervention was also observed in the German case study, which analysed a diabetes disease management programme (DMP) (see also Section 3.1.2) and observed a significant reduction of mortality in the intervention group. Specifically, it observed a higher risk of death among those not participating in the programme compared to those participating in the programme who were similar in a number of characteristics and after adjustment for confounders. The hazard ratio (HR) for propensity-score weighted controls was 1.51 (95 per cent confidence interval 1.32, 1.75). This observation would suggest a truly beneficial effect of the intervention, with those not participating at a 50 per cent higher risk of dying than those participating in the programme. However, further analysis of the underlying data found the effect to be mostly due to a large mortality difference between the intervention and control group in the first year following DMP enrolment, and this difference fell considerably during the further follow-up period (Figure 3.3).
If the outcome, that is, reduced mortality, had indeed been attributable to the intervention one would have expected the effect size to increase over time; instead, it declined. Therefore, rather than attributing the observed survival advantage of participants to the DMP, it is more likely that physicians who were responsible for recruiting patients into the programme may have systematically excluded those from joining who were more likely to die in the near future. Future work should include further adjustment for variables that predict short-term mortality risk to confirm the observed findings. Furthermore, a longer observation period would be required to assess whether the mortality difference diminishes over time.

It is important to note that selection bias can also occur in evaluations that use a randomised-controlled design, so compromising the generalisability of findings. For example, the implementation of a diabetes disease management programme in Salzburg, Austria, was conceptualised as a pragmatic cluster-randomised controlled trial with an observation period of 12 months. Randomisation was carried out at the district level of Salzburg province (see also Section 3.3.1). As is characteristic of pragmatic trials, blinding was not possible and the knowledge of being in the intervention or control group may have influenced the findings.

The overall evaluation found the disease management programme to reduce HbA1c levels in the intervention group by 0.13 per cent. This finding was statistically significant in the unadjusted analysis but not after a mixed models adjustment for baseline values. There were statistically significant improvements in measures of process quality such as regular eye and foot examination and patient education.

Three types of selection bias were identified that could have influenced the findings of the evaluation. First, only one third of eligible physicians practising in Salzburg province participated in the study and the sample might have been skewed towards more motivated physicians who are early adopters. It could be hypothesised that the effect of the programme might have been larger if all physicians had participated, as less motivated
physicians might be associated with poorer levels of patient care and thus provide greater potential for improvement. Second, patient selection into the programme was undertaken at the physician level and there is a risk of differential recruitment through physicians selectively inviting those with a higher likelihood of adherence to the programme. This risk of differential patient recruitment was minimised, however, by inviting participating physicians to recruit patients consecutively and to enrol control group patients for later participation in the programme upon completion of the formal study. This approach to recruitment proved to be appropriate in addressing this potential bias; there were no significant differences between the intervention and the control group at baseline in relation to key characteristics of relevance to the intervention, with the exception of body mass index and cholesterol levels, which were elevated in the intervention group.75

However, although patients were recruited consecutively, selection bias could still have occurred as it used a volunteer-based enrolment strategy. As noted earlier, highly motivated patients seeking to maintain metabolic control and higher levels of adherence may be more likely to enrol in the programmes.76 The potential for improvement in terms of measurable HbA1c reduction in these patients may be lower than in the general (eligible) population. It is conceivable that patients with poorer blood glucose levels may have been less motivated and less adherent despite their greater potential for improvement. Because the trial was conceptualised as a ‘pragmatic’ study, a disproportionate recruitment of ‘healthy’ patients is likely to reflect ‘real’ life, with unmotivated patients less likely to opt for such programmes.

Summary

In summary, therefore, in both experimental and observational designs, selection bias poses a threat to the validity of findings. We here provide examples of how the impact on programme effect of such bias can be identified and highlight how it will be important for any evaluation to describe in detail and understand the nature and sources of potential bias. It is important to note, however, that comparability of intervention and control can only be assessed on observed characteristics.61 This poses a particular challenge for non-experimental settings. The application of sensitivity analysis has been proposed as a means to assess the potential impact of unobserved differences in the populations under study that are not accounted for through statistical means.77 Sensitivity analysis provides an indication of the relative sensitivity of evaluation results to the size of the so-called ‘hidden’ bias, although it remains uncertain at what size ‘hidden’ bias would invalidate the measured effects of a given intervention.

The example of the diabetes disease management programme evaluation in Germany given above also illustrates the importance of the evaluation timeframe for assessing intervention effects and their validation, which we briefly reflected on in Section 2.3. Thus, there is a need to allow for sufficient length of follow-up to allow for robust conclusions on observed effects to be drawn.

3.1.2 The choice of approaches to constructing control groups in non-experimental designs impacts on observed intervention effect

A comparison strategy is essential for any evaluation that aims to assess whether or not the intervention under study did indeed have an effect on the intervention group that would not have occurred otherwise.8 This involves selection of a suitable control group that most
closely mirrors what would have happened without the intervention (i.e., the counterfactual). For any evaluation design it will therefore be important to carefully document demographic and clinical details for intervention and control groups. If these differ on important observed baseline features, causal inferences about programme impact will be limited.61

A main challenge for disease management evaluation is the identification of a suitable comparator in practice. This is because the nature of the intervention and/or the participant population are likely to change over time, as does disease progression and the likely development of co-morbidity or multi-morbidity.46 Also, where disease management interventions are implemented across entire populations, identification of a suitable comparison group that is not affected by the intervention, directly or indirectly, will be increasingly difficult.

However, there is a range of techniques that can be employed in non-experimental settings to create control groups using readily available administrative data, for example predictive modelling and propensity scoring.45 Within the DISMEVAL project, several analyses used propensity scoring to create control groups in non-experimental settings. These included the evaluation of a rehabilitation programme for people with chronic obstructive pulmonary disease (COPD) in Copenhagen, Denmark, and the assessment of the effects of a nurse-led intervention targeting a working-age population at risk of cardiovascular disease in Spain. The evaluation of the diabetes disease management programme (DMP) in Germany mentioned earlier used propensity scoring as one of several techniques to identify suitable treatment–control matches.

Using propensity scoring to match on disease severity: COPD rehabilitation in Denmark

The Danish case study in DISMEVAL aimed to evaluate the impact of a three-month rehabilitation programme for persons with chronic obstructive pulmonary disease (COPD) on healthcare utilisation using different designs.78 The analysis was able to draw on data that are routinely collected including, for instance, vital statistics, disease registers and hospital admissions data. Availability of a unique identifier (social security number) makes it possible to link different types of data through Statistics Denmark.

The analyses of the impacts of the programme used three designs:

a) pre-post comparison (without control) to assess changes in the intervention group over time
b) post-period comparison (with control) to assess differences between intervention and control patients after the intervention
c) difference-in-differences analysis (DID), which measures the differential change within intervention and control group (Figure 3.4).
Control groups were created retrospectively, based on registry data from the population of individuals with COPD in the municipality of Copenhagen who had a documented hospital contact during the period 2005–2007 and who were aged over 35 years at the time of diagnosis, using three techniques: (1) random selection, (2) gender and age matching, and (3) propensity score matching. The rationale for using propensity scoring was to match on disease severity, which, in COPD patients, is related to healthcare utilisation. Severity is defined by the Global Initiative for Chronic Obstructive Lung Disease (GOLD) standards based on spirometry test results, but this data is not routinely documented in the Danish national registers. The analysis therefore used utilisation patterns as a proxy for disease severity. Propensity scores were calculated using socio-demographic characteristics, health service utilisation patterns and medication in the pre-intervention period, as well as disease duration (Table 3.1); matching was conducted by the nearest neighbour without replacement methodology. Pre- and post-intervention periods were defined as the two years preceding a rehabilitation course and two years after completion of the course.

Overall, findings pointed to disease progression as evidenced by increased utilisation over time (GP visits, hospitalisations, outpatient contacts, medication). However, utilisation was more frequent among controls than among the intervention group, indicating that the
rehabilitation impacted on healthcare utilisation by decreasing COPD-specific hospital contacts, bed days, outpatient and emergency room visits. The magnitude of observed changes in the frequency of hospitalisation was smaller in the before–after design, while the difference-in-differences analysis found a larger effect size that was statistically significant. This points to a rehabilitation effect in the intervention group; that is, the intervention slowed disease progression.

Importantly, the magnitude of the predicted intervention effect as assessed by difference-in-differences analysis changed with the chosen control strategy. Thus, the effect size fell when moving from randomly selected to propensity score-matched controls for COPD-specific emergency room visits. This implies that matching by disease severity (or propensity score calculated based on healthcare utilisation pattern) is especially important in order to not overestimate the effect of pulmonary rehabilitation for selected utilisation measures.

**Assessing the impact of different matching techniques on intervention effect: diabetes disease management in Germany**

The impact of different matching techniques to reduce confounding due to baseline group differences between intervention and control groups was examined further within the German case study. It compared different techniques to adjust for baseline differences between the intervention (participants of a diabetes disease management programme, DMP) and control group (non-participants) using regression analysis with adjustment for confounding variables, regression analysis after matching or weighting by propensity scores and regression analysis after direct covariate matching on a selected number of variables.71

The analysis used routine data from a large nationwide German statutory health insurance fund covering three regions in Germany (North Rhine, Hesse and North Wurttemberg) for the years 2004 to 2008. The analysis was based on a cohort of insurance fund members with diabetes mellitus type 2 who entered a diabetes disease management programme (DMP) in 2005 and a control group, comprising insurance fund members who did not participate in the DMP until 2008. Routine data from 2004 were used to assess baseline differences between the two groups, who were further compared regarding mortality, micro- and macrovascular complications occurring during a three-year follow-up period (2006 to 2008) using Cox proportional hazard models.

The analysis compared a total of 11 different adjustment techniques. These were based on variations of propensity and direct matching methods regarding the selection of baseline variables used to determine the propensity scores. For each matching method, the baseline ‘balance’ between intervention and control group was calculated using the standardised differences for all baseline variables. The analyses found that propensity score weighting using a general boosted regression model for the calculation of the propensity scores provided the best balance. Overall, however, the choice of adjustment method appeared to play a minor role for the outcome analysis: all adjustment methods resulted in fairly similar hazard ratios for all three outcomes. The only exception was one matching method, the direct covariate matching method, which, in the case of macrovascular complications, showed a significantly increased risk for this outcome in the control (non-DMP) group (Figure 3.5).
However, this matching method did only allow for a minority of individuals to be matched, as 83 per cent of the study population had to be excluded from the analysis. The resulting small number of study participants that could be matched with this technique resulted in a large variance, causing the effect estimate to be imprecise and difficult to interpret. The exclusion of a large proportion of individuals is also likely to lead to another form of selection bias, as individuals with specific attributes are more likely to be excluded.

Overall, the analysis illustrated that the quality and completeness of the dataset had a greater influence on the validity of the results than the method of covariate adjustment (see also Chapter 4).

**Summary**

This section examined different approaches to constructing control groups in non-experimental settings and the impact of different techniques to reducing baseline differences between intervention and control groups. It finds that approaches using matching by propensity score are preferable over other approaches such as random selection or direct covariate matching. Based on the experience of the Danish case study, matching by propensity score as a technique for control group construction and difference-in-differences analyses is recommended as a method for the assessment of rehabilitation effect on healthcare utilisation among COPD patients in a non-experimental setting.

However the German case study, while also pointing to propensity scoring as the preferred method of adjustment for baseline differences between intervention and control group, highlighted that the choice of adjustment method may be less important in relation to determining intervention effect than the quality and completeness of the underlying dataset. The choice of matching method should, however, depend on the range of
confounding variables to be considered for adjustment. Thus, where a smaller number of confounding variables is expected to be relevant, simple methods such as direct covariate matching may sufficiently adjust for baseline differences between interventions and controls. In contrast, where a large number of confounding variables is being considered, methods including propensity score weighting may be more appropriate, as the findings of the Danish case study highlight.

3.2 Assessing measures of intervention effect

Drawing on Donabedian’s framework (1980)\textsuperscript{81} for evaluating the quality of healthcare as well as on standards for outcome measurement in disease management,\textsuperscript{82} the evaluation of disease management may focus on single or multiple components of intervention structure, process, output and outcome/impact\textsuperscript{83-84}:

- **Inputs** refer to structural aspects of a given intervention, such as its material and financial inputs and human resources.

- **Process** refers to: actual activities such as how the intervention is delivered or implemented (ie how it worked); also the extent to which the intervention or programme was implemented as intended and/or implemented according to the evidence base.

- **Output** is defined as productivity or throughput, ie the immediate result of professional or institutional healthcare activities, usually expressed as units of service.

- **Outcome** refers to the (medium- and long-term) effects of the intervention on the health status of individuals and populations. Outcomes are typically distinguished into intermediate (eg blood pressure, cholesterol levels) and definite, such as mortality, morbidity, quality of life or patient experience. Definite outcomes are sometimes also referred to as health ‘impact’.\textsuperscript{8}

Further evaluation outcomes of interest are not only related to health status but can also include economic impact, social impact or environmental impact. Examples of measures for the dimensions listed above are given in Appendix B.\textsuperscript{8}

The selection of dimensions and actual measures to be assessed will be determined by the specific design and goals of a given disease management intervention and should be driven by construct validity of the measure. Existing evaluations have tended not to define these relationships explicitly\textsuperscript{84}; indeed, only a minority of published studies apply a coherent framework linking the aims of disease management to measures of structure, process and outcome.\textsuperscript{85} However, while it is important to link the choice of evaluation measures with the aims of the intervention being studied, it will be equally important to clearly specify the hypotheses about the expected impact of the intervention on the effects of interest;\textsuperscript{26} this will enable assessment of the conditions under which a disease management intervention is deemed to be successful, or indeed might have failed to achieve desired outcomes.\textsuperscript{48}

Choice of measures of effect should be based on considerations of importance and practicality while ensuring the best use of data. It also needs to take account of timing of
(expected or hypothesised) change or rate of change and thus determine length of follow-up. Craig et al. (2008) further emphasised the need to consider sources of variation in outcomes and allow for potential subgroup analyses to be carried out.7

While outcomes are important to assess the effectiveness of a given intervention, it may be equally valuable to (also) carry out a process evaluation so as to help understanding why a given intervention works or indeed (unexpectedly) fails.7 Process evaluation can also support effectiveness assessment by providing insights into the quality of implementation of the intervention and the contextual factors that may be associated with variation in outcomes.6

3.2.1 Measuring intervention effect: health outcomes

The goal of disease management interventions is most often to enhance the overall health status of the individual patient and, where applicable, the population at large. As an individual’s health is influenced by many different factors that act over time, it has been suggested that the evaluation of related interventions should consider a range of outcomes to be assessed in the long term.48

As noted above, health outcomes are typically differentiated into intermediate, sometimes also referred to as clinical, and definite outcomes. Clinical outcomes, such as glycaemic control as assessed through measurement of HBA1c levels, blood cholesterol, blood pressure and body mass index (BMI), are the most frequently measured outcomes in evaluations of disease management interventions.8 This is in part because of their ease of measurement with standard tests and procedures in place, although the relevance of some clinical measures for long-term health outcomes remains unclear.86 Overall health status measures aim to quantify how a person’s condition affects her/his life and can be distinguished into different domains such as (a) symptoms and their management; (b) functional limitations; and (c) quality of life.87 Health status and health-related quality of life are generally captured using self-administered questionnaires, requiring the use of validated instruments so as to enable the reliable assessment of self-reported measures.

It is important to use valid and reliable outcome measures although changes in key outcome measures in the absence of a suitable control are difficult to interpret

Within the DISMEVAL project, the Danish case study focused on a rehabilitation programme for patients with chronic conditions, the Integrated Rehabilitation Programme for Chronic Conditions (SIKS) project.78 The intervention was established as a single project in Copenhagen from April 2005 to September 2007 and was funded by the Ministry of Interior and Health. On entering and completing the three-month intervention, those joining (voluntarily) were assessed on a number of health indicators, including general measures (eg BMI, blood pressure), general- and disease-specific functioning (eg senior fitness tests, spirometric tests for COPD patients, glycated haemoglobin and lipid values for diabetes patients), and health-related quality of life (Table 3.2).

Importantly, the assessment only used well-known, valid, reliable and feasible instruments and tests to capture clinical measures and patient outcomes. These included, among others, a six-minute walk test, shown to be a feasible, reliable and valid measure of functional capacity targeted at older people and people with moderate-to-severe physical impairment;88-89 a senior fitness standard and 2.45-meter test, shown to be valid and
reliable in the Danish context; the ‘endurance shuttle walking test’ developed for measuring exercise tolerance, commonly used in pulmonary rehabilitation; the Danish adaptation of Borg’s dyspnoea scale, to assess the degree of breathlessness in relation to a certain physical activity; the Medical Research Council dyspnoea scale, as a measure of self-reported disability in patients with COPD; the Avlund scale, to assess ability to perform activities of daily living (ADL), which was shown to have high internal consistency reliability and construct validity; the clinical COPD questionnaire developed by van der Molen et al. (2003), which measures symptom and functional state in daily clinical practice of patients with COPD; and the Short-Form 36-Item Health Survey (SF-36), the most widely used generic health-related quality of life instrument, shown to have high reliability and validity in multiple studies in many languages, including Danish.

Table 3.2 Pre-post intervention measurements for individuals participating in the rehabilitation programme, Copenhagen, Denmark

<table>
<thead>
<tr>
<th>Measure</th>
<th>Persons with chronic obstructive pulmonary disease</th>
<th>Persons with type 2 diabetes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General health</strong></td>
<td>Weight</td>
<td>Weight</td>
</tr>
<tr>
<td></td>
<td>Body mass index</td>
<td>Body mass index</td>
</tr>
<tr>
<td></td>
<td>Waist circumference</td>
<td>Waist circumference</td>
</tr>
<tr>
<td></td>
<td>Systolic blood pressure</td>
<td>Systolic blood pressure</td>
</tr>
<tr>
<td></td>
<td>Diastolic blood pressure</td>
<td>Diastolic blood pressure</td>
</tr>
<tr>
<td><strong>General functioning</strong></td>
<td>Stand and Sit Standard Senior Fitness Test (SFT-st)</td>
<td>Six-minute walk test</td>
</tr>
<tr>
<td></td>
<td>2.45 min Up and Go Senior Fitness Test (SFT 2.45)</td>
<td>Stand and Sit Standard Senior Fitness Test (SFT-st)</td>
</tr>
<tr>
<td></td>
<td>Endurance Shuttle Walk test (End SWT)</td>
<td>2.45 min Up and Go Senior Fitness Test (SFT 2.45)</td>
</tr>
<tr>
<td></td>
<td>Borg dyspnoea scale (together with End SWT)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Medical Research Council (MRC) dyspnoea scale</td>
<td></td>
</tr>
<tr>
<td><strong>Disease-specific functioning (laboratory data)</strong></td>
<td>Forced expiratory volume at timed intervals of 1 second (as a percentage of the predicted value for people of similar characteristics (FEV1 % of predicted)</td>
<td>Glycosylated haemoglobin (HgbA1c)</td>
</tr>
<tr>
<td></td>
<td>Forced expiratory volume as a part of forced vital capacity (FEV1/FVC)</td>
<td>Cholesterol</td>
</tr>
<tr>
<td><strong>General and disease-specific quality of life</strong></td>
<td>Short form 36 (SF-36)</td>
<td>Short form 36 (SF-36)</td>
</tr>
<tr>
<td></td>
<td>Clinical COPD questionnaire</td>
<td>Avlund scale</td>
</tr>
<tr>
<td></td>
<td>Avlund scale</td>
<td></td>
</tr>
</tbody>
</table>

In addition, the project employed several alternative instruments to assess, for example, exercise capacity and disease-specific health-related quality of life, and so assure the validity of taken measurements.

The availability of this rich data set allowed predicting the impact of the rehabilitation on general functioning and quality of life outcomes by the means of multivariate linear
regression for patients with COPD and for those with diabetes. However, in the absence of a suitable control group findings remain difficult to interpret, with evidence of what is generally known as ‘regression to the mean’ (Box 3.2); that is, the poorer selected health variables at baseline, such as (in the case of the Danish case study) poor glycaemic control among individuals with type 2 diabetes or self-rated quality of life, the larger the improvement of this outcome following the intervention.

**Box 3.2 Regression to the mean**

Regression to the mean is also referred to as ‘statistical regression’. This phenomenon is particularly relevant in disease management interventions (or their equivalent) that aim to control disease through reducing high levels of a given variable (eg blood sugar), or that aim to reduce utilisation (eg emergency care visits) and where patients have been selected for the intervention based on their extreme value of such effect measures. For example, in a given disease management initiative where high cost patients are selected for the intervention, high cost participants in the first year will cost less in the second year, giving better results than baseline when re-measured, whereas low cost participants in the first year will cost more in the second year, showing worse results than the baseline.

**Length of observation period is an important factor in interpreting observed changes in key outcome measures**

As noted above, disease management evaluations often tend to focus on disease-specific intermediate health outcomes, in part because of ease of measurement. In contrast, measurement of ‘hard’ outcomes, such as mortality and disability, is frequently difficult because the duration of evaluation is of insufficient length to assess long-term (health) effects. However, it is important to recognise that intermediate measures are heavily influenced by an individual’s health behaviour, improvements in which are frequently difficult to maintain over time. Therefore, it will be as important to consider an adequate length of follow-up to enable reliable measurement of intermediate outcomes.

To investigate in-treatment effects across different observation periods, the Dutch case study, which analysed data from 18 regional diabetes disease management programmes (see Section 3.3.2), conducted subgroup and meta-analyses incorporating the covariate ‘length of follow-up’. In line with previous research, the findings suggest that evaluations of a shorter duration (< one year) tend to overestimate observed effects. Table 3.3 shows the outcomes of subgroup meta-analyses based on length of follow-up, with subgroups representing patients with a timeframe between clinical measurements of less than one versus one year or more.
Table 3.3 Subgroup analyses according to length of follow-up, the Netherlands

<table>
<thead>
<tr>
<th>Duration of care intervention</th>
<th>Heterogeneity (I²)</th>
<th>Change in I²</th>
<th>HbA1c</th>
<th>Total</th>
<th>Between group</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤1 year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 57,069</td>
<td>97%*</td>
<td>0%</td>
<td>–1%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] 0.02 [–0.77, 0.81]</td>
<td>0.53 [–0.22, 1.27]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;1 year</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 18,058</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 45,912</td>
<td>82%*</td>
<td>0%</td>
<td>–8%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] –0.10* [–0.14, –0.05]</td>
<td>–0.11* [–0.15, –0.07]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDL cholesterol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 43,901</td>
<td>88%*</td>
<td>0%</td>
<td>–5%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] –0.09* [–0.13, –0.05]</td>
<td>–0.11* [–0.15, –0.06]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HDL cholesterol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 40,620</td>
<td>86%*</td>
<td>0%</td>
<td>–6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] 0.02* [0.00, 0.03]</td>
<td>0.02* [0.00, 0.04]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triglycerides</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 45,568</td>
<td>54%*</td>
<td>0%</td>
<td>–21%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] –0.05* [–0.08, –0.03]</td>
<td>–0.04* [–0.07, –0.01]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 55,686</td>
<td>61%*</td>
<td>94.3%*</td>
<td>+4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] –1.27* [–1.60, –0.95]</td>
<td>–0.04 [–0.52, 0.44]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 55,456</td>
<td>30%*</td>
<td>78.3%*</td>
<td>–4%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MD [95% CI] –0.90* [–1.01, –0.78]</td>
<td>–0.57* [–0.84, –0.30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTES: * Statistically significant (p<0.05)

Figures shown in Table 3.3 demonstrate that for half of the endpoints, patients with a length of follow-up of less than one year achieved better results in terms of mean differences in health outcomes. The differences in clinical results between subgroups were, however, statistically significant only for systolic and diastolic blood pressure, with reductions achieved among those followed up for less than one year significantly larger compared with those who were followed up for a longer period. Meta-regression, which included length of follow-up as a continuous covariate (ie number of months), yielded significant negative linear relationships between this effect modifier and all clinical outcomes except for HDL. This suggests that as the duration of care increases, the positive effects of the DMPs on all outcomes except for HDL cholesterol are difficult to maintain. From an evaluation perspective, these observations highlight the importance of using longitudinal data for measuring intermediate health outcomes in disease management evaluation.

Where length of the evaluation period is limited, measurement of processes may provide useful insights into programme effect

Many evaluations of disease management programmes (DMPs) examine changes in both care processes and outcomes following the introduction of specific quality improvement strategies. For example, the Austrian case study of a diabetes disease management programme implemented in Salzburg province defined HbA1c levels as a primary outcome
measure. While recognising the potential limitations of a surrogate measure such as HbA1c, it was considered the preferred choice for assessing metabolic control within a cluster randomised trial that was limited to an observation period of 12 months. Secondary outcome measures included systolic and diastolic blood pressure, blood lipids and body mass index. It further assessed self-rated health-related quality of life (HRQoL), using EQ-5D-3L, a standardised generic measure of health status designed for self-completion developed by the EuroQol Group. In addition, the analysis considered measures of process quality including the frequency of HbA1c measurements, eye and foot examinations, as well as participation in patient education.

Overall, the evaluation demonstrated that the DMP did not significantly improve metabolic control for patients with type 2 diabetes mellitus, although measures of process quality improved significantly. Thus, a higher proportion of patients received patient education and regular screening examinations of the eyes, feet and HbA1c checks compared to those receiving usual care. However, within the timeframe of an evaluation period of 12 months it was not possible to validly predict the influence of improved process quality on clinical outcomes.

Summary

This section has examined the use of health outcome indicators to assess intervention effect. It notes that it will be important to consider a range of outcomes to be assessed long term as an individual’s health is influenced by many different factors that act over time. The use of valid, reliable and feasible instruments to measure clinical and health outcomes will be important to enable systematic assessment of programme effect. Disease management evaluations tend to rely on measuring intermediate outcome measures such as metabolic control (HBA1c levels) or blood pressure, which are relatively simple to collect within a short observation period. However, the example of the Dutch case study has illustrated how a shorter duration observation period may overestimate observed intervention effects and it will therefore be crucial to allow for a sufficient length of follow-up to determine the degree to which a given intervention is likely to achieve sustained change in a given health outcome measure.

While it will be important to use valid and reliable measures, changes in key outcomes in the absence of a suitable control remain difficult to interpret, because of the regression to the mean phenomenon, suggesting an intervention effect that might still have occurred in the absence of the intervention.

3.2.2 Measuring intervention effect: costs

Disease management was first mentioned as a concept in the United States in the 1980s, motivated initially by the prospects of such an intervention reducing hospital (re)admissions and hospital days, and, thus, controlling healthcare costs. The potential of structured approaches to chronic disease care to reduce costs in the long term has remained a key aim for decisionmakers promoting the experimentation with innovative approaches to care, although, as noted earlier, the evidence for such interventions to actually do this remains uncertain.

Approaches to economic evaluation of healthcare interventions have been described in detail by, for example, Drummond et al. (2005), and we have previously reviewed methodological considerations for capturing the economic impact of disease management...
Interventions in particular. In brief, depending on the perspective taken (patient, provider, funder, society as a whole), comprehensive economic evaluation will have to take account of both the costs associated with the intervention (e.g., out-of-pocket expenses; set-up and operation costs) as well as the benefits accrued from improved chronic disease management, such as improved health experienced by the patient, long-term cost savings from complications avoided and reduced healthcare utilisation, and/or workplace productivity gains. In practice, evaluations have tended to focus on expenditure incurred by the funder, for example the health insurer, frequently lacking a complete accounting of all relevant costs.

In the context of evaluation, choice of design will be important for determining the measure of cost. Where the potential cost impact of disease management is defined by an absolute reduction in baseline year costs, the interpretation of findings will have to consider the wider context within which the cost reductions (if any) were achieved. For example, where an intervention is implemented in a system context that is already characterised by relatively low baseline costs, any additional saving achieved by the intervention is likely to be small. In contrast, systems that are characterised by high utilisation rates of specialist providers, for example, are likely to accrue relatively higher savings if, indeed, the intervention is suited to markedly reduce specialist utilisation.

Linden et al. (2004) argued that economic impact is most appropriately measured indirectly, given that disease management interventions tend to use utilisation measures rather than cost as outcome measures. Utilisation is price insensitive and can serve as a proxy for measuring financial return of investing in disease management. Utilisation measures are considered to be less vulnerable to bias than cost over time. Recent work by Steuten et al. (2009) exemplified the use of utilisation measures to estimate short-term cost-effectiveness of chronic care programmes for people with COPD.

Introducing measures of cost can provide additional insight into the impact of a given intervention although findings remain difficult to interpret

Evaluating a diabetes disease management programme (DMP) in Germany for the period 2004–2008, the DISMEVAL case study found evidence for improved process parameters in the group of diabetic patients participating in the programme. Thus, compared to a control group of patients not participating in the programme, a larger proportion of participants received an annual eye examination and regular measurement of HbA1c levels. However, these improvements were accompanied by higher utilisation and costs as derived from standard fee schedules applicable to reimbursement within the German SHI system. Thus, DMP participants showed an increase in the number of outpatient visits, in prescription rates as well as overall costs, although inpatient days or hospital costs did not differ from the control group (Figure 3.6).
Figure 3.6 Median overall costs (Euro), per patient, in DMP and control groups, Germany, 2004–2008

The Dutch case study sought to understand whether observed differences in programme effect across different regional diabetes disease management programmes might be associated with the price of the intervention under investigation. The intervention is delivered by so-called care groups – provider networks in primary care – who negotiate with health insurers a price for the package of services for diabetes they provide, on the basis of ‘bundled payment contracts’ (Box 3.3).

**Box 3.3 Bundled payment contracts for diabetes care in the Netherlands**

In the Netherlands, the 2006 health insurance reform facilitated the development of new forms of service delivery and payment for more integrated care. This involved the initially pilot-based and diabetes-focused establishment of GP-formed ‘care groups’ who contract with health insurers on the basis of a ‘bundled payment’ for a defined package of (diabetes) care. This approach was strengthened by the 2008 ‘Programmatic approach to chronic illness care’ and proposals to generally fund chronic care through bundled payment schemes, accompanied by regulatory measures to strengthen the role of nurses in the care for chronically ill.

The care group (*zorggroepen*) is a legal entity that brings together providers in primary care (mostly general practitioners and affiliated personnel) and which enters into a contract with a health insurer to provide a package of care for a given condition according to a nationally developed care standard (‘bundled payment contract’). The price for the care package is negotiated between the provider care group and the insurance fund on the basis of the performance of the care group and the expected case-mix of patients. Conceived as an ‘experiment’ in 2006, the government subsequently decided to roll out this strategy nationally for the delivery of care for patients with diabetes, COPD or vascular risk.113

The case study collected the price information from nine care groups and incorporated these into a univariable meta-regression model (for further details see Section 3.3.2). It found that, across the nine groups, prices ranged from approximately €299 to €458 per
patient per year, with a median of €367.48. However, despite this variation, the analysis identified a significant linear relationship between price and effectiveness of disease management only for metabolic control (HbA1c level) (Table 3.4). The negative regression coefficient for HbA1c suggests that patients treated in more costly DMPs achieve greater reductions in this clinical measure than their respective counterparts. Similar trends were observed for all other outcomes, although these did not achieve statistical significance. The only exception was HDL, for which the negative regression coefficient identified in the meta-regression suggests that patients in lower-priced care bundles achieve better results. Importantly, the heterogeneity in intervention effect between groups reduced after adjusting for differences in care bundle price for most of outcome variables.

Table 3.4 Univariable meta-regression results for the covariate ‘care bundle price’, the Netherlands

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Direction of the regression coefficient</th>
<th>Change in between-group variance (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbA1c</td>
<td>–*</td>
<td>–50.6</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>–</td>
<td>–7.5</td>
</tr>
<tr>
<td>LDL</td>
<td>–</td>
<td>–5.8</td>
</tr>
<tr>
<td>HDL</td>
<td>–</td>
<td>–3.7</td>
</tr>
<tr>
<td>Triglycerides</td>
<td>–</td>
<td>–2.2</td>
</tr>
<tr>
<td>Systolic blood pressure</td>
<td>–</td>
<td>–17.0</td>
</tr>
<tr>
<td>Diastolic blood pressure</td>
<td>–</td>
<td>1.2</td>
</tr>
</tbody>
</table>

NOTES: * Statistically significant (p<0.05)

Introducing measures of cost can usefully highlight how lack of a controlled design can misrepresent an observed intervention effect

The German DISMEVAL case study demonstrated how failure to adjust for baseline differences between the intervention (DMP) group and the control group prior to enrolment into the programme can lead to observations that may wrongly be interpreted as an intervention effect. Thus, using the example of prescription costs, it found unadjusted data to point to a marked difference between costs for patients participating in the DMP and those for the control group. For 2005, this difference was calculated at €183.39 per DMP participant compared to the control group; this difference might be interpreted as an effect caused by the intervention. However, analysing baseline data before enrolment in 2004 found that those who were to enrol with the programme already had higher prescription costs than those who chose not to participate (difference of €108.10). Adjusting for this baseline difference yielded, for 2005, a cost difference between the two groups that was about less than half that calculated in the unadjusted model (€70.94) (Figure 3.7).
This point is further illustrated by the Austrian case study of the DISMEVAL project.\textsuperscript{73, 114} It demonstrated, for a diabetes disease management programme (‘Therapie Aktiv’) established in Salzburg province in Austria, how an uncontrolled evaluation design led to an overestimation of programme net-effect for risk reduction of clinically relevant endpoints such as myocardial infarction and diabetes-related complications within ten years. It combined published data on the risk for patients with diabetes to develop long-term complications, as identified by the UK Prospective Diabetes Study (1998)\textsuperscript{115} and a meta-analysis performed by Selvin et al. (2004),\textsuperscript{116} with the observed decrease in HbA1c levels in the intervention and control groups in the Austrian DMP over a period of 12 months (at respectively 0.41 per cent and 0.28 per cent). In doing so, it was able to assess the impact of the control group on the interpretation of the number needed to treat (NNT) and the economic impact of the Austrian DMP.
### Table 3.5 Effect of the DMP on relative risk reduction, absolute risk reduction and number needed to treat, Austria

<table>
<thead>
<tr>
<th>Uncontrolled pretest-posttest comparison</th>
<th>Randomised controlled comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>HbA1c reduction (%)</td>
<td>0.41</td>
</tr>
<tr>
<td>Relative risk reduction cardiovascular disease (%)</td>
<td>4.6</td>
</tr>
<tr>
<td>Absolute risk for myocardial infarction / 10 years (%)</td>
<td>17.4</td>
</tr>
<tr>
<td>Absolute risk reduction for myocardial infarction (%)</td>
<td>0.80</td>
</tr>
<tr>
<td><strong>Number needed to treat to avoid one case of myocardial infarction / 10 years</strong></td>
<td><strong>125</strong></td>
</tr>
<tr>
<td>Relative risk reduction for any diabetes complication (%)</td>
<td>5.1</td>
</tr>
<tr>
<td>Absolute risk for any diabetes-related complication / 10 years (%)</td>
<td>46.0</td>
</tr>
<tr>
<td>Absolute risk reduction for any diabetes-related complication (%)</td>
<td>2.35</td>
</tr>
<tr>
<td><strong>Number needed to treat to avoid one case of diabetes complication / 10 years</strong></td>
<td><strong>43</strong></td>
</tr>
</tbody>
</table>

Figures in Table 3.5 shown how, using an uncontrolled before–after design, the estimated number needed to treat (NNT) to avoid one case of myocardial infarction or one case of any diabetes-related complication within 10 years was overestimated by a factor of three. This effect was then monetarised by applying reimbursement rates for physicians participating in the DMP, who receive a one-off payment for the initial examination for each patient joining the DMP plus additional payment for follow-up examinations every three months. Using current reimbursement rates (2010) and not accounting for inflation, the estimated reimbursement for each DMP patient translated into €1,066 in ten years. Combined with the number needed to treat for each design and endpoint as shown in Table 3.5, the estimated costs for the DMP to avoid one case of myocardial infarction within one year were then estimated to differ by more than €300,000 between the uncontrolled and controlled design; the difference was just under €100,000 for avoiding any diabetes-related complication within ten years (Figure 3.8).
Calculations only considered actual expenditure as operationalised by physician reimbursement; other costs such as those associated with programme development and evaluation costs, as well as costs induced by DMP-related diagnostic measures and medication, were not considered. Findings as presented in Figure 3.8 should therefore not be interpreted as absolute cost figures but rather as illustrating the potential for misinterpretation when relying on an uncontrolled evaluation design. Detailed assessment of return on investment and cost-effectiveness of a DMP would require further analysis and comparison of DMP-related costs to determine the savings achieved by the avoidance of myocardial infarction and other diabetes-related complications.

**Summary**

In summary, this section has provided examples of approaches to introducing cost estimates into disease management evaluation. The Dutch case study has usefully illustrated how estimates of cost, here conceptualised as price of a given intervention, can be used as a means to understand a possible association with intervention effect. The German case study found evidence for a disease management intervention to increase costs because of increased utilisation of GP visits and prescription, although utilisation of inpatient services did not change. Both the German and Austrian case studies provided important insights on how failure to adjust for baseline differences in intervention and control group, or failure to use a controlled design overall, may lead to substantial misrepresentation of intervention effect, with the Austrian example further illustrating how indirect estimates such as number needed to treat can be used to estimate long-term intervention effect.
3.3 Advancing methodology

Although the DISMEVAL project was primarily concerned with testing and validating different methods to evaluating disease management approaches, project work also offered opportunity to advance further the existing portfolio of evaluation methods and this section will illustrate examples from selected DISMEVAL case studies to inform the design of evaluation approaches elsewhere. These include:

- assessment of cluster randomisation as a ‘pragmatic’ experimental approach in DMP evaluation where experimental evaluation is feasible (Austria)
- testing of different evaluation designs (meta-analysis and meta-regression) to inform the advancement of evaluation approaches (the Netherlands)
- assessment of the impact of intervention intensity on estimate of effect (delivered dose analysis) (Spain)
- assessment of the intervention effects of different intervention components (the Netherlands).

3.3.1 Cluster randomisation can provide a ‘pragmatic’ experimental approach where experimental evaluation is feasible

Cluster randomisation is widely considered a feasible ‘pragmatic’ approach for the evaluation of complex interventions.\(^7\),\(^{117-118}\) The cluster design has been proposed as one solution to overcome the risk of contamination of the control group in population-level interventions.\(^7\) The implementation of the diabetes disease management programme ‘Therapie Aktiv’ in Salzburg, Austria, was conceptualised as a pragmatic cluster-randomised controlled trial with an observation period of 12 months. Randomisation was carried out at the district level of Salzburg province, resulting in a three-level cluster design in which the individual GP practice was nested within the district, and patients were nested within the GP practices.\(^75\) Randomisation at district level was chosen to minimise contamination bias, however individuals were asked to give informed consent as the intervention is provided at the individual level. Individual randomisation was considered to be inappropriate because it was deemed not feasible for a single GP to treat some patients according to usual care and others according to the intervention protocol. Randomisation at the GP level would have also led to contamination bias because of overlapping patient groups, especially in rural areas. Blinding of physicians or patients was not possible due to the complexity of the intervention. This might have led to potential selection bias and had to be taken into account, as noted earlier (Section 3.1.1).

One important finding of the evaluation was that the Austrian DMP ‘Therapie Aktiv’ did not significantly improve metabolic control as measured by HbA1c after one year. However, the programme significantly improved indicators of process quality. Importantly, from an evaluation perspective, further analysis within the Austrian DISMEVAL case study that compared the findings of the randomised trial with an uncontrolled before–after design demonstrated a considerable overestimation of the programme net-effect, finding a more than threefold overestimation of reduction in HbA1c levels (see also Section 3.2.2).\(^73\) Furthermore, risk reduction for clinically relevant
outcomes such as cardiovascular events was overestimated by more than 200 per cent within the uncontrolled setting.

In conclusion, the experience of the evaluation of the disease management programme in Salzburg province in Austria demonstrates that using experimental design in operational practice is feasible. Therefore, as DMPs are resource-intensive public health interventions, randomised controlled evaluation prior to programme roll-out should be indicated where possible; however, as we shall see further below, such designs also require considerable commitment of resources.

3.3.2 Advanced evaluation designs can help understanding ‘what works for whom’

The primary aim of many disease management evaluation methods is to obtain a single effect size across many patients. Such a measure may, however, be less relevant for clinical practice where individual patients are treated, and it gives little guidance on which patient groups will benefit most from which intervention component. In order to allow for a more granular assessment of the impact of components of the intervention on different patient groups, the Dutch case study used the techniques underlying meta-analysis of individual patient data to assess the differential effects of 18 regional disease management programmes (DMPs) for type 2 diabetes on an array of intermediate clinical outcomes. The intervention under consideration is delivered by so-called care groups that provide the DMPs for diabetes (Box 3.3, page 31). The analysis used a two-step approach in which the individual patient data were first analysed independently per care group by means of paired-sampled t-tests (two-sided; \( \alpha = 0.05 \)). In the second step, the group-specific mean differences and associated standard deviations were synthesised into pooled treatment effects and 95 per cent confidence intervals by means of a random-effects meta-analysis model. Subsequent analyses involved examining the extent and potential causes of the heterogeneity in effects of the Dutch DMPs for diabetes (Box 3.4).119

Box 3.4 Quantifying heterogeneity in intervention effects in Dutch diabetes care groups

To quantify heterogeneity in effects, the \( I^2 \) statistic was calculated on the basis of the chi-square test. This statistic describes the percentage of total variation across care groups that is due to heterogeneity rather than chance and can be calculated from the basic results of a meta-analysis as:

\[
I^2 = 100\% \times \frac{(Q - df)}{Q}
\]

where \( Q \) is Cochran’s heterogeneity statistic and \( df \) the degrees of freedom. The principle advantage of \( I^2 \), which lies between 0 and 100 per cent, is that it can be calculated and compared across groups irrespective of differences in size and type of outcome data. For outcomes showing moderate (\( I^2 > 50\% \)) to high (\( I^2 > 75\% \)) variance in effects, subgroup analyses were conducted to estimate how relevant characteristics, such as care group size, length of follow-up, frequency of clinical measurements, age and baseline health status, modify treatment effect. In all subgroup analyses, the study compared the level of heterogeneity before and after correcting for differences in these characteristics to determine whether the inconsistency in treatment effects (measured by \( I^2 \)) was reduced once variation in these features was accounted for.
Meta-regression analyses were used to further examine heterogeneity in effects. Contrary to subgroup meta-analysis, meta-regression can examine multiple individual and group level factors together, the results of which can facilitate more stratified care approaches (see also Section 3.3.4). Analyses can even be adjusted for baseline (prognostic) factors, which can increase the power of the analysis to detect a true treatment effect. Moreover, in contrast to meta-analysis, which requires categorisation into subgroups, meta-regressions can include continuous variables and identify potential linear relationships between, for instance, a patient’s age and treatment effects.

The analyses found that using a simple, observational study design would lead to the conclusion that the Dutch DMPs for diabetes do not achieve their intended goals. Over a median period of 11 to 12 months, minor average improvements were attained in total, LDL and HDL cholesterol, systolic and diastolic blood pressure, and BMI, whereas a slight deterioration occurred in HbA1c levels. However, applying meta-analysis and meta-regression methods, the analyses found effects to be differential, demonstrating that patients with poor baseline values showed clinically relevant improvements in all included outcomes. Thus, patients with first-year HbA1c levels of >75 mmol/mol, for example, achieved a mean reduction in this clinical measure of 16.8 mmol/mol during follow-up.

As noted earlier (Section 3.2.1), the analyses further demonstrated that the positive effects of the DMPs on clinical outcomes tended to decrease with longer-term follow-up. In addition, the findings further suggested that a greater measurement frequency of clinical measures was associated with progressively greater improvements in these measures, especially in patients with poorly controlled diabetes. The poorer patients’ values of a particular endpoint at baseline, the higher the benefit accrued by frequent measurement of that clinical outcome in terms of achieved improvements. A broader measurement range was associated with significantly greater improvements in HbA1c, HDL cholesterol, and triglycerides. For the majority of these outcomes, measuring a broader range of indicators during follow-up became more beneficial as patients’ baseline values were poorer.

Also, heterogeneity in intervention effect was more prevalent within than between care groups, and adjusting for known patient characteristics such as age, disease duration, baseline health status, co-morbidity and smoking status, substantially reduced within-group variance.

The Dutch case study aimed to further our understanding of how various processes and outcomes of care interact, taking into account the characteristics of the target population that might influence the effectiveness of certain care services. It used meta-regression techniques to investigate the existence of linear relationships between three care process characteristics – the frequency and range of clinical outcome measurements and length of follow-up – and clinical outcomes, as well as potential three-way interactions between these process characteristics, outcomes, and various features of the target population.

In conclusion, by enabling investigations of ‘what works for whom’, the use of meta-analysis and meta-regression techniques advances current approaches to disease management evaluation. Compared to the single treatment effects that inform many current healthcare reforms, using the differentiated insights gained from analysing the consistency of effects across care settings, care processes and patients can better support healthcare professionals and policymakers in their efforts to redesign chronic care.
3.3.3 **Consideration of intervention intensity can provide important insights into differential levels of impact**

The Spanish DISEMEVAL case study assessed the effects of a nurse-led, telephone-based intervention targeting a working-age population identified to be risk of cardiovascular disease. Specifically, it aimed to undertake a delivered dose analysis, in terms of natural progression of independent cardiovascular risk factors, according to three groups: control group, low intervention (partial intervention), and high intervention (complete intervention). Partial intervention refers to those receiving only one or two of the structured, nurse-led telephone interviews instead of the three structured telephone interviews that were delivered in the complete intervention.

The analysis carried out a propensity score matching method in order to compare the control group to the intervention groups. Propensity score matching using the nearest neighbour algorithm, applying logistic regression. Variables considered for matching were: sex, age, occupation, smoking habits, total cholesterol, height, weight, creatinine levels, systolic and diastolic blood pressure.

The analyses found that, after 12 months, there were statistically significant improvements in the high intervention group compared to the control group in the following variables: body mass index, systolic blood pressure, diastolic blood pressure and level of cardiovascular risk as assessed by the SCORE (European Coronary Risk Evaluation) risk chart. In contrast, partial intervention was found to be less effective. Specifically, there were no improvements in diastolic blood pressure or SCORE, although body mass index and total cholesterol levels did improve.

In conclusion, the use of a delivered dose approach provides important insights into the differential impacts of interventions and how evaluation can contribute to better understanding of the (potential) effects of suboptimal intervention implementation.

3.3.4 **Disease management interventions typically comprise of different components, and methods are available to consider these simultaneously**

By focusing on a single treatment effect, most disease management evaluation methods do not allow estimation of the effects of the different elements of a programme. As a consequence, questions concerning how best to redesign care for chronically ill patients are difficult to answer. One method that addresses this shortcoming of current disease management evaluation methods is meta-regression analysis. Similar in essence to simple regressions, meta-regression entails predicting an outcome variable (effect size) according to the values of one or more explanatory variables.

The Dutch case study used meta-regression methods to gain a differentiated insight into the effectiveness of the four practice-level components of disease management according to the Chronic Care Model (CCM), that is, self-management support, delivery system design, decision support and clinical information systems. It used the Dutch version of the Assessing Chronic Illness Care (ACIC) instrument, which assesses the degree of implementation of the four CCM components alongside their level of integration. This involved three professionals – a director/manager, GP and physician assistant – from nine care groups, who were invited to independently complete the ACIC survey. Respondents rated the four to six items per survey element on a four-point scale, with higher scores indicating greater implementation. The quantitative data gained from the ACIC survey
was cross-validated through semi-structured interviews with all participating professionals (N=27) as well as a document study of care groups’ diabetes care protocols and annual reports. The mean ACIC scores per care group were included as covariates into univariable random-effects meta-regression models described earlier to determine how the level of implementation of the different components of high-quality disease management modifies effects. However, possibly due to the small spread in the group-specific scores, the meta-regressions yielded few statistically significant linear relationships between the ACIC elements and the effects of the diabetes DMPs on clinical outcomes. One positive linear relationship was found with the ACIC element delivery system design, suggesting that care groups with a higher rating of this component achieve greater results on HDL cholesterol. Moreover, the effects on LDL cholesterol and systolic blood pressure were significantly more positive in groups with a higher rating of the integration of CCM elements.

In conclusion, despite inconclusive quantitative evidence concerning the effects of the different elements of the CCM on clinical outcomes, characterising DMPs according to this model provided valuable insights into the working mechanisms of disease management for diabetes. It demonstrates how it is possible to bring together quantitative and qualitative elements within an evaluation to better understand ‘what works’ in what circumstances. The findings of the analyses appear to point to the need to move beyond the current approach of diabetes care in the Netherlands towards a more tailored approach that takes account of the level of risk of participants. Similar to the Spanish case study, the use of approaches that, in the case of the Dutch example, involved meta-regression methods provides important insights into the differential impacts of a given intervention. It further illustrates how evaluation can contribute to the better understanding of the (potential) limitations of existing interventions in achieving desired outcomes.
Work undertaken within DISMEVAL has identified a range of challenges, which may be deemed necessary to consider for users, funders and researchers interested in the evaluation of structured approaches to chronic disease management. Some of the practical considerations concern the actual data to be used, such as their quality, completeness and sources, its accessibility and management, the availability of and familiarity with analytical tools and capacity, as well as broader issues around costs. This chapter will draw to a large extent on findings of work undertaken within DISMEVAL, providing illustrative examples from case studies where feasible and appropriate.

### 4.1 The need for and quality of data is an important consideration in any evaluation

#### 4.1.1 Routine data are an important source for evaluation

Data availability constitutes a considerable challenge to evaluation research, even where evaluation design and capacity is of high quality. Where routinely collected data is used, this may be incomplete and may require systematic scrutiny to assess the implications of missing data for the analysis and interpretation of findings; this may require additional resources where missing data has to be imputed from elsewhere. Even where routine data is fairly complete, it may be inadequate for the purpose of evaluation as it is typically used for administrative purposes only and may not record outcomes of interest. Evaluations may therefore necessitate new data collection, with consequent resource implications.

Routine data collected by SHI funds contain socio-demographic variables of insured members, such as age, sex, insurance group (employed, retired, family member) and geographical region, as well as data collected for reimbursement purposes from hospitals, pharmacies, GPs, specialists, other healthcare providers, other social insurance agencies and employers. These include diagnosis, medication, procedures and outpatient reimbursement codes as well as costs (eg for hospitalisations, medication, home healthcare, aids and devices, sick days).
SHI funds offering DMPs (see Box 2.1, page 8) also have available additional data on their members who participate in the given DMP(s). Although the regulatory framework for DMPs mandates for detailed information on programme performance to be documented (Box 4.1), for reasons of data confidentiality, SHI funds only receive an abridged version of the data set that does not contain clinical parameters such as HbA1c levels, blood pressure levels, body mass index or smoking status. Thus, data from SHI funds that can be potentially used for purposes of evaluation is limited to routine data.

**Box 4.1 Mandatory data collection and evaluation of DMPs in Germany**

The regulatory framework for DMPs in Germany sets out standards and measures for quality assurance, including for the documentation of information on patients participating in a given DMP. Documentation requirements include administrative data, information on the patient's condition, test results, medication regime and others. This data is collected by the DMP physician, usually a GP, and documented at every follow-up visit. The data is then transferred electronically to an independent agency in order to perform the statutory evaluation.

An overview of the principles of the statutory evaluation is presented by Siering (2008). In brief, its principle aims are to verify that programme targets are reached, that criteria for assessment are adhered to and that the costs of care and patient quality of life within DMPs are assessed. The minimum requirements for statutory evaluation are set by the Federal Insurance Office (BVA); evaluation costs are borne by SHI funds. As the statutory evaluation follows an observational, non-experimental design, it does not permit comparison of the quality of care provided in DMPs with usual care. Also, although it involves a longitudinal design, the interpretation of observed temporal changes among participants is difficult; the evaluation is not based on individual-level data but on average data across patients without adjusting for attrition.

Although the German DISMEVAL case study was able, in part, to draw on routine data from a statutory health insurance (SHI) fund already available to the research team in the framework of an earlier research project, additional data had to be obtained on DMP documentation. This data had to be extracted separately and then matched to the existing database. Routine data are collected for reimbursement purposes and different reimbursable items such as prescription, diagnosis and utilisation data are stored in separate tables. The collation of data tables for research purposes can be difficult and data cleaning and validation is time-consuming. Items do not necessarily match up when transferred to a single database; there may be missing values or incorrect and implausible entries. The DMP data set initially requested was found to be deficient, with several data fields not completed or missing specific values, requiring several rounds of corrections for converting the data set into one suitable for analysis, with implications for the timeframe within which to undertake analyses and resources to be committed.

Further scrutiny of data uncovered a substantial flaw, which only emerged during actual analyses concerning the outcome ‘mortality’. This showed that the routine data obtained were incomplete with regard to the year of death for some individuals (see also Section 4.1.3). The DISMEVAL project therefore had to request supplementary data. However, as the data concerned had already been partly archived by the SHI fund, the process was
time-consuming and had to be first approved by the board of the SHI fund. This resulted in an additional delay and data for 2004 are still incomplete to some degree.

This experience illustrates that while the use of routine data from SHI funds has the advantage of relatively easy access and availability of data in electronic format, providing data on a large patient sample, the amount of time needed for data cleaning and multiple rounds of validity checks should not be underestimated and should be accounted for in any analysis plan.131-132 Furthermore, the range of outcome variables to be considered for evaluation should be carefully chosen, taking into account the limited validity of a data set which was not collected for research but for administrative purposes.

Newly established data documentation on disease management interventions requires supportive infrastructure for data to be usefully utilised for evaluation

In the Netherlands, the implementation of bundled payment contracts for diabetes disease management (see Box 3.3, page 31) was accompanied by record-keeping obligations for care groups. These data, covering a specified number of care processes and outcomes, must be delivered to health insurers on an annual basis to allow for monitoring of services provided and their quality. The Dutch DISMEVAL case study used data gathered by nine such care groups retrospectively from their clinical information systems, covering a period of 20 or 24 months between January 2008 and December 2010.102 In addition, the case study used data from nine further groups that were part of the national pilot phase, implemented in 2007, and provided by the National Institute for Public Health and the Environment (RIVM). The evaluation of these nine pilots conducted by the RIVM is described in detail elsewhere.133

Of the total of 18 care groups considered in the Dutch case study, only 2 groups were able to provide data on all 19 requested patient characteristics, care processes and intermediate health outcomes. The maximum number of missing indicators per care group was seven. Within the data provided, a considerable number of patients lacked (valid) registrations of one or more of the included variables. For illustrative purposes, Figure 4.1 sets out a flowchart for patient data on the indicator ‘HbA1c level’.
The main reason for lack of completeness of data available for the Dutch case study was the relative inexperience of care groups with the operation of structural data registration, alongside shortcomings in the quality of supporting clinical information systems.

As noted above, data were collected retrospectively, which is likely to have introduced bias as only a small set of analyses could be conducted on the basis of data from all groups and all patients. While it is difficult to assess the size of bias, the research population did not differ systematically from other diabetic populations studied in the Netherlands on a range of variables such as average age, disease duration or the percentage of smokers. However, the prevalence of co-occurring conditions was lower than would have been expected based on the characteristics of the total population of Dutch diabetic patients; this is likely to be attributable to registration problems. Retrospective data collection further limited the choice of effect measures to the included set of intermediate clinical outcomes; definite outcome measures such as health-related quality of life, self-efficacy and patient satisfaction were, however, not available.

On the other hand, collecting data retrospectively meant that a large number of patients could be included, capturing information on daily practice of healthcare provision and registration. It also permitted assessment of relatively long-term effects within a limited time frame; furthermore, financial costs of data collection were low. These considerations...
present important motivations for evaluations seeking to assess the context-specific effects of large-scale, population-based disease management programmes, potentially outweighing challenges associated with a considerable volume of missing data. Furthermore, prospective data collection on chronic care interventions in daily operation does not necessarily ensure more complete datasets. In the Dutch case study, there were no consistent differences in terms of number of missing values between the nine pilot care groups, for whom data was gathered prospectively by the RIVM, and the nine groups that provided data retrospectively from their clinical information systems.133

Similar challenges apply to analysts seeking to evaluate disease management approaches in Denmark. The Danish DISMEVAL study was able to draw on data from a specifically designed and funded (research) project and so had privileged access to a rich database that is not typically available to evaluators in routine settings (see Section 3.2.1).79 However, with the roll-out of disease management programmes in Denmark (Box 4.2), some municipalities have implemented and are recording data sets that also include clinical data concerning rehabilitation, which is a part of DMPs. At present these data sets are mainly used for administrative purposes and a large proportion of data currently contained in these data sets are not suitable for DMP evaluation due to incompleteness. This is explained, in part, by clinical practice not yet being ‘routinised’ in terms of, for example, the selection of tests to be conducted, as well as attrition. Also, the quality of supporting IT systems has remained limited so far.

**Box 4.2 Regional disease management programmes in Denmark**

The five regions of Denmark are in the process of developing disease management programmes (DMP), working from an initial programme template developed by a working group at the National Board of Health in 2008.134 Each region in Denmark is responsible for the development of its own DMP in the expectation that regional DMPs will operate with each other in addressing most common chronic conditions, so that all patients with a chronic condition are covered by a specific DMP and receive the health services and provisions described in the programme.

The actual content of regional DMPs is likely to differ, but the differences are not essential. Progress has varied with, for example, the Capital Region of Denmark having developed and approved DMPs for diabetes, COPD, dementia and cardiovascular diseases, with programmes for musculoskeletal disorders planned. DMPs for COPD and diabetes type 2 started to being implemented in 2010. The Central Denmark Region has developed and approved DMPs for diabetes, COPD and cardiovascular diseases while the Region of Southern Denmark is currently developing DMPs for diabetes, COPD, cardiovascular diseases and musculoskeletal disorders. The North Denmark Region is currently planning DMPs for dementia, cardiovascular diseases and COPD, whereas the Sealand Region has yet to develop related plans.

**Heterogeneity of routine data collection systems poses challenges for their use in evaluation, highlighting the need for greater collaboration between those responsible for data collection**

The French DISMEVAL case study used data from two separate diabetes provider networks.69 In France, all health provider networks operate a routine database on administrative data and activity documentation such as the frequency and dates of therapeutic education workshops provided. However, operation of a clinical database is
mostly limited to provider networks that have a critical size and thus sufficient resources to set up such a database; those targeting conditions for which process and outcomes can be easily measured; and/or those with an inherent ‘evaluation logic’, as would be the case for provider networks that originate from an academic setting.

Diabetes provider networks are generally large, covering more than 1,000 patients, as diabetes is a relatively common condition and diabetes can be characterised by measures that are relatively easy to quantify (HbA1c, other laboratory parameters). Some diabetes provider networks explicitly target the improvement of measurable glycaemic control in their objectives and therefore frequently have established quantitative clinical databases that are relatively complete. Another example is provider networks for patients with multiple sclerosis, as this condition is often diagnosed and treated in academic settings, and clinicians who initiated the provider networks also have interest in the scientific evaluation of their work and collect the necessary data.\textsuperscript{135} This data is available for statutory evaluation use also.

Overall, there is considerable heterogeneity in data availability and completeness for French provider networks. While the relative lack of sufficiently detailed data hampers rigorous evaluation of provider networks in France at present, steadily growing network size and shared resources between networks (see also Section 4.1.3) are likely to improve this situation in the future.

**Summary**

This section has highlighted the opportunities and challenges arising from the use of routinely collected data for disease management evaluation. Routine data have the advantage of relatively easy access and data are available for a large patient sample, capturing information on daily practice of healthcare provision and permitting assessment of relatively long-term outcomes, such as mortality within a limited timeframe. Furthermore, financial costs of data collection tend to be low. These advantages potentially outweigh the challenges associated with the considerable volume of missing data that tends to be common, in particular for data collection systems that are newly introduced and/or for which validity checks are not routinely carried out. Therefore, any evaluation that makes use of routine data systems will have to allow sufficient time to enable validity checks and a good understanding of the context within which data collection takes place, in particular in relation to the range of outcome variables to be considered for evaluation where data is not collected for research but for administrative purposes.

4.1.2 **Data access and confidentiality can act as a barrier to evaluation**

Access to routine data for evaluation can present difficulties where their use requires approval from the relevant data holder (eg a health insurance fund), which may delay the use of the data; also, the data holder may impose certain restrictions on the use that may reduce the ability to employ the full potential of data for evaluation analysis (eg confidentiality issues may prevent disaggregation of data to smaller geographical units, which may be used to create controls). This is likely to be the case where data linkage is being considered as a means to analysis.

Also, where data is managed in a database external to the research team, this may have (additional) cost implications. This is particularly likely to be the case where not the entire data set is used but the analysis requires a subset to be extracted by the holder of the
Accessing these data is not a problem as such and data required for evaluation analyses can be extracted by the holder/manager of the database. However, this has cost implications. For example, one hour of statistician time at Statistics Denmark is costed at around DKK 1,500 (€200). With data extraction taking anything between 10 to 30 hours or more, depending on volume and specificity of data requested, this corresponds to between DKK 15,000 and 45,000 (€2,000–6,000) that would have to be set aside for the evaluation.

Data confidentiality can restrict the usefulness of a potentially rich routine data source for evaluation and needs to be accounted for in the evaluation plan

This richness of routinely collected data that are available, in principle, to researchers in Denmark is in contrast to that experienced by researchers in the German and Austrian case studies, where routine data held by SHI funds provide only limited information on socio-demographic data beyond age and sex and availability may be further restricted because of concerns about data confidentiality. For example, the German case study within DISMEVAL sought to access full postcodes of SHI fund members’ home addresses. Due to data privacy issues, data were only provided with the first two out of five postcode digits. This, however, proved to be insufficient to even differentiate between urban and rural areas. As a consequence, analyses had to construct control groups based on large administration regions, approximately equivalent to federal states. The lack of this
information impacted on the analyses in two ways: first, including postcodes as a baseline variable to be adjusted for in the outcome analysis could have provided a simple way of controlling for possible differences in socio-economic status between the intervention and control groups.\(^{138}\) Second, if DMP participation rates vary by region, the availability of full postcodes would have provided a suitable variable to permit an instrumental variable analysis, a technique that allows controlling for observed and unobserved confounders.\(^{139}\)

The Austrian case study experienced further challenges because of an inability to link different documentation systems that are used to record data on inpatient and outpatient care. Furthermore, analyses were unable to access hospital discharge codes of the patients concerned because of data confidentiality. It was therefore not possible to assess diabetes-related hospital costs for individuals included in the study, so estimates had to rely on hospital costs according to the length of the respective hospital stay as derived from the average costs per hospital day published by the Austrian ministry of health.\(^{73}\)

**Gaining permission to use routine data may be time-consuming, which needs to be accounted for in the analysis plan**

The French case study faced different challenges related to data access.\(^{69}\) In France, access to provider network data is not a problem for statutory evaluation as the provider network is held responsible by the financing body to grant such access and insight into the necessary documents. Generally, however, the use of (even anonymised) patient data for evaluation purposes requires permission from the National Data Safety Authority (CNIL). In the case of provider network data, the individual networks already have this permission, as this is required to collect and store data in the first place, therefore permitting networks to use patient data for evaluation purposes.

Access modalities for data other than those held by networks, for example for the purposes of constructing control groups for evaluation of impact of network interventions on patient outcomes, as undertaken in the French DISMEVAL case study,\(^{69}\) depend on the body responsible for the relevant data. In France, potential sources for control group data include the National Institute for Sanitary Surveillance (INVS), which collects data on diabetes and asthma, for example; the French national health insurance fund (CNAMTS); and smaller bodies such as the Observatory for General Practice (OMG).

These institutions have distinct data access modalities that generally require a lengthy procedure to meet. The French case study used cross-sectional data from INVS. Here, access requirements changed over time: as part of the data request procedure, CNIL permission was initially requested even though only anonymised data, that is data not allowing identification such as name of the GP or patient address/postcode, was requested. Permission to access the data was granted only after a period of more than 12 months.

Long waiting times and difficult communication with CNIL have been reported by other researchers. This is explained, in part, by the growing workload of this rather young institution: founded in 2003, the number of decisions taken has increased by almost a factor of 100 during 2003 to 2009, while staffing has only increased by 74 per cent during the same period.\(^{140}\) In order to circumvent lengthy waiting time to access data, evaluators might consider using databases for which CNIL permission has already been granted to those holding the relevant data. If this is not possible, however, waiting times are unpredictable and do represent a major obstacle for evaluation and research in France.
Similarly, the Dutch case study required considerable time commitment in order to access data requested for analysis, frequently requiring multiple meetings with the data holders, care group managers, and formal approval from the groups’ boards of directors. Moreover, many care groups requested a contract to be drawn up, which restricted the use of the data and included stipulations concerning patient anonymity and data security. Again, these experiences highlight the need for evaluation planning to provide a sufficient timeframe.

Summary

The experiences of DISMEVAL case studies in accessing data suggests that even where routine data can be accessed in principle, full exploitation of data available may be compromised. While maintaining data confidentiality is a serious concern in any research, there may be a need for decisionmakers to consider putting safeguards in place to allow for full access of routinely collected data sets while maintaining high standards of data privacy and confidentiality, such as is illustrated in the Danish case. An important lesson drawn from all case studies presented here is the necessity, in the evaluation plan, to allow for sufficient time to negotiate access to data and, where necessary, to set sufficient additional resources aside to allow for data extraction by the holder of the data.

4.1.3 Data quality and completeness determine the usefulness of routine data for evaluation

The introductory section to this chapter has already highlighted the notion of quality and completeness of data available for evaluation, in particular when relying on routinely collected data. Powell et al. (2003), in the context of assessing healthcare quality more generally, highlighted challenges around comparability over time and between providers or regions that are particularly pertinent to routine data.

Within DISMEVAL, such challenges were confirmed in several case studies. Both the German and the Austrian case studies used data provided by statutory health insurance funds. Yet, there is a lack of oversight and routine monitoring by SHI funds of data that is collected using DMP documentation. As a consequence, the ability to check on data validity and reliability is limited, which poses challenges to evaluation in terms of its scientific soundness.

For example, as noted in the preceding section, the analyses of statutory health insurance data in the Germany case study found inconsistencies in the way death was (not) documented for some individuals in the database. Until 2004, benefits covered by the German statutory health insurance system included a so-called ‘death benefit’ (or ‘burial allowance’) for SHI members and their dependants. With the abolition of this benefit with the 2004 health reform, SHI funds have experienced difficulties identifying whether a member, or their dependant(s), had died, if this is not specifically reported to the fund. Notifications of the death of an insured person by relatives occur with delay or not at all, and in some cases SHI funds will know about the death of a member only when post is returned or when they are informed by the pension fund. In addition, most SHI funds do not document deaths in a standardised way; there is no compulsory entry field for the date of death of an insured member in the software system used.

This implies that mortality data for the years 2007 and 2008 as used in the German case study is most likely to be incomplete. However, data incompleteness is not expected to have impacted on the findings of the case study as it relates to mortality. This is based on the assumption that reporting of deaths in the intervention group is not systematically
different from that in the control group. Thus, while the quality and soundness of the evaluation might not be directly affected by the specific challenges posed by this data set, it highlights the level of scrutiny and thoroughness required to understand the strengths and weaknesses of routine data to be used for evaluative purposes and, in particular, an understanding of the context within which these are collected to ensure accurate interpretation of observed phenomena.

This need is further highlighted by the Dutch case study, which worked with individual patient data that were obtained anonymously and, for most groups, without prior cleaning and validation.\textsuperscript{102} To assess the plausibility of the data, range checks were conducted on the supplied variables. Extreme outliers or unusual values were removed based on cut-off points determined by expert Dutch professionals and researchers in the field of diabetes care. Table 4.1 displays these cut-off points as well as the number and percentage of removed clinical values from the overall dataset, incorporating data from a total of 105,056 individuals across 18 care groups. The highest percentage of removed values across clinical outcomes was 1.31 per cent for LDL cholesterol.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Lower</th>
<th>Upper</th>
<th>Excluded (N)</th>
<th>Removed (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glycated haemoglobin (HbA1c) (mmol/mol)</td>
<td>18</td>
<td>108</td>
<td>913</td>
<td>0.51</td>
</tr>
<tr>
<td>Total cholesterol (mmol/l)</td>
<td>–</td>
<td>14</td>
<td>51</td>
<td>0.03</td>
</tr>
<tr>
<td>LDL cholesterol (mmol/l)</td>
<td>1</td>
<td>7.3</td>
<td>2110</td>
<td>1.31</td>
</tr>
<tr>
<td>HDL cholesterol (mmol/l)</td>
<td>0.5</td>
<td>–</td>
<td>200</td>
<td>0.13</td>
</tr>
<tr>
<td>Triglycerides (mmol/l)</td>
<td>–</td>
<td>8</td>
<td>479</td>
<td>0.29</td>
</tr>
<tr>
<td>Systolic blood pressure (mmHg)</td>
<td>70</td>
<td>250</td>
<td>25</td>
<td>0.01</td>
</tr>
<tr>
<td>Diastolic blood pressure (mmHg)</td>
<td>40</td>
<td>120</td>
<td>121</td>
<td>0.07</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>16</td>
<td>70</td>
<td>123</td>
<td>0.08</td>
</tr>
</tbody>
</table>

In the Spanish case study, missing data posed the greatest challenge to undertaking rigorous analyses.\textsuperscript{125} Thus, lack of data completeness greatly restricted the ability to apply propensity score matching using a wide range of variables, such as blood pressure measurements or cholesterol values. As a consequence of missing data, analyses had to exclude a comparatively large number of individuals, so reducing the sample size from a base of just over 1,700 individuals by between 20 per cent and two-thirds, depending on the technique used. Most of these limitations have to be related to the non-experimental nature of the intervention, which was carried out in the ‘real world’ clinical settings as part of routine clinical practice, using standard electronic medical records.

Summary
This section has further highlighted the particular challenges pertaining to the quality and completeness of existing (routine) data for the purposes of evaluation. As noted in the above sections, thus, if such data is being used for evaluation it will be important to have a good understanding of their limitations and their impact on evaluation findings. In practice, this will mean engaging in conversations with those collecting the data to assess the context for data collection, as well as allowing, in the analysis plan, for sufficient time to scrutinise data for consistency and completeness.
4.2 Evaluation of disease management requires adequate financial and human resources

Rigorous evaluation requires adequate resourcing, both in terms of financial resources and the identification of analytical capacity to address more sophisticated design issues as well as data collection and analysis. The level of necessary resources will be determined mainly by the aims of the evaluation, the complexity of the programme to be evaluated, the purpose of evaluation and intended use of findings, among others.

A fundamental challenge in several settings is the availability of funding to conduct rigorous evaluation studies. For example, the cluster randomised controlled trial drawn upon for the Austrian DISMEVAL case study was funded primarily by the evaluator itself, the Institute of General Practice, Family Medicine and Preventive Medicine of Paracelsus Medical University in Salzburg, Austria. Additional funding was provided by the statutory public health insurance of the province of Salzburg, which provided additional reimbursement for those GPs acting as a control group equivalent to the DMP-reimbursement; it also financed the DMP in the intervention group (although the latter costs would have arisen in the absence of the study). The study was further supported by two unrestricted research grants from Salzburg Savings Bank and Roche Diagnostics Austria. Thus, although there is a general interest for valid assessment in Austria, provision of sufficient funds to implement a thorough programme evaluation represents one of the most challenging problems. Importantly, to ensure objective assessment, it will be important to set aside independent financial resources.

In France, the scale of a provider network evaluation is likely to be smaller than that of a programme evaluation in other countries. The average size of the 742 provider networks receiving specific funding in 2009 was 1,000–2,000 enrolled patients per network; the average cost of a triennial external evaluation performed in 2009 was €20,875. These figures illustrate that resources available for evaluation are limited due to the high number and relatively small size of provider networks. In this context, advanced evaluation designs including randomisation are not an option for the vast majority of provider networks and evaluators. Importantly, as provider networks are set up locally and participation is voluntary both for patients and physicians, randomised designs will be not feasible empirically. Further to these limitations, the sample size places a limit on the feasibility of certain statistical methods that require a large number of variables (eg propensity score matching).

One way of optimising the use of financial and human resources for evaluation purposes is to harmonise and share technical resources between provider networks with similar requirements. For instance, networks using quantitative databases can collaborate in setting up technical infrastructure (hardware and software, data transmission) or jointly employ staff responsible for the respective databases. Such collaborations between provider networks are currently being developed, for instance between diabetes provider networks in the Paris metropolitan region.

Summary

The examples presented in this section illustrate how robust evaluation will require considerable expertise, starting from the ability to conceptualise the evaluation design through to very practical issues around computing and IT capacity to enable manipulation
of data suitable for evaluation. Thus, epidemiological and statistical expertise will be necessary to devise a strategy for the identification intervention and control groups, to select variables for adjustment of differences between groups as well as meaningful outcome variables and to carry out robust analyses of evaluation data of disease management interventions. Most analyses undertaken within DISMEVAL used SAS statistical software, requiring acquisition of the software where this is not routinely available. Availability of powerful statistical software is particularly relevant where analyses consider a large body of data. This will have to be set in a framework of adequate financial resources to permit overall independent assessment of programme effect.
This chapter is aimed at reflecting on the broader lessons learned from work undertaken within the DISMEVAL project with regard to evaluation of structured approaches to disease management. We begin by briefly describing existing evaluation practice and needs as assessed in two case studies. We then elaborate specifically on the potential challenges associated with interpreting evaluation findings and how evaluation can be used to inform programme development and improvement.

5.1 There is a need for the better understanding and communication of evaluation practice and needs between stakeholders

Work carried out within the DISMEVAL project aimed to better understand the existing context for evaluation in European countries and the variation in evaluation needs and practices from the perspective of different actors within a given setting, including practitioners, funders and decisionmakers. We here describe findings from two case studies undertaken within DISMEVAL that sought to provide additional insights into the broader context for evaluation. Thus, the French case study examined the existing statutory evaluation requirements of provider networks in France to inform current evaluation practice, while the Dutch case study collected qualitative data on information needs and measures of success by practitioners involved in evaluations. This section describes the findings of this work to illustrate the challenges experienced in practice by those undertaking evaluation in routine operation.

Framework for evaluating provider networks in France: theory and practice

In France, the majority of provider networks are publicly funded. In 2002, this funding was tied to the obligation to conduct a triennial external evaluation. Until 2007, the modalities of this obligatory evaluation were not specified; the only existing guidance consisted of recommendations on evaluation issued by the National Authority for Health (Haute Autorité de Santé, HAS). These recommendations are structured around five themes: (1) the network objectives, (2) integration of users and professionals in the network, (3) functioning of the network (4) quality of care and (5) economic evaluation. In 2007, the regulatory evaluation modalities were eventually set out in a ministerial circular, which added to the evaluation domains used by the HAS the requirement of pre-post comparison or comparison with ‘other initiatives’, although these ‘other initiatives’ were not defined further.
The analyses undertaken in DISMEVAL sought to better understand how, within this broad regulatory environment, provider networks approach evaluation. In particular it aimed to assess how well a given evaluation linked with the provider network’s objectives; the appropriateness of the evaluation approach chosen; the extent to which the chosen approach was based on national recommendations as set out above; and what evaluation method can be recommended considering the characteristics of a given disease management intervention. The analysis was able to draw on data provided by 12 provider networks addressing a range of common conditions such as diabetes and obesity, but also less common conditions such as multiple sclerosis and motor neurone disease. The size of the networks reviewed here varied from 231 to 4,985 patients (2009). Analyses included non-public external evaluations of the most recent triennial period as well as the three most recent internal activity reports (2007–2009). In addition, 13 semi-structured interviews were conducted with provider network coordinators, evaluators, stakeholders and funding entities.

Although the external evaluations of the provider networks sample were found to generally follow the stipulations set out by the HAS and the Ministry of Health, in practice the evaluation requirements were very rarely met in their entirety. For example, one requirement stipulates the verification of ‘the presence of organisational guidelines [...] as well as their application and their impact on professional practice’. However, the ability of provider network evaluations to report on this indicator requires such guidelines to be available, which may not be the case for less common conditions. As noted earlier, national guidelines also require the evaluation to be comparative; however, only 4 out of the 12 provider networks reviewed did use a comparative design. Furthermore, existing evaluations rarely carried out sound economic assessment beyond budget descriptions.

Overall, the analysis found that available external evaluation reports: tended to be limited to describing the structure and organisation of the provider networks; listed their activities; reported on patient and provider satisfaction; and, in some cases, performed analysis on quantitative data. They generally provided a narrative conclusion and recommendations. These reported approaches were not suitable to assess whether a provider network’s objectives were met, because they lacked clear indicators associated with the specific objectives.

These observations illustrate that, in France, national recommendations appear to allow for considerable room for interpretation and lack sufficiently detailed guidance for those interested in conducting sound evaluation. This apparent mismatch between the political ambition to standardise and the multitude of existing initiatives can be explained, in part, by the observation that provider networks tend to have emerged as small bottom-up initiatives, founded and operated by health professionals, and such networks are not equipped to collect the exhaustive data necessary for comparative evaluation. Additionally, external evaluators may not have the skills and financial, as well as human, resources needed for a task as complex as comparative evaluation. In future, thus, it would be important to develop objective indicators that would permit for assessment whether or not the network’s objectives have been met. These indicators should not be defined at the national level but agreed on regionally so that individual characteristics of the respective provider network can be taken into account. There is a need to better match evaluation
methods and provider network characteristics by giving more specific indications by provider network subtypes, based on disease type.

**Attitudes to disease management evaluation on the ground: a perspective of practitioners in the Netherlands**

The Dutch case study aimed to assess professionals’ attitudes towards disease management evaluation. It carried out interviews with a selection of 27 healthcare professionals from 9 diabetes care groups (a manager, a GP, and a practice nurse per group) who were provided with various propositions concerning four broad topics: (1) determining and measuring the goals of diabetes care; (2) function and possibilities of evaluation; (3) type and range of quality indicators; and (4) indicator development.

The vast majority of respondents (N=25) agreed that before indicators are developed to evaluate the quality of care, the goals of a care programme must be clearly specified. Respondents highlighted that it would be important to know in advance which benchmarks to measure against in order to be able to work towards improving quality. While 20 respondents noted that goals set out for their care programme were matched with performance indicators, others highlighted that the focus of evaluation tended to overemphasise clinical outcomes; they were also concerned about the lack of attention to self-management support in both care provision and evaluation.

Providers expressed a concern that evaluation was perhaps too focused on the actual ‘end product’ of the care programme, which in their opinion would not necessarily reflect the quality of care provided. The focus on clinical outcomes was seen as problematic and processes and structures were evaluated less structurally and/or solely when outcomes are poor. Respondents emphasised that quality systems, including regular audits and benchmarks, must be put in place to ensure good care quality processes and structures.

Eighteen respondents considered more patient-centred outcomes, especially quality of life, to be important indicators of quality. Respondents also noted the difficulties associated with both measuring and interpreting such measures, which they considered as ‘subjective’. There appeared to be general consensus (N=20) that parameters focusing on the knowledge and behaviour of patients should form a standard component of measuring the quality of diabetes care, to allow for more insight into patients’ self-management capabilities. Overall, however, there appeared to be some uncertainty about the optimum ‘mix’ of indicators suited for quality measurement. Thus, while 15 respondents considered a limited number of measures, mostly those on outcomes and some processes, to be sufficient to measure quality of care, 12 respondents argued for a wider range of indicators.

There was some concern about the involvement of government, research organisations and, in particular, health insurers in indicator development. A particular concern centred on providers’ workload becoming too heavy, which might result in unreliable data registration, and on health insurers’ tendency to emphasise efficiency and cost reduction rather than quality. At the same time, the majority of respondents believed that a cooperative approach might be beneficial and could allow for a broader evaluation perspective beyond the traditional medical approach. Eighteen respondents reported having experienced difficulties in evaluating the quality of diabetes care provided by their care groups. These difficulties were often of a practical nature and related to shortcomings in IT infrastructure or to lack of time for data documentation. Providers also noted that
the trend of quality measurement in primary care is new and that they are still in a learning phase, trying to determine how to measure quality, what indicators to use, and how to analyse the large amount of data gathered.

Similar to what was observed for France, there appears to be a need in the Netherlands to provide better support to care groups ‘on the ground’, to enable data collection and analysis in order to support evaluation of intervention effect.

**Summary**

This section examined the existing context for evaluation in two European countries and the variation in evaluation needs and practices from the perspective of different actors within a given setting, including practitioners, funders and decisionmakers. It finds that there may be different expectations about the scope and purpose of evaluations between practitioners and those collecting the data vis-à-vis those funding such initiatives. Evidence from France and the Netherlands points to some uncertainties among practitioners, in particular about the range of indicators that may be relevant and feasible to collect, and there may be a risk of a mismatch between the perspectives of funders and decisionmakers about key indicators that ought to be collected and those perceived to be important (from the perspective of practitioners) to enable quality improvement. Overall, there appears to be a need to provide better support to practitioners and those engaged in local evaluation to enable formulation and definition of indicators for use in routine practice as well as for data collection and analysis in order to support evaluation of the intervention effect.

5.2 **Interpretation of evaluation findings needs to be placed into the context of evaluation design and of the intervention being evaluated**

This section reflects briefly on the interpretation of evaluation findings and the necessity for placing these in the broader context of programme implementation specifically and issues around evaluation more widely. For example, an evaluation might find improvements in process indicators (so suggesting improved quality of care) but not in outcomes. This might be because the length of evaluation was not sufficient to demonstrate health improvements. Likewise, an evaluation might find that a given intervention improved outcomes for only around half of participants; this might indicate that the intervention was suboptimal or, perhaps more likely, that expectations of what improvements could be achieved were unrealistic. Further, a given evaluation might not be able to establish statistical evidence of any health improvement simply because of small numbers. Also, intervention effect will differ by disease type.

As noted earlier, the Austrian case study within DISMEVAL was able to draw on data obtained from a cluster randomised trial of a diabetes disease management programme (DMP) implemented in Salzburg province. The trial aimed to assess whether the DMP ‘Therapie aktiv’ improved metabolic control (HbA1c) and quality of care for adults with type 2 diabetes managed in primary care compared to a control group with usual diabetes care. It hypothesised that the DMP would lead to a significant reduction of HbA1c levels and an improvement in guideline adherent care. However, the findings of the evaluation demonstrated that the DMP did not significantly improve metabolic control for patients with type 2 diabetes mellitus, although measures of process quality improved significantly.
Thus, a higher proportion of patients received patient education and regular screening examinations of the eyes, feet and HbA1c checks compared to those receiving usual care.

What does this mean in practice? Although an evaluation may detect statistically valid associations, the interpretation of such findings, in terms of their transferability into healthcare decisionmaking, remains somewhat challenging. Thus, effects found to be statistically significant have to be set against their clinical relevance and, as we have seen earlier in the context of the Dutch case study (see Section 3.3.4), the length of the observation period will be crucial for interpretation of some outcomes. In the case of the Austrian DMP evaluated here, the measurement of HbA1c levels alone will not predict the influence of disease management on clinical outcomes, such as morbidity and mortality, based on an observation period of 12 months only. In order to translate the findings into more ‘tangible’ observations that can then inform decisionmaking, analyses were therefore extended to estimate the number needed to be treated to avoid future events such as myocardial infarction or diabetes-related complications, as illustrated in Section 3.2.2. While recognising the limitations inherent in an approach that extrapolates findings observed in other settings (here the UK Prospective Diabetes Study (1998) and other work), implying that the estimated figures on the number needed to be treated and the associated cost should not be interpreted as absolute figures, the analyses presented provide a useful illustration of how findings may be used further. In this case it was used to demonstrate how uncontrolled evaluation designs can lead to misleading results, typically, although not always, overestimating intervention effect.

The Danish DISMEVAL case study provided further insights into how different approaches to evaluation can help understanding the effect of a given disease management intervention, in this case, a three-month rehabilitation programme for people with chronic diseases. One set of analyses aimed to assess the effect of the rehabilitation programme on functioning and quality of life among persons with chronic obstructive pulmonary disease or type 2 diabetes, using two statistical techniques within a before–after design without control. Keeping in mind the limitations of an uncontrolled design to attribute intervention effect, the analysis did not identify substantial differences in the performance of either technique (paired t-tests and mixed model linear regression for repeated measurements with random effects on person level) in relation to observed effects. The only exception was that the mixed models approach identified more associations that were statistically significant, although this was largely attributable to differences in sample sizes between the two models. This ‘non-finding’ is important as it highlights the need to develop a standard or criteria to guide evaluators on which approach to choose in what contexts, in particular where statistical expertise is lacking or suboptimal.

A second set of analyses undertaken within the Danish case study sought to understand the impact of different evaluation designs on intervention effect, using different sets of control groups (created through random selection; gender and age matching; propensity score matching), which is described in more detail in Section 3.1.2. In brief, the three designs were: before–after without control; intervention-control in post-period; and difference-in-differences analysis (DID). The difference-in-differences analysis produced estimates of intervention impact that were in principle more plausible than those based on a single difference. At the same time, the simple before–after analyses provided additional insights when interpreted alongside the findings of the DID analyses. Thus, as we have seen earlier,
the magnitude of observed changes in the frequency of hospitalisation was smaller in the before–after design while the DID analysis found a larger effect size that was statistically significant. This points to a rehabilitation effect in the intervention group, that is, the intervention slowed disease progression. Based on these analyses, and in order to gain a broader understanding of programme effect, it appears to be useful to combine different methods in outcome evaluation, such as before–after with DID analyses.

At the same time, while the use of different approaches to assess intervention effect can provide valuable additional insights, one of the main challenges remains the data being used to evaluate impact. For example, the German DISMEVAL case study highlighted that choice of matching technique to construct a control group in a non-experimental design may be less important than the actual quality and completeness of underlying data used to create controls. Thus, analyses assessing the effect of a diabetes disease management programme in Germany found that all matching/weighting methods that were used to adjust for baseline variables resulted in a good balance between intervention and control group and fairly similar effect measures for all primary outcome variables analysed (see also Section 3.1.2). However, it also noted that in order to assess the ‘true’ intervention effect, any adjustment should consider confounding variables only and that concerted efforts should be made to obtain a data set as detailed and valid as possible, since unobserved confounders can result in intervention effects that may be misleading.

The preceding chapter has already highlighted the challenges associated with using routine data for conducting rigorous evaluation. Their interpretation equally poses challenges. For example, the German case study had to rely on inpatient and outpatient ICD-10 diagnosis codes for disease complications to assess the severity and development of the illness over time, as clinical parameters such as blood pressure or HbA1c were not available in routine data. However, the validity of ICD-10 diagnosis codes may be limited, especially for outpatient settings, and without a medical history it is difficult to assess pre-existing illnesses for a given patient before joining the DMP. One other phenomenon pertinent to interpreting evaluation findings and highlighted by the German case study is the so-called ‘immortality bias’. Immortality bias can be introduced into a retrospective analysis when patients meet the criterion to receive the treatment only if they survive for a certain period of time. Within DISMEVAL, initial analyses included survival analysis with the follow-up period starting in 2005, the year of DMP enrolment of study participants. This analysis found a very strong beneficial effect for the DMP group by means of higher survival rates compared to the control group. However, scrutinising underlying data revealed that this effect was largely attributable to the observation that the intervention group had almost no deaths recorded in 2005: in order to enter the intervention in 2005, the participant had to be alive at that point, while no such requirement applied to those assigned to the control group. Analyses therefore had to be repeated using the year following enrolment, 2006, as the commencement date for follow-up. Although repeat analyses found a reduced overall effect, the survival benefit for the intervention group remained for 2006 but decreased over the following years, as we have show in Section 3.1.1 of this report. If the effect was truly attributable to the intervention, the survival benefit should have increased. It is therefore more likely, as noted earlier, that GPs selectively did not enrol patients who were likely to die in the near future. If this was the case, a hypothesis that would need to be confirmed, the analysis
could still suffer from some form of immortality bias, since the routine data set that was used for baseline adjustment might have missed important variables for the prediction of this short-term mortality risk. This highlights that caution needs to be applied when interpreting observed effects, requiring a good understanding of the context within which observations are being made and, as noted earlier, of the data that are being used for evaluative purposes.

In this context it is also important to emphasise the challenges decisionmakers, funders and practitioners are faced with when interpreting findings from different evaluations of essentially the same intervention. We have briefly highlighted this issue in Section 2.3 in relation to DMPs in Germany (see Box 2.1, page 8). The German case study within DISMEVAL has highlighted how different evaluations of the diabetes DMP used different approaches to identify the intervention and control populations. For example, as noted above, the DISMEVAL case study used inpatient and outpatient ICD-10 codes or prescription data to identify the populations to be included in the evaluation. Although the analysis was able to cross-validate a diagnosis of type 2 diabetes for DMP participants on the basis of the DMP documentation that was available from the SHI fund, such a verification of diagnosis was not possible for the control group. The control group therefore might have included a certain proportion of patients with type 1 diabetes or without diabetes. On the other hand, while prescription data are known to have a higher validity, diabetic patients identified on this basis will include only more severe cases taking medication, so introducing selection bias. Some of the evaluation studies performed in Germany to date excluded diabetics who did not take any diabetes medication or were younger than age 50 years, while others included all diabetics over the age of 18 years. Understanding these ostensibly small but important differences between study designs will be crucial for the interpretation of observed intervention effects, which are likely to differ as a consequence.

Finally, the Dutch case study provides an example of how a mixed methods approach can be used to advance our understanding of the differential impacts of approaches to chronic disease management on different population groups. Thus, analyses carried out within DISMEVAL demonstrated how structured care for those with diabetes implemented in the Netherlands was most beneficial for patients with poorly controlled diabetes. This finding is supported by a recent meta-analysis of the international literature by Pimouguet et al. (2011), which provides a plausible explanation for the overall small average effects of the intervention. Among those with controlled diabetes whose clinical values leave limited room for further improvement, the programme successfully maintained health, so preventing or delaying more serious complications associated with deteriorating glycaemic control.

Summary
This section has illustrated how the interpretation of evaluation findings will have to take account of the broader context within which evaluations were carried out. This includes consideration of factors such as length of observation period, which may explain absence of intervention effect if duration is short – although experience from the Dutch case study highlights that short duration could also lead to overestimation of effect. It also highlighted how the combination of different designs may be useful to fully understand observed effects, as demonstrated by the Danish case study. Importantly, however, interpretation of
observed intervention effect will be determined, to a considerable degree, by the quality of the data underlying the analysis. As demonstrated by the German case study, data quality may be more important with regard to the observed effect size than the choice of design to create a control group in non-experimental settings. This section has also highlighted how imaginative use of novel techniques and approaches may help better understanding of observed effects, such as the use of meta-regression approaches to identify differential impacts of approaches to chronic disease management.

5.3 Evaluation findings can help inform future programme development and improvement

In this section we discuss how evaluation findings can be used to identify potential shortcomings of existing interventions and guide further improvement. For example, lack of evidence of health improvement (however conceptualised) of a given intervention may simply reflect that programme components were ill-suited to lead to health improvement in the first place. Thus, a culture of passivity or lack of proaction to self-manage among patients may pose a considerable barrier towards implementing successful patient self-management interventions, although this also implies that ‘off-the-shelf-interventions’ might not be the appropriate means to activate this type of population.\(^\text{145}\) Also, evaluation may help to identify where a given intervention is likely to lead to inequities in healthcare delivery, for example, through demonstrating that the enrolment procedure leads to only those with higher health literacy actually benefitting from the programme (selection bias).\(^\text{7}\) Furthermore, evaluation findings might also highlight issues around programme implementation; for example, where a given intervention is characterised by high attrition rates this might indicate problems with programme set-up and/or recruitment process, while also suggesting that the intervention might be ill-suited to the needs of the target population.

There are several examples of how work undertaken in the DISMEVAL project can inform, and in some instances already has informed, the further advancement of existing interventions. Thus, the Austrian case study, evaluating a diabetes disease management programme that was implemented as a cluster-randomised controlled trial in Salzburg, found only small effects of the intervention as regards the primary outcome (metabolic control).\(^\text{73}\) It therefore concluded that the current intervention approach may insufficiently take account of patient self-management support whereas the combination of traditional patient education with ongoing peer support may present a more promising approach in diabetes care in the Austrian context. Such an approach is currently being implemented as a cluster-randomised controlled trial: ‘Self-Efficacy and Peer Support Enhance the Effectiveness of Disease Management in Diabetes Type 2 (SPEED)’.\(^\text{146}\) It aims to evaluate peer support regarding management of diabetes, diet and physical activity as an additional component of a standard DMP previously implemented at a nationwide level.

The experience of the Austrian case study is echoed by the findings of the evaluation of diabetes disease management in the Netherlands, which observed a differential impact of current approaches to structured care on different patient populations.\(^\text{102}\) This emphasises the need for decisionmakers, funders and practitioners to consider moving away from the standardised approach towards a more tailored approach to diabetes management, which
emphasises the patients’ direct involvement in the processes of care, including self-management support.  

Although the Dutch care standard for type 2 diabetes, which currently guides the approach to diabetes care provided by care groups, stipulates that ‘patients should play a central role in their care’, the case study findings suggest that to date, the practice of diabetes care remains highly paternalistic. In its current form, the Dutch bundled payment system for diabetes care motivates care providers to deliver highly standardised care based on performance indicators as stipulated in the national diabetes care standard. These indicators, which are monitored by health insurers, prescribe a defined intensity of service delivery, regardless of patients’ health, demographic or social status. Although frequent monitoring was shown to be especially useful for improving clinical values in poorly controlled diabetic patients, patients in relatively good health might be managed equally effective in a less physician-guided way that emphasises self-management. As we have discussed earlier in this report, there is reasonably good evidence that self-management support can improve patients’ health behaviours, clinical and social outcomes. There is thus potential for a more tailored approach to disease management that proactively considers patient characteristics in determining care processes, including self-management support, benefiting a relatively healthy population of diabetic patients for whom intensive monitoring may be inappropriate.

Similar issues are illustrated by findings of the French DISMEVAL case study, which demonstrated the degree to which selection takes place when patients enrol into provider networks; these were of younger age and had a more recently diagnosed diabetes but worse glycaemic control (as measured by HBA1c levels) as compared with those in the reference population of diabetic patients. As demonstrated by analyses undertaken, uncontrolled before–after evaluation of networks will only measure the effect of the programme on this particular group of patients (see Section 3.1.1). However, decisionmakers also wish to know the effect of the programme on the wider eligible population (eg all diabetic patients) in order to assess whether it should be extended (eg to other regions, or by increasing the size of a single programme).

The observation of a selection effect is not surprising given that more than 90 per cent of patients who do enrol in a network are encouraged to do so by their physician. However, based on data that were available for analysis, it was not possible to form a judgement as to whether the observed selection is appropriate or not. Yet other studies suggest that clinical decisionmaking is influenced not only by medical, but also by non-medical factors such as socio-economic status, ethnicity, language and gender, as well as patient motivation. The implication for the development and improvement of provider networks is to address the issue of patient selection in two steps. A first step is to raise awareness of this phenomenon and of the characteristics on which the selection appears to be based (younger age, worse glycaemic control, etc). A second step is to develop future research using qualitative methods to better understand the decisionmaking process leading to selective recruitment into the provider network.

Summary

In this section we have briefly examined how the findings of work carried out in DISMEVAL uncovered potential limitations of existing approaches to chronic disease...
management and how this can inform further development of interventions and programmes to optimise care for people with chronic conditions. In several cases, it was demonstrated how existing interventions might fail to address those who are likely to benefit most and so potentially waste resources. Examples also appear to point to an underutilisation of advanced patient self-management support approaches and the need to develop a more tailored approach. In the case of Austria, such advancement is already being tested in the framework of a cluster-randomised trial.
CHAPTER 6  

**Going forward: Conclusions and further research**

This report set out to bring together the findings of work undertaken in DISMEVAL to inform evidence-based recommendations for the use of various approaches to the evaluation of disease management in Europe and to identify examples of best practices and lessons learned. It aimed to explain choices, options and trade-offs to policymakers, programme operators and researchers.

In this concluding chapter, we draw together the evidence compiled from previous chapters and identify those factors that have emerged from work within DISMEVAL that might support the implementation of structured approaches to chronic disease management as discussed earlier.

We acknowledge that randomised controlled trials are widely considered as the gold standard for appraising a causal relationship between a complex intervention and clinical outcomes. However, randomised controlled studies are underused and often lack methodological rigour in evaluation of community health interventions. Given the strength of the design, randomisation should always be considered as a preferred approach as it is the most robust way of determining the effectiveness of a given intervention, ensuring that any observed difference in outcome is not affected by systematic differences in factors, known and unknown, between those who receive a given intervention and those who do not. The Austrian case study in DISMEVAL has illustrated that it is feasible to employ a randomised design in routine settings where the context allows for such a design to be applied.

However, using a randomised controlled design will not be feasible in settings where the intervention is implemented at a population level, such as in Germany or the Netherlands. Thus, in the Dutch case study use of experimental comparisons was not possible due to the nationwide roll-out of structured care approaches for diabetes and the unsuitability of using historic controls. Also, although randomised studies are generally considered to form the most rigorous means to assess intervention effect, the scientific rigour of required designs limits the generalisability of findings to larger and inherently more heterogeneous populations of, for example, chronically ill patients. Selection bias poses a threat to randomised designs just as it does for non-randomised designs, as we have highlighted.

Observational study designs are more suitable for ‘real-world’ disease management evaluations, keeping their methodological limitations in mind. Given that disease
management is essentially a population-based care strategy, advancing observational study designs is crucial to arrive at strong conclusions regarding how best to treat subgroups of chronically ill patients in the daily practice of health care. The DISMEVAL project has identified and tested a wide range of methods that can be employed in situations where randomisation is not possible, emphasising that rigorous evaluation can still take place even where baseline or predefined control groups are not available.

We have shown how routine databases can provide a useful resource in the design of rigorous studies while noting their disadvantages and limitations. Such data can be used retrospectively to create a control group and provide baseline data. They contain the large numbers and opportunities for long-term follow-up required to investigate clinical endpoints. Results of such evaluations are sufficiently valid if certain data problems are taken into account and results are interpreted with caution in the light of these limitations.

Different (combinations of) care components and processes might be effective for managing chronic disease in patients with varying age, disease duration, health status, co-morbidity, education level, socio-economic status, and so on. Contrary to most disease management evaluation methods, which focus on assessing a single treatment effect, meta-analysis and meta-regression allow for investigations of which patient groups will benefit most from which treatment. Therefore future evaluation work drawing on such approaches can provide insight into what works for whom in the area of disease management, a question that randomised trials have thus far been unable to answer. In addition, meta-regression analyses can be adjusted for baseline (prognostic) factors, which can increase the power of the analysis to detect a true treatment effect and allows adjustment for confounding factors, which is a particular advantage for analyses of observational data.

Given that the implementation of disease management is essentially a process of social change, it is important to combine quantitative data on effects with qualitative information concerning contexts. Use of mixed methods can ensure that disease management evaluation provides insight into how specific local conditions influence the outcomes of a given programme.

Work undertaken within DISMEVAL on evaluation metrics and methods was limited to disease-specific programmes, mirroring much of the existing research evidence that has focused on the management of a few specific diseases, such as diabetes. There has been less focus on individuals with coexisting conditions or multiple health problems, even though it is this rapidly increasing population, with multiple disease processes and with diverse and sometimes contradictory needs, who pose the greatest challenge to health systems. Furthermore, as we have shown, the impact of chronic disease management interventions will depend, to a considerable extent, on the specific features of the healthcare setting within which they are introduced, and this observation seems to hold both within and between care systems. However, this work has shown how it can be possible to learn from the experiences of others.
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APPENDICES
### Appendix A: Summary overview of six DISMEVAL work packages on disease management evaluation methods and metrics

<table>
<thead>
<tr>
<th>Work package</th>
<th>Country</th>
<th>Intervention that formed the basis for evaluation</th>
</tr>
</thead>
</table>
| WP5          | Austria | Diabetes disease management programme 'Therapie aktiv'
   
   **Target**: type 2 diabetes

   **Key components:**

   - Patient management through coordinating physician following care pathways developed by the Austrian Society of Diabetes (ÖDG);
   - Patient education through group instruction; involvement in goals setting and timelines, with agreed targets signed jointly; regular follow-up
   - Standardised documentation of clinical and diagnostic measures and treatment

   *About 17,000 patients are enrolled in DMP across Austria (~4.3 percent of all people with diabetes type 2)* |
| WP6          | Denmark | Integrated Rehabilitation Programme for Chronic Conditions (SIKS) project

   **Target**: chronic obstructive pulmonary disease; type 2 diabetes; cardiovascular disease, balance problems among elderly

   **Key components:**

   - Multidisciplinary team supports the delivery of rehabilitation; regular patient follow-up; regular inter-organisational meetings
   - Patient education and regular documentation of self-management needs and activities; involvement in developing individualised treatment plans and goal setting; access to physical exercise intervention
   - Monitoring of practice team performance; systematic collection of clinical and other data

   *During 2005–2007 about 80,000 patients were covered by the SIKS project* |
| WP7          | Germany | Diabetes disease management programme

   **Target**: type 2 diabetes

   **Key components:**

   - Coordination of three care levels by GP on the basis of evidence-based guidelines developed by the German Institute for Evidence-based Medicine and Institute for Quality and Efficiency in Health Care
   - Patient education in group sessions; involvement in agreeing treatment goals; regular follow-up, with patient reminders for missed sessions
   - Standardised electronic documentation of treatment, patient’s condition and test results, medication regime, and agreed treatment goals; central data analysis to produce quality reports, and provider feedback on performance
<table>
<thead>
<tr>
<th>Work package</th>
<th>Country</th>
<th>Intervention that formed the basis for evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>and for benchmarking</td>
<td></td>
<td></td>
</tr>
<tr>
<td>By end of 2010, ~3.4 million individuals were enrolled in a diabetes type 2 DMP (70–85 percent of diagnosed diabetics in the statutory health insurance system)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>WP8</strong> France Diabetes provider networks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target: type 2 diabetes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typical components:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multidisciplinary healthcare team; development of individualised care plan by core team; discussion forum and quality circles; regular follow-up</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient involvement in developing treatment plan towards a ‘formal’ agreement between patient and network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shared information system involving a database collecting routine clinical indicators and used for evaluation and quality control</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In 2007, around 500,000 people with diabetes were enrolled in diabetes networks (~20 percent of people with diabetes in France)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>WP9</strong> Netherlands Bundled payment contracts for diabetes care (‘diabetes care group’)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target: type 2 diabetes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typical components:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratification of patients according to disease severity; GP oversees referral to secondary care and ensures follow-up according to Nationally defined standards for diabetes care and multidisciplinary care protocol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient education on self-management by practice nurses / specialised diabetes nurses, depending on the level of need</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease-specific electronic patient record with check-up and referrals data within care programme which allows for information sharing and automation of care protocols</td>
<td></td>
<td></td>
</tr>
<tr>
<td>An estimated 750,000 people with diabetes are covered by a bundled payment contract</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>WP10</strong> Spain Nurse-led intervention for the prevention of cardiovascular disease</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Target: cardiovascular risk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Key components:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structured telephone interview after 1, 4 and 8 months from initial medical check-up conducted by a trained nurse to assess knowledge about cardiovascular risk; adherence to recommendations (eg quitting smoking); awareness of clinical symptoms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The programme is provided by a mutual fund (Ibermutuamur); between May 2004 and May 2007 just under 1 million medical checkups were carried out, of which around 630,000 were first medical checkups; of these 5,200 persons were identified to be at moderate to high risk to develop cardiovascular disease and offered the intervention</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix B: Evaluation measures for disease management (DM) interventions

Table B1 provides examples of measures for components of intervention structure, process, output and outcome. The table is taken from Conklin and Nolte (2010).
### Table B1 Evaluation measures for disease management (DM) interventions

<table>
<thead>
<tr>
<th>Evaluation measure</th>
<th>Variable</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input measures</strong></td>
<td>Structure of DM programme</td>
<td>Staffing ratios; Caseload size; Staff qualifications; Hours of training; Experiential preparation; Organisational supports</td>
</tr>
<tr>
<td><strong>Process measures</strong></td>
<td>Patient-related Reach</td>
<td>Initial contact rate; Enrolment rate; Referral rate; Targeted population</td>
</tr>
<tr>
<td></td>
<td>Patient education</td>
<td>Education sessions; Content covered</td>
</tr>
<tr>
<td></td>
<td>Patient coaching</td>
<td>Contact frequency; Call duration; Call content; A written action plan; Smoking cessation counselling</td>
</tr>
<tr>
<td></td>
<td>Organisational</td>
<td>Frequency of disease-specific diagnostic testing and/or follow-up (eg eye exam rate; foot exam rate; HbA1c tests; blood pressure tests); Procedures performed (eg pulmonary lab procedure, perfusion imaging); adherence to standards of care as defined by relevant organisation; Prescription rates</td>
</tr>
<tr>
<td><strong>Output measures</strong></td>
<td>Utilisation</td>
<td>Hospital admissions; Emergency room visits; Physician or clinic visits; Length of stay; Inpatient bed days; Urgent care visits; Scheduled physician or clinic visits; Readmission rate; Number of insurance claims for medications; Waiting times, discharge rates</td>
</tr>
<tr>
<td><strong>Outcome measures</strong></td>
<td>Immediate/proximate Knowledge</td>
<td>Participant knowledge (general and disease-specific); Beliefs (general and disease-specific)</td>
</tr>
<tr>
<td></td>
<td>Intermediate Self-care behaviour</td>
<td>Administration of oral/injectable medication; Adherence to diet/exercise; Glucose self-monitoring</td>
</tr>
<tr>
<td></td>
<td>Self-efficacy</td>
<td>Self-efficacy; Health locus of control; Psychosocial adaptation/coping skills</td>
</tr>
<tr>
<td></td>
<td>Post-intermediate Clinical</td>
<td>Physiological measures (eg HbA1c values; Blood pressure; Blood lipids); Weight; Self-reported severity of symptoms; Shortness of breath; Smoking rate; Quantity and frequency of exercise; Adherence to medication</td>
</tr>
<tr>
<td></td>
<td>Satisfaction</td>
<td>Programme satisfaction; Perceptions of migraine management; Participant satisfaction with care</td>
</tr>
<tr>
<td></td>
<td>Definite/long-term</td>
<td>Quality of life and well-being; Health status; Functional ability (emotional well-being, daily work, social and physical activities); Self-reported health; Fatigue; Pain; Disability; Mortality</td>
</tr>
<tr>
<td><strong>Other effects/Impacts</strong></td>
<td>Financial</td>
<td>Overall healthcare costs (direct and/or indirect); Project cost savings; Detailed financial performance measures; Return on investment (ROI), cost-effectiveness; Cost-benefit; Cost-consequence; etc</td>
</tr>
<tr>
<td></td>
<td>Socio-economic</td>
<td>Absenteeism; Presenteeism; Return to work; Productivity; (Corporate) ‘image’</td>
</tr>
</tbody>
</table>

**SOURCE:** Conklin and Nolte (2010)